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About Me

● 2nd year PhD candidate 
○ advised by Dr. Rada Mihalcea 
○ University of Michigan Ann Arbor

● Research Interests:
○ Understanding LLM behavior

■ Taking inspiration from existing cognitive 
science and social psychology theories 

○ Societal Implications of LLMs
■ Analyze societal issues bias, misinformation in 

LLMs and potential mitigation techniques 
○ Agent LLMs (LLM-LLM and Human-LLM 

interaction)
○ Evaluation of NLP methods



AI Agents



Definition of an Agent

Philosophical definition - “agent” 
possesses desires, beliefs, intentions, and 
the ability to act - individual autonomy. 



Definition of an Agent

● An AI agent - concretization of the 
philosophical concept of an agent in the 
context of AI. 

● AI agents are artificial entities capable of 
perceiving surroundings, making 
decisions and taking actions in 
response. 

Surroundings
Perceive

Make decisions

Actions

Respond with



LLM/LMM Agents
Why are LLMs/LMMs suitable as agents? 

Autonomy Reactivity Proactiveness Social Ability 
Generate human-like text. 
Engage in conversations. 

Perform tasks without 
step-by-step instructions 

Respond to changing requests 
through text. Expand the 
perceptual space - using 

multimodal fusion techniques. 
Expand action space using 

embodiment and tools

Goal oriented action by taking 
initiatives. Reasoning abilities. 

Goal reformulation.   

LLM agents can interact with other 
agents - collaborate/compete 



Multi-Agent LLM/LMM Interaction 

● Single Agent - isolated entities 
● Society of Mind (Marvin Minsky): 

Theory of Intelligence - 
“Intelligence emerges from the 
interactions of many smaller 
agents with specific functions.” 

 

https://www.amazon.com/Society-Mind-Marvin-Minsky/dp/0671657135


Multi-Agent LLM/LMM Interaction
Two types (typically): (1) Cooperative Interaction for Complementarity and 
(2) Adversarial Interaction for Advancement 

 

The Rise and Potential of Large Language Model Based Agents: A Survey

https://arxiv.org/pdf/2309.07864


Three key directions

● Multi-agent large multimodal models (LMMs) for cultural image 
captioning (Cooperative Interaction)

● Multi-agent large language models (LLMs) in the context of 
misinformation and persuasion (Adversarial Interaction)

● Implicit biases in multi-agent large language models (LLMs) 
(Evaluation)

 



First direction

● Multi-agent large multimodal models (LMMs) for cultural image 
captioning (Cooperative Interaction)



The Power of Many: 
Multi-Agent Multimodal Models for 

Cultural Image Captioning

Rada MihalceaOana Ignat*Angana Borah*Longju Bai*

Paper Code

Cooperative Interaction



Motivation

❏ LMM’s effectiveness in cross-cultural contexts remains limited

❏ Multi-agent approach in LLMs has been proven to be highly capable - 
solving complex tasks (e.g., paper review generation, software 
development, society simulation) 

❏ Culture - group-oriented human nature - learn from one another over 
generations 

❏ Conceptualize the culturally enriched image captioning task as a 
“social task”.



Cultural Image Captioning

The picture is taken at a museum, showcasing a winter 
tradition in Romania: Capra or goat’s dance. The dance 
is usually performed by a young man with a goat mask 
and a sheep skin on his back. The goat and his 
companions go from house to house, dancing on New 
Year's Eve. The man in the picture is wearing traditional 
clothes. The mask and goat are symbols of ritual 
dances, roles of purification and fertility

Cultural Image Caption: 
First sentence: Visual description of the image itself 
Later parts: Cultural knowledge 



Cultural Image Captioning

 

The Power of Many: Multi-Agent Multimodal Models for Cultural Image Captioning

https://arxiv.org/abs/2411.11758


Cultural Image Captioning

 

The Power of Many: Multi-Agent Multimodal Models for Cultural Image Captioning

https://arxiv.org/abs/2411.11758


Cultural Benchmarks

GeoDE
- China, Romania
- Real life objects
- Less cultural contents

GDVCR
- East-Asia, South-Asia, West
- Movie scenes
- Rich cultural contents

CVQA
- China, India, Romania
- Real life scenes
- Rich cultural contents



Auto-Metrics

❏ Cultural words list

Cultural Info, alignment, completeness

CANDLE 
keywords 

Culturally 
relevant 
CANDLE 
keywords 

Filter

CANDLE dataset 

generate  a comprehensive list of 
50 cultural words related to 
'Traditions and Festivals' in India.  

Sure, here are the words:  Diwali, 
Holi, Eid, Lohri, Ugadi, Namaste, 
Rangoli, Turban, Havan,......

Part A Part B

Culturally relevant 
ChatGPT keywords 



Auto-Metrics
Cultural Info, alignment, completeness

❏ Cultural Info: # cultural words mentioned in 
the caption

This image shows middle-aged and 
elderly Chinese people performing 
exercises derived from Chinese 
kung fu in a park...Among these 
types of exercises, Tai Chi is the 
most representative.

Cultural 
Words LIst:

.…,
… , Chinese, …,
… , Kung fu, …,
… , Tai Chi, …,

, …



Auto-Metrics
Cultural Info,completeness, alignment

❏ Completeness:

https://recognize-anything.github.io/

Recognize-Anything-Model (RAM) for tagging

# objects mentioned in the caption

# all objects from RAM
Completeness score =



Auto-Metrics
Cultural Info, completeness, alignment

❏ Alignment:

LongCLIP Score

We use LongCLIP instead of CLIP

Source 

Source 

https://arxiv.org/pdf/2104.08718
https://arxiv.org/pdf/2403.15378


Cultural Image Captioning - Results

Best on 
Completeness and 
Cultural Info

On par with the other 
models in Alignment



China India Romania

This picture shows a haystack on a snowy 
hill. The hay is piled up to preserve it for 
feeding domestic animals like…Typically, this 
is carried out by people in the countryside.

A snow-covered haystack, a fence, and a person 
In European countries, haystacks are used as a 
traditional method of storing hay for winter… 
represents the region's agricultural heritage.

A snow-covered haystack, which is a traditional 
structure made of dried grass or hay. …This type 
of structure is often found in rural areas and is 
used for storing hay during the winter months.

A panda bear sitting in a bamboo forest. The 
panda bear is a symbol of China. Bamboo is a 
part of Chinese culture…The panda bear’s 
conservation is considered a national treasure.

A giant panda leaning on a rock and eating 
bamboo. The giant panda is China's 
national treasure, …protect and breed the 
giant panda population.

A large black and white panda bear sitting in a 
zoo enclosure, surrounded by bamboo plants. 
..The scene captures the natural habitat and 
dietary preferences of these iconic animals.

Bells often used in Hindu temples in India. 
…used to pray Hindu Goddesses. Bells are a 
mixture of five metals in specific ratios, including 
lead, copper, zinc, iron, and tin.

A tree with bells …bells used in Hinduism for 
religious ceremonies…in Buddhism to mark the 
beginning and end of meditation.. location might 
be a site for pilgrimage in India.

A collection of bells hanging from a tree, possibly 
a Christmas tree….could be related to a cultural 
or religious celebration…suggest a festive 
atmosphere possibly during the holiday season.

Cultural Image Captioning - Results



Ablation - conversation rounds 

Too much repetitive content with insufficient discussion

Richer contents,
more hallucinations



Ablation - Prompt types

CoT prompting 
achieved the best 
performance.

Alkhamissi et al. 2024)

https://arxiv.org/abs/2402.13231


Fine-tuning Effect

Zero-shot MosAIC 
outperforms 
fine-tuned single 
model



❏ Human-likeness (Turing Test)

Human-Metrics

The image shows an European 
Union flag hanging on a 
building. It represents the 
political and economic 
cooperation, symbolizing 
values such as peace, 
democracy, and solidarity of 
the member states.

The picture shows an 
European flag next to the 
sign of the National 
Romanian Bank. Next to 
the bank there is an old 
apartment building with old 
walls.

Identify if the following captions are 
human generated or machine-generated?

I think caption 1 is 
human-generated 

whereas 2 is 
machine-generated 

Lower the accuracy , more human-like the caption.

Compute accuracy

Caption 1 Caption 2



❏ Correctness

Human-Metrics

The image shows a group of 
people playing with a ball. In 
China, playing with a ball is 
also a common pastime, and 
the ball could be a traditional 
Chinese ball like a shuttlecock

Evaluate if the given caption for image is 
correct in terms of (1) image contents 

(2) cultural description. Score 1 if 
correct and 0 is incorrect.

Score 0 (the image contents description is correct, but 
the cultural description is incorrect)

Correctness is measured in terms of image content and cultural description. 

Compared for human captions and LMM-generated captions



Across Cultures 

Similar trends across all 
three cultures



Across Datasets

Better performance for 
datasets with richer 
cultural contents



Human Evaluation and Error Analysis 

● Turing Test accuracy: 
○ LMMs still struggle to match human captioning - 

stylistic differences
○ Humans tend to use a more casual, direct style.

More 
human-like

The image shows an European 
Union flag hanging on a 
building. It represents the 
political and economic 
cooperation, symbolizing 
values such as peace, 
democracy, and solidarity of 
the member states.

The picture shows an 
European flag next to the 
sign of the National 
Romanian Bank. Next to 
the bank there is an old 
apartment building with old 
walls.

Human Caption Machine CaptionInput Image



Human Evaluation and Error Analysis 

● Correctness: 
○ Common errors - incorrect country, object 

recognition, people counting, and overly general 
descriptions. 

○ Most errors for MosAIC- GeoDE dataset. 

The image shows four children playing with a colorful ball. The 
ball is known as cuju, an ancient game similar to modern 
soccer. This scene likely reflects the artistic style of the Song or 
Ming Dynasty.

The image shows a group of people playing with a ball. In 
China, playing with a ball is also a common pastime, and the 
ball could be a traditional Chinese ball like a shuttlecock.

Image contents
Cultural description
(object recognition)

Image contents
Cultural description



Takeaways 

Cultural Comprehensiveness
Multi-Agent LMM interactions help achieve broader cultural comprehensiveness.  

Efficiency gains
Multi-Agent LMM interactions outperform fine-tune ‘no-interaction’ setups with 
training and data efficiency 

Correctness Gap 
LLMs excel in cultural info vs humans but still struggle in terms of correctness.



Second direction

● Multi-agent large language models (LLMs) in the context of 
misinformation and persuasion (Adversarial Interaction)

 



Persuasion at Play: Understanding 
Misinformation Dynamics in Demographic-Aware 

Human-LLM Interactions

Rada MihalceaAngana Borah

Paper Code

Adversarial Interaction

Verónica Pérez-Rosas

https://arxiv.org/abs/2503.02038
https://arxiv.org/abs/2503.02038
https://arxiv.org/abs/2503.02038


Motivation

❏ Misinformation Dynamics Vary by Demographics: Perception and 
spread often differ across groups due to echo chambers and cultural 
filters.

❏ Simulated Demographic LLMs: Useful for modeling misinformation 
spread where real-world replication is challenging.

❏ LLM Persuasiveness: Language models can influence users differently 
across demographic lines, highlighting the need for tailored interventions.



Persuasion in the context of Misinformation (Human-LLM 
interaction)  
 

Datasets 
● Fake News Dataset (1) 
● RumorEval (1, 2) 
● Stanceasaurus (3) 



Persuasion in the context of Misinformation (Human-LLM 
interaction)  

Human Annotation Guidelines

● Recruited participants from Prolific.
● Demographics considered: gender 

(female/male), age (old/young), and 
geographic region (rural/urban).



Results (LLM->human persuasion)  
 

Urban, Young, and Male 
demographics have higher 

correctness than their counterparts



Results (Human->LLM persuasion)  
 

Similarly, LLMs also show 
higher correctness for 

Urban, Young and Male 
demographics 

SS does not show several 
differences - unstable 
variations across models- 
extreme data, only 
misinformation



Results (Human-LLM correlation)  
 

GPT-35-turbo has the 
highest point-wise correlation 

of 0.58 with humans 



Multi-Agent Persuasion

Hypothesis 

● Homogeneous groups increase 
the spread of misinformation 

● Heterogeneous groups 
(Adversarial Interaction) 
decrease the spread of 
misinformation



Results - Multi-Agent Persuasion



Takeaways

LLMs for demographic simulation
LLMs offer a preliminary but useful way to study demographic differences in 
misinformation susceptibility.

Human- and LLM-persuasions can have varied effects
LLM-generated persuasion improves correctness in multi-agent interactions, 
human persuasion reduces it. 

Homogeneous vs Heterogeneous settings 
Homogeneous agent groups exhibit lower correctness rates (echo chamber 
effects), while heterogeneous groups show improved performance.



Third direction

● Implicit biases in multi-agent large language models (LLMs) 
(Evaluation)

 



Towards Implicit Bias Detection and Mitigation in 
Multi-Agent LLM Interactions

Rada MihalceaAngana Borah

Paper Code

Evaluating Multi-Agent LLMs



Motivation

● Associating certain genders with 
certain occupations

● Males are often associated with 
more leadership, technical and 
physically strenuous roles 

● Females are associated with 
organizational, creative and 
family-oriented roles

https://www.bbc.com/news/world-41421406


Motivation

 

Implicit Biases:

● Under-researched; most studies focus on explicit biases in text 
generation.

● Implicit biases often emerge in actions or tasks, not in text outputs.

Multi-agent LLM interactions:

● These systems often exhibit emergent social behaviors.
● Multi-agent interactions reveal implicit biases through real-time actions, 

not just statements. 



Dataset Creation

Idea: 

● Have scenarios with a goal and tasks in a multi-agent setting of LLMs with each 
LLM taking on a persona provided in the scenario. 



The Scenarios Dataset
• 111 scenarios 
• Domains: family, office, hospital, politics, law enforcement, education, team 

dynamics - prone to high implicit gender bias scenarios.
• Number of characters = Number of tasks (for all scenarios)
• Stereotypically male tasks= |M|, Stereotypically female tasks= |F| 
• Generated using GPT-4 (human validation done)

49

Dataset Creation

https://heinonline.org/hol-cgi-bin/get_pdf.cgi?handle=hein.journals/hastlj59&section=48
https://scholarworks.sjsu.edu/slis_pub/141/
https://link.springer.com/article/10.1007/s11606-013-2441-1
https://www.cambridge.org/core/journals/political-science-research-and-methods/article/prejudice-and-politics-reexamined-the-political-significance-of-implicit-racial-bias/C3A6342C1D1E5EB6D876195CDA72F1DD
https://heinonline.org/hol-cgi-bin/get_pdf.cgi?handle=hein.journals/uclalr59&section=34
https://eric.ed.gov/?id=EJ1086492


Multi-Agent LLM Evaluation Framework for Implicit Bias 



Results - Multi-Agent Evaluation Framework

Biases increase after interaction for all models considered, more so for larger models



Supervised Fine-tuning (SFT)

Self Reflection (SR) 

Ensemble of SFT and SR 

52

Mitigation - Multi-Agent Evaluation Framework



Fine-tune dataset: Using the same scenarios, create assignments with two 
types of data format: (1) with and (2) without implicitly biased assignments, and 
reasons for presence/absence of biases. 

    : Implicitly-biased + Non-implicitly-biased assignments

           : Non-Implicitly-biased assignments

Models: GPT-35-Turbo, Mistral-7b-Instruct

Full-FT 

Half-FT 
53

Mitigation - Multi-Agent Evaluation Framework - SFT



Self-reflection prompts consist of:
1. definition of implicit biases in terms of task assignments
2. ask the agents to critique their first assignments based on the requirement
3. re-assign tasks when necessary and continue interaction

Two settings:

Without In-Context Examples With In-Context Examples54

Mitigation - Multi-Agent Evaluation Framework - Self 
Reflection



55

Mitigation - Multi-Agent Evaluation Framework



Results - Mitigation in Multi-Agent Evaluation Framework



Takeaways 

LLMs generate implicit bias assignments 
Due to preference training, LLMs do not generate explicitly biased statements, 
however they are prone to implicit biases. 

Larger models are more prone to produce biased outputs
While LLMs like gpt-4 excel in generating scenarios with implicit biases, they fall 
short in effectively generating task assignments without implicit biases. 

Multi-agent LLM interactions show emergent social group behaviors
Like previous studies, multi-agent LLMs show social behaviors similar to theories 
proposed in Stereotype Threat Theory and Groupthink



Future Work 

Cooperative & Adversarial Agent Interaction: Enables more effective problem solving in 
complex, multi-agent tasks. Explore it for various tasks to improve human-LLM interactions. 

Cultural & Demographic Modeling: Currently, we leverage persona-aware prompting and 
fine-tuning. In the future, we can aim for more nuanced LLM behavior.

Robust Evaluation Metrics: Go beyond accuracy—assess sociability, values alignment, and 
adaptability.

Misinformation & Bias Mitigation: Design targeted multi-agent interventions to reduce 
harmful outputs. 

Inter-Disciplinary Impact: Informs AI and other fields (psychology, sociology, etc.) by 
reshaping how we understand intelligence, agency, and collective reasoning.



Thank you! Questions? 

If you have any questions, feel free to 
reach out at: anganab@umich.edu


