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Foreword by 	  
Lidong Zhou

Corporate Vice President, Chief Scientist of 
Microsoft Asia Pacific R&D Group, 
Managing Director of Microsoft Research Asia

At Microsoft Research Asia, we believe that AI is not merely a technological advancement 
but a transformative force shaping our societies, economies, and daily lives. AI’s impact 
extends beyond algorithms and computation—it challenges us to rethink fundamental 
concepts such as trust, creativity, agency, and value systems. This reality demands a 
multidisciplinary approach that bridges technical AI research with the social sciences, 
humanities, policy studies, and ethics. Developing more powerful AI models is not enough; 
we must deeply examine how AI interacts with human values, institutions, and diverse 
cultural contexts.

Recognizing the importance of this challenge, our Societal AI team at Microsoft Research 
Asia has been actively engaged in a global conversation about AI and society. Through 
collaborations with leading social scientists worldwide, we have facilitated workshops, 
organized summer schools, conducted joint research, and fostered interdisciplinary 
dialogues that enhance our collective understanding of AI’s role in society. These efforts 
have not only shaped our research agenda but have also contributed to a growing, shared 
vision of AI that is responsible, inclusive, and beneficial to all.

This white paper, Societal AI: Research Challenges and Opportunities, represents a 
significant step in articulating the foundational principles of Societal AI—how AI can be 
harmoniously, synergistically, and resiliently integrated into human society. It highlights 
major challenges and presents a research agenda aimed at ensuring that AI serves as 
a driver of progress while mitigating risks and unintended consequences. Importantly, 
this work does not merely offer theoretical perspectives. It is built upon rigorous 
interdisciplinary collaboration between AI researchers and social scientists from around 
the world. The ten research questions presented here reflect the most pressing concerns in 
ensuring AI’s responsible evolution, addressing key areas such as fairness, interpretability, 
human-AI collaboration, and regulatory frameworks.
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By engaging with these challenges, we take crucial steps toward a future where AI is not 
just a powerful tool but also a trusted partner in human advancement. Through this white 
paper, we aim to bring together a diverse, interdisciplinary community to collaboratively 
explore the challenges and opportunities of Societal AI. We invite researchers across 
disciplines, policymakers, and industry leaders to engage with the ideas presented in this 
report, contribute to this evolving field, and shape AI’s role in society for the better.
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Foreword by 	  
James A. Evans

Max Palevsky Professor of Sociology, 
University of Chicago

This thoughtful and comprehensive whitepaper from Microsoft Research Asia represents 
an important early step forward in anticipating and addressing the societal implications 
of artificial intelligence, particularly large language models (LLMs), as they enter the world 
in greater numbers and for a widening range of purposes. The authors outline ten critical 
research questions at the intersection of AI and society, ranging from value alignment 
and fairness to human-AI collaboration and regulatory frameworks. Their interdisciplinary 
approach, bringing together computer scientists, sociologists, psychologists, and legal 
scholars, provides a robust foundation for beginning to examine these complex challenges.

The paper’s emphasis on harmonious, synergistic, and resilient integration of AI into 
society is particularly noteworthy. The authors recognize that successful AI deployment 
requires not merely technical excellence but careful consideration of cultural differences, 
human cognition, and societal structures. Their discussion of how AI might reshape work, 
education, and research methods demonstrates a sophisticated understanding of emerging 
opportunities and risks that lie ahead. 

As we move forward in implementing these ideas, additional emphasis will be needed to 
develop robust systems of checks and balances involving human and human+AI oversight, 
potentially arranged in institutions that evolve with the challenges LLM “agents” pose. 
Just as human institutions have evolved to include adversarial mechanisms that enhance 
stability—from parliamentary oversight to judicial evaluation to academic peer review—
powerful AI systems will require similar counterbalancing forces. This means creating 
AI systems that can effectively monitor, challenge, and correct other AI systems when 
necessary while remaining under meaningful human oversight. Furthermore, economic 
phenomena suggest the importance of AI alignment with human safety, capacity, and 
prosperity, but not necessarily human values at the lowest level, where exchange partners 
with different values and capacities represent the most valuable trading partners. In short, 
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as AI “agents” become more flexible, powerful, and useful, discussion of alignment will 
necessarily become more complex. This whitepaper represents an important first step, 
appropriate to the AIs emerging now. 

The path forward will require even deeper engagement with human scientists across 
disciplines. This whitepaper pilots valuable collaboration between computer and social 
scientists, and future work must expand this cooperation to include experts in institutional 
design, complex systems, and human organizational and political behavior. Understanding 
how humans have historically created stable institutions that resist corruption and mission 
drift will be crucial for developing AI systems that remain aligned with human values over 
time and across circumstances. 

Despite these additional needs, this whitepaper makes a valuable contribution to the 
field of societal AI. It provides a clear framework for thinking about key challenges while 
remaining grounded in practical considerations. The authors’ commitment to responsible 
AI development, coupled with their recognition of the need for global cooperation, sets a 
positive direction for future research and development in this critical area.

The challenge now lies in building upon this foundation to create AI systems that not only 
interface well with human society but also contain internal structures for controllability and 
explainability, arranged in external institutional structures that help ensure their continued 
beneficial operation. This whitepaper takes an important step in that direction and 
illuminates the path for essential future work. 
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Preface 
The end of 2022 marked a pivotal moment for technology, driven by the introduction 
of ChatGPT and the subsequent release of GPT-4. These powerful AI models brought 
transformative changes to society and reshaped the landscape of research across 
disciplines like natural language processing, computer vision, machine learning, and other 
fields related to AI. The impact of these models redefined research directions, fueling new 
inquiries and challenging existing paradigms.

Our work on responsible AI began around seven years ago as an extension of our research 
into personalized recommendation systems1. Back then, we were already confronting the 
societal implications of recommendation technologies, such as echo chambers and social 
divides—issues that were the subject of intense academic debate. We focused on model 
explainability, fairness, and privacy protection, initially centering on recommendation 
systems and later broadening these principles to the broader AI landscape. However, by 
the end of 2022, responsible AI itself was profoundly affected by the rapid evolution of 
AI technologies. For instance, traditional methods of explaining smaller models became 
less applicable to large models, prompting us to rethink the very notion of explainability. 
Similarly, biases and toxic behavior within these models were both more challenging 
to mitigate yet also provided opportunities to leverage the models’ advanced semantic 
understanding to address these issues in novel ways. Emerging challenges included AI's 
impact on education, research, the job market, and social mobility, highlighting the urgency 
of reevaluating responsible AI in light of these changes.

In October 2022, we organized a workshop on responsible AI2, bringing together 
researchers from computer science, psychology, sociology, and legal fields. Our aim was 
to tackle these challenges collaboratively, and the workshop proved to be a resounding 
success. It laid the groundwork for continued interdisciplinary partnerships, with many 
of the workshop speakers becoming long-term collaborators over the next two years. As 
we moved beyond the initial shock brought on by GPT technologies, we organized three 
subsequent workshops in early 2023—each dedicated to fostering discussions between 
AI and a particular discipline: psychology3, law4, and sociology5. Through these deeper 
engagements, we identified multiple avenues for interdisciplinary collaboration, leading to

https://www.microsoft.com/en-us/research/articles/personalized-recommendation-systems
https://www.microsoft.com/en-us/research/event/responsible-ai-an-interdisciplinary-approach-workshop/
https://www.microsoft.com/en-us/research/event/the-workshop-on-understanding-and-evaluating-big-
models-for-human-intelligence-and-learning/
https://www.microsoft.com/en-us/research/event/2023-legal-and-ethical-governance-challenges-faced-by-
big-models-workshop/

01
02
03

04

https://www.rarnonalumber.com/en-us/research/articles/personalized-recommendation-systems/
https://www.rarnonalumber.com/en-us/research/event/responsible-ai-an-interdisciplinary-approach-workshop/
https://www.rarnonalumber.com/en-us/research/event/the-workshop-on-understanding-and-evaluating-big-models-for-human-intelligence-and-learning/
https://www.rarnonalumber.com/en-us/research/event/2023-legal-and-ethical-governance-challenges-faced-by-big-models-workshop/
https://www.rarnonalumber.com/en-us/research/event/the-workshop-on-ais-impact-on-society-and-advancements-in-technology/
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several focused research initiatives. One such effort was on model evaluation6, drawing on 
psychometrics, conducted in collaboration with researchers from Beijing Normal University 
and Cambridge University. Another major project, ValueCompass7, emerged to explore 
how best to articulate and implement value alignment in AI, with support from experts 
in sociology and ethics. We also initiated a long-term collaboration with sociologists at 
Princeton to examine the societal implications of large models, particularly in education and 
research.

These collaborative efforts highlighted the need to define the most critical research 
questions in this evolving space and share them with the wider community. The questions 
we present here represent ongoing inquiries of our own and issues that we believe the 
research community should urgently address. These research questions will continue 
to evolve and enrich over time, and we hope that the community will get involved in 
building the Societal AI research area. They reflect our dual perspective: firstly, the need to 
predict and understand AI's impact on society, including research, education, labor, and 
governance—concerns that have arisen with other technologies, such as social networks, 
and internet technology. Secondly, a newer perspective emerges from the complexity and 
sophistication of AI technologies, which now approach human-level capabilities in various 
benchmarks. These developments raise fundamental questions about how we evaluate and 
explain these general-purpose technologies and, in doing so, force us to re-examine our 
understanding of ourselves—a shift that impacts psychology, sociology, and other social 
sciences. Ultimately, this moment presents an opportunity not just to understand AI but to 
gain a deeper understanding of our own nature.

We have come to refer to this field as "Societal AI." This term captures both the study 
of AI's impact on society and the transformation of AI research through interdisciplinary 
approaches. We hope that research in this area will contribute to building a more 
harmonious, synergistic, and resilient society—one that ultimately benefits humanity as a 
whole.

The Societal AI Team, Microsoft Research Asia, Mar. 2025

https://www.microsoft.com/en-us/research/event/the-workshop-on-ais-impact-on-society-and-
advancements-in-technology/
https://www.microsoft.com/en-us/research/publication/evaluating-general-purpose-ai-with-
psychometrics/
https://valuecompass.github.io/

05

06

07

https://www.rarnonalumber.com/en-us/research/publication/evaluating-general-purpose-ai-with-psychometrics/
https://valuecompass.github.io/#/Login?redirect=/


8

Introduction 
to Societal AI
Our society is now undergoing a profound evolution in AI technology, epitomized by the 
emergence of large LLMs. These models, built on deep learning architectures and trained 
on extensive datasets, represent a paradigm shift in AI capabilities.Compared to traditional 
AI, LLMs exhibit two transformative features.

First, by leveraging language as a universal and versatile medium of human knowledge, 
LLMs excel in diverse tasks, such as programming, writing, and translation. This versatility 
establishes them as general-purpose AI models. Second, their performance on many tasks 
often matches or exceeds that of non-expert humans, positioning them as tools with 
capabilities approaching human-level competence, according to various benchmarks on 
different tasks, such as text generation and image recognition [1]. These strengths have 
catalyzed the integration of AI into a broad range of domains, accelerating advancements 
in productivity (e.g., programming and data analysis), creative endeavors (e.g., music 
composition and graphic design), and even scientific discovery. 

While these advancements offer transformative benefits, they also bring unprecedented 
risks and challenges. The exceptional capabilities of these technologies have magnified 
concerns at both technical and societal levels. As Brad Smith aptly stated, “The more 
powerful the tool, the greater the benefit or damage it can cause.” [2] Addressing these 
challenges requires proactive and interdisciplinary approaches.

From a technical perspective, traditional methodologies, such as static evaluations with 
standardized datasets, often fall short in capturing the nuanced and evolving behaviors 
of LLMs. One emerging and concerning phenomenon is inverse scaling​ [3]​, where model 
performance paradoxically deteriorates as scale increases on certain tasks. This scaling can 
amplify risks​ [4]​ such as misinformation, deception, and even introduce novel, emergent 
risks like alignment faking​ [5]​, where models simulate alignment with human values while 
harboring misaligned objectives. These phenomena underscore the need for fundamentally 
new approaches to evaluation, training, and safety in AI. 
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On the societal front, ensuring fair and inclusive access to AI technologies while maintaining 
regulatory and ethical compliance is an urgent challenge. These issues emphasize the need 
for responsible governance in integrating AI into society. 

Given the irreversible trend of deep AI integration into societal structures, it is critical to 
consider AI’s societal impact comprehensively. This demands a shift in focus from purely 
technical advancements to interdisciplinary research, where AI is examined as a central 
subject through collaboration between computer scientists and social scientists. 

These principles underscore the importance of aligning AI technologies with societal values 
and needs, paving the way for sustainable and mutually beneficial progress. 

To achieve a harmonious, synergistic, and resilient integration of AI into society 
with minimal side effects, we propose a societal AI research agenda emphasizing 
multidisciplinary collaboration. This mission embodies three key principles: 

Interpretability 
& Transparency

Computer
Science

Social 
Science

Safety &
Reliability

Societal AI

Psychology

Law

Sociology

Philosophy

Machine 
Learning

NLP

HCI

Social
Computing

Cross-disciplinary Collaboration

Fairness &
Inclusiveness

Value
Alignment

Capability
Evaluation

Human-AI
Collaboration

Regulation
& Governance

Cognition
& Creativity

Labor &
Business

Research
& Discovery

Societal AI Research Agenda

AI must coexist with humans in a way that minimizes conflicts, fostering trust and 	
cooperation. This is crucial to ensure societal acceptance and avoid potential backlash 
from perceived threats to human autonomy or well-being. 

•    Harmonious:

AI should complement and enhance human capabilities, enabling society to achieve 
goals that neither humans nor machines could accomplish alone. This collaboration can 
lead to breakthroughs in productivity, creativity, and problem-solving. 

•    Synergistic: 

As societal and technological challenges evolve, the integration of AI must be adaptable 
and robust. Resilience ensures that humans and AI can jointly navigate uncertainties, 
such as economic disruptions, ethical dilemmas, or emergent risks. 

•    Resilient:
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Societal AI
Research Questions
The development of societal AI requires deep collaboration across disciplines and diverse 
expertise. The 10 key societal AI research questions presented below are the result of 
extensive reflection, interdisciplinary workshops, joint research projects, and visits. We 
invited our collaborators to contribute insights into these questions, fostering a shared 
vision and actionable agenda. 

How can AI systems be designed to ensure fairness 
and inclusiveness across different cultures, regions, and 
demographic groups? 

How can we ensure AI systems are safe, reliable, and 
controllable, especially as they become more autonomous?  

How can human-AI collaboration be optimized to enhance 
human abilities? 

How can we effectively evaluate AI's capability and 
performance in new, unforeseen tasks and environments? 

How can we enhance AI interpretability to ensure 
transparency and in its decision-making processes?   

How can AI be aligned with diverse human values and 
ethical principles? 
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These questions highlight the multifaceted challenges and opportunities associated with 
societal AI. We recognize that this list is not exhaustive or static; as AI technologies and their 
societal impacts continue to evolve, too will these questions. By periodically revisiting and 
refining them, we aim to ensure that the research agenda remains relevant and impactful. 

How will AI reshape human cognition, learning, and creativity, 
and what new capabilities might it unlock?

How will AI redefine the nature of work, collaboration, and the 
future of global business models? 

How will AI transform research methodologies in the social 
sciences, and what new insights might it enable?

How should regulatory frameworks evolve to govern AI 
development responsibly and foster global cooperation? 
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How can AI be aligned with diverse human 
values and ethical principles? 

As LLMs become increasingly capable of understanding, generating, and manipulating 
information [6], they are being integrated into increasingly more aspects of human daily life. 
However, as LLMs learn from human-generated data, they inevitably mirror certain darker 
facets of human nature, giving rise to risks including reinforcing societal biases, generating 
misinformation, violating privacy, encouraging harmful behavior, and being exploited for 
malicious purposes [7]. Beyond merely learning human behaviors, instilling AI with human 
values, ethics, and norms offers a promising approach to addressing these issues [8] at their 
core-an effort just as vital as endowing AI with human-like intelligence, ensuring that these 
models actively contribute positively to society while minimizing their potential negative 
impacts.  

The goal of value alignment research is to ensure that AI models operate harmoniously with 
a broader spectrum of human values, making them not only safe and trustworthy but also 
genuinely beneficial and capable of satisfying diverse cultural, national, and personal value 
preferences [9]. This involves establishing a universal value system compatible with both 
humans and AI, crafting concrete guidelines, designing effective alignment techniques, and 
implementing a highly reliable and valid value evaluation framework [10] through global 
interdisciplinary collaboration.  

Taxonomy of Alignment Goals
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    Alignment Goals: Human values 
are inherently diverse, complex, and 
ever-evolving, varying across cultures, 
social contexts, and over time. Yet, 
current alignment efforts often reflect 
the values of particular companies 
or nations, falling short of capturing 
the intrinsic diversity of humanity. 
Translating these abstract, changing 
values into precise, measurable, and 
comprehensive proxies for AI remains 
a significant challenge [11]. 

•   Alignment Methods: Achieving effective alignment is difficult due to the inherent 
ambiguity of human values, conflicts between different values (e.g., individual vs. societal), 
and limitations in the scope and quality of training data [12]. As a result, current methods, 
such as reinforcement learning from human feedback (RLHF), often struggle to adaptively 
align AI models' values while ensuring safety. 

•    Alignment Evaluation: Current evaluation approaches tend to focus narrowly on specific 
risk metrics, such as toxicity and bias, rather than considering a broader spectrum of real 
human values. There is a pressing need for comprehensive evaluation methods to assess AI 
models’ underlying value inclinations and alignment extent. Such methods are hampered by 
the variability of values, the scarcity of evaluation data [13], and limitations in the reliability 
of evaluators and metrics. 

Some other challenges include data and training costs, alignment interpretability, alignment 
tax, specification gaming, scalable oversight and so on. 

To address the research questions, we believe it is essential to involve a combination of top-
down normative guidelines and bottom-up value learning [14]. The top-down approach 
involves establishing a set of high-priority guidelines and constraints relevant to AI safety 
that the LLMs must adhere to. These guidelines are derived from universally accepted moral 
principles and are intended to serve as fundamental rules that govern the behavior of the 
models. The top-down guidelines act as a control mechanism to ensure that the models' 
behavior aligns with human ethical values, such as fairness, justice, and non-maleficence, 
mitigating potential AI risks. The bottom-up approach involves adaptively learning values 
from vast amounts of user interaction and feedback data in specific context and culture. 
This method allows the models to capture the common patterns in human moral judgments 
and incorporate them into their decision-making processes, which enables the models to 

The goal of value alignment research 
is to ensure that AI models operate 
harmoniously with a broader spectrum 
of human values, making them not 
only safe and trustworthy but also 
genuinely beneficial and capable of 
satisfying diverse cultural, national, 
and personal value preferences. 

The top three challenges include: 
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As introduced above, assessing values/ethics of LLMs is essential for ensuring 
their regulation and responsible use.  We conducted research on three topics for 
generative evolving evaluation to uncover LLMs’ underlying value inclinations:

Unpacking the Relationship Between AI Values and Behaviors [15]:  To examine 
whether AI values influence their behaviors similarly to humans, we resorted to the 
Schwartz's theory of basic human values from social science, and map LLM behaviors 
onto a 10-dimensional basic value space (e.g., hedonism, achievement), enabling a 
unified representation of AI and human values. Based on a human-annotated large-
scale datasets, we identified, for the first time, a strong correlation between AI’s 
value orientations and its risky behaviors. This human-like pattern suggests that 
evaluating values can provide insights into an AI system’s current safety and even 
help predict its future safety.

Evolving Contextual Value Evaluation [10]:  Next, we introduced generative 
evolving testing to address the validity issues of existing evaluation methods. Our 
method evaluates the connection between a model’s internal probability space and 
a specified value. It reframes evaluation as assessing whether the model’s behaviors 
in specific contextual scenarios aligns with value principles. We further developed a 
scenario generation algorithm, DeNEVIL, which iteratively and automatically creates 

Research Highlight | Assessing LLMs’ Value Orientations

LLM outputs and correlation between values and specific safety risks

adapt to different cultural, social, and situational contexts, ensuring that they can respond 
appropriately to a wide range of ethical scenarios. The integration of top-down normative 
guidelines and bottom-up value learning creates a robust framework for value alignment. 
This dual approach ensures that the models can make morally sound decisions while being 
flexible enough to handle diverse and dynamic situations and preferences.
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highly sensitive and value-provoking scenarios. It can avoid data leakage through 
newly generated scenarios and enhances validity by focusing on models’ behaviors 
rather than its knowledge.

Adaptive and Complementary Value Evaluator [16]: The final step of value 
evaluation relies on an evaluator to assess whether a response aligns with or violates 
specific human values. However, existing LLM evaluators can hardly achieve both 
adaptable to evolving values and generalizable to diverse scenarios. To overcome 
these challenges, we CLAVE, which combines two LLMs: a larger proprietary LLM to 
extract high-level value concepts from limited human annotations, leveraging its 
extensive knowledge and generalization capabilities, and a smaller fine-tuned one 
fine-tuned on such concepts to better align with human value understanding. This 
dual-model framework enables efficient calibration to arbitrary value systems with 
minimal costs.



16

How can AI systems be designed to ensure 
fairness and inclusiveness across different 
cultures, regions, and demographic groups?

The recent advanced AI systems achieve impressive performance in various tasks, such as 
image generation and conversation with humans. However, being fair and inclusive has 
been a challenge for them in practical applications [17]. For example, we have seen that AI 
models are likely to generate biased images based on ethnicity. Such issues can damage 
the credibility of these AI models and further hinder their applications to benefit the whole 
human race, rather than a limited population.

LLMs, and a series of latest models developed based on LLMs, such as multi-modal 
language models and reasoning models, as the representatives of advanced AI systems, 
have achieved great performance in a variety of tasks. We notice that one significant factor 
leads to its risks in keeping fairness and inclusiveness is its predominant training language. 
Their performance drops when it comes to underrepresented groups or languages since 
English is their predominant training language [18]. As languages are one important carrier 
for the background culture, failing to understand other languages and cultures could 
not only result in significantly low 
performance in the skills around 
languages, but more importantly, the 
bias, chaos, and misinterpretation 
of daily communications. Our world 
has more than 7,000 languages 
and more cultures. It is essential 
to develop language models that 
can have a better understanding of 
other low-resource cultures beyond 
English [19].  

To overcome the challenges posed by diverse languages and promote fairness and 
inclusiveness around culture and demographic groups, there are two challenges we need to 
address:  

•   How to design effective and efficient data augmentation algorithms for low-resource 
languages? One outstanding feature of languages is the long-tail distribution of their 
resources for training AI models. Many languages do not have sufficient resources, so it is 
essential to consider how to design data augmentation algorithm for them. The algorithm 
should be a unified one that is not specifically designed for one culture; otherwise, we will 
be occupied by dealing with each culture. More importantly, since a culture often consists 
of different languages, how to design the algorithm to ensure fairness among all languages 

Our world has more than 7,000 
languages and more cultures. It is 
essential to develop language models 
that can have a better understanding 
of other low-resource cultures beyond 
English.  
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We propose a framework, CulturePark [20], to improve the cross-cultural 
understanding of large language models. One strategy to improve the cultural 
understanding of foundation models by fine-tuning existing ones on a generated 
dataset. Towards this goal, we will develop a set of data augmentation algorithms 
that supports cost-effective and diverse data generation.  

Inspired by social learning theories that debate can enhance understanding of each 
knowledge, CulturePark provides a multi-agent framework to allow debate over 
certain topics played by different LLMs as different cultures. By developing such a 
framework to generate dialogue with sufficient diversity containing different topics 
in cultural understanding, we fine-tune existing LLMs using such datasets to be a 
culture-aware LLM, either specific for one culture, or be a unified model to adapt all 
cultures. The performance of these fine-tuned LLMs has been significantly improved 
over existing state-of-the-art methods. The approach demonstrates the potential 
to eliminate cultural bias and prompt fair use of LLMs across different demographic 
groups.

CulturePark, a Multi-agent Framework to Augment Low-resource Language 
Data for Fine-tuning LLMs

Research Highlight | Towards Culture-aware LLMs

within each culture is another important obstacle.  

•    How to improve the diversity of the augmented data? We need to find specific metrics 
to monitor the diversity of the data during the augmentation process to make sure that 
new information can be leveraged by the models in the fine-tuning process.  
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How can we ensure AI systems are safe, 
reliable, and controllable, especially as they 
become more autonomous?

As AI systems, such as LLMs, become increasingly integrated into various sectors like 
healthcare, finance, and education [21] [22] [23], ensuring their safety is paramount. Despite 
their potential, these models pose risks such as generating harmful content, perpetuating 
biases, leaking sensitive information, or being exploited for malicious activities [24]. Unsafe 
LLMs can inadvertently cause harm, spread misinformation, or violate user privacy [25]. 
As LLMs grow more autonomous and influential in decision-making processes [26], the 
challenge of ensuring their safety becomes even more crucial. Therefore, developing robust 
safety measures is essential to prevent harms and maintain public trust in AI technologies. 

The primary objective of LLM safety research is to ensure that these models operate 
in ways that are safe for both individuals and society. This includes preventing harmful 
outputs, protecting privacy, and guarding against the misuse of these technologies, such 
as thwarting attempts to jailbreak the models. The research aims to establish methods and 
frameworks for systematically identifying risks, creating safety protocols, and enforcing 
these measures throughout the 
development, deployment, and 
usage of LLMs. Achieving these 
goals requires interdisciplinary 
collaboration to create ethical 
s tandards ,  l ega l  f r ameworks , 
and technical  safeguards that 
ensure LLMs operate securely and 
responsibly.

Ensuring the safety of LLMs poses several significant challenges:

•   Unpredictability of Model Outputs: Despite advancements in training techniques, 
LLMs can still produce unpredictable or harmful outputs, such as offensive language, 
misinformation, or biased responses. The lack of full control over the outputs makes it 
difficult to guarantee safe behavior, especially in complex or open-ended conversations.

•   Data Privacy and Security: LLMs are trained on vast datasets that may contain sensitive 
information, raising the risk of inadvertently leaking personal data or revealing confidential 
information. Safeguarding user data and ensuring that LLMs do not memorize or expose 
sensitive content remains a concern [27].

Achieving these goals requires 
interdisciplinary collaboration 
to create ethical standards, legal 
frameworks, and technical safeguards 
that ensure LLMs operate securely and 
responsibly.
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•    Malicious Use of LLMs: LLMs can be misused for malicious purposes, such as generating 
fake news, producing phishing emails, or automating harmful tasks like deepfake creation. 
Addressing them requires safeguards to prevent the exploitation of LLMs by bad actors [28].

Moreover, techniques like "jailbreaking," where malicious users intentionally manipulate 
LLMs to bypass safety measures and produce unauthorized content, add another layer of 
complexity to the challenge [29].

To ensure the safety of LLMs, we propose targeted defense methods aimed at 
preventing harmful outputs and strengthening the LLMs’ resistance to jailbreaking.

In white-box scenarios, where full access to model parameters is available, we can 
integrate special tokens into the model’s embedding layer to identify the boundaries 
between adversarial content and benign user content. Subsequently, adversarial 
training reinforces the model's propensity to generate safe responses using pairs 
of prompts with malicious attacks alongside benign responses. For black-box 
scenarios, where model parameters are inaccessible, we propose defense strategies 
based on prompt engineering techniques. These include multi-turn dialogue and in-
context learning, which exploit the model's understanding of context to maintain 
safe boundaries and recognize manipulation attempts. Prompts can be crafted to 
include explicit reminders, encouraging the model to proceed with caution when 
handling external content and reducing susceptibility to external manipulation.

Additionally, we introduce a system-mode self-reminder technique [30],  drawing 
from psychological principles. This method uses system prompts to  encapsulate 
user queries with reminders to respond responsibly, which has proven effective in 
reducing jailbreak attempts. To streamline and refine this approach, we suggest 
an automated framework for generating and optimizing self-reminder prompts. 
By leveraging LLMs in prompt design, we can increase security measures without 
needing to retrain or modify the base model.

Research Highlight | LLM Jailbreaking Defense

Self-reminders for Jailbreaking Defense
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How can human-AI collaboration be optimized 
to enhance human abilities?

One critical reason for human society’s advancement and prosperity is the division of labor 
and the collaboration between participants with specialized skills, according to Adam Smith 
[31]. Following such philosophy, it has long been a key research question of how to build 
effective collaboration between humans and machines, especially the machines equipped 
with artificial intelligence, to maximize their proficiency and conquer their disadvantages. 
Compared to the prior collaboration with machines, the recent AI technology can be a 
game changer in the development of human-AI collaboration paradigms. Based on their 
general-purpose abilities [1], they are easier for humans to interact with through natural 
languages and other modalities, such as voice [32], more than ever before. Their ability 
to handle complex tasks has also been significantly improved [1], making them not only 
limited to humans’ assistants, but also humans’ co-workers in offices and companions 
in lives. At the same time, the consequences of involving such powerful AI technologies 
should never be ignored, such as deskilling human workers [33] and even replacing humans 
with AI [34].

To cope with the significant revolution of human-AI collaboration, it is crucial for us to re-
think, re-evaluate, and innovate how we can introduce AI as collaborators of humans from 
both technical and societal angles, such as understanding the needs of collaborating with 
AI with the lens of cognitive science and designing new human-AI collaboration strategies 
from the perspective of organizational science.

We have noticed three important topics under the research question:

•    How can we support a more dynamic and flexible collaboration between humans and AI?

Considering the outstanding and general-purpose abilities of AI technologies, the 
collaboration between humans and AI agents is no longer limited to a fixed approach in 
a specific scenario (e.g., the auto co-pilot on aircrafts [35]). We envision that the future 
collaboration can be fluid and customized in all aspects, such as the relationship, the 
interactions, and task distributions, similar to the natural collaboration between humans. 
It is an important direction to investigate how such collaborations can be supported by 
interface design, evaluation techniques, and also AI technologies.

•    How can we build, understand, and optimize the collaboration between humans and AI 
as an organization?

Nowadays, our assumptions of human-AI collaboration are often dyadic, where one human 
works with one AI agent together. However, if thinking over our collaboration between  
humans [36], it is not always the case. Humans work as teams, or even organizations with 
hierarchies to achieve goals effectively. Analogously, it is important to investigate how we 
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can support the collaboration between multiple humans and AI agents [37], and potentially 
with hierarchical organizations.

•    How can we support human and society development in an era of living and 
collaborating with AI?

As AI is getting more conventional in workspaces and our society, it is likely to take 
increasing duties from humans in the collaboration between humans and AI. Such 
collaboration can also raise a series of concerns about human and society development, 
such as deskilling. We believe that the accompanying impact of human-AI collaboration 
should be also carefully treated, such as how to enhance humans’ skills of collaborating 
with AI and how to support the smooth transition of humans’ duties in the workspace.

To answer the three questions, it is important for us to not only keep an eye on computer 
science, but also draw inspiration from social science. As introduced in the beginning of 
this part, human society is built upon labor division and collaboration among workforces. 
Therefore, we would like to call for 
attention on the role of sociology 
and organizational science to support 
the development of future human-
AI  co l laborat ion .  For  example , 
the sociology theory informed us 
of how humans form their roles 
with social interactions to perform 
the corresponding behaviors in 
society and faci l itate the social 
advancement [38]. It can serve as the basis for investigating the dynamics of human-AI 
collaboration through their interactions and constructing more complex human-AI teams 
and organizations in the future. At the same time, it is also valuable to leverage research on 
technology history to foresee the consequences of introducing AI into the workspaces and 
prepare humans for them.

We would like to call for attention 
on the role of sociology and 
organizational science to support 
the development of future human-AI 
collaboration. 
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How can we effectively evaluate AI's capability 
and performance in new, unforeseen tasks and 
environments?

While the advanced AI systems, such as LLMs, have demonstrated remarkable performance 
in a variety of tasks ranging from natural language process to mathematical reasoning, the 
debate regarding to their true capabilities has been the research focus in the community [39]. 
On the one hand, their large volume pre-training data can easily lead to overfitting and data 
contamination, raising the question of generalization or memorization [40]. On the other 
hand, most of the existing benchmarks are static, creating a large gap between the static 
benchmarks and the evolving models. When unseen tasks occur, especially those about 
safety and security, it is essential to develop new approaches to give a comprehensive 
understanding of their capabilities. Moreover, the complexity of the internal mechanisms 
and the emergency of intelligence further increase the difficulties of leveraging traditional 
benchmarking methods based on manually crafted datasets [41] [42]. 

Based on these gaps, we propose several essential characteristics of future LLM 
benchmarking methods:

•    Dynamic generation of evaluation samples. To mitigate data contamination, we should 
construct samples either from scratch or “smartly” reuse existing ones. 

•    Generating tasks with varied difficulty levels. The generation algorithm should be able 
to support dynamic configuration of difficulty levels on the same kind of problem. 

•    Multi-faceted analysis of abilities. We do not only report the final, intertwined 
performance score, but more importantly, the analysis for each individual capability to 
provide insight into future development. 

To build methods that can fulfill 
these requirements, we believe an 
emerging opportunity is to borrow 
our experience of evaluating human 
intelligence in social science domains, 
such as psychology and education. 
For example, one potential method 
i s  t o  l e v e r a g e  p s y c h o m e t r i c s 
methods to construct reliable and 
explainable test sets that have the 
power to predict the potential performance of AI on unforeseeable tasks [43]. However, we 
should be aware that general-purpose AI is after all not human. Therefore, the necessity of 
investigating how to adapt the principles in psychometrics should be emphasized, such as 
the redefinition of individual and population for AI models.

We believe an emerging opportunity is 
to borrow our experience of evaluating 
human intelligence in social science 
domains, such as psychology and 
education.
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Beyond the evaluation method, there are also various challenges to be further researched. 
For example, the diverse goals of evaluating general-purpose AI can be another challenge. 
In addition to traditional task accomplishment performance, it is important to investigate 
whether it respects the differences between cultures, treasures the values of different 
ethnicities, and follows the safety principles set by humans. We believe that all aspects 
should be carefully dealt with as we need to ensure a comprehensive understanding of our 
potential AI companions in the future.

To fulfill the requirements for general-purpose AI evaluation, an early effort is the 
development of DyVal family for evaluating LLMs [44] [45]. DyVal offers a general 
and versatile framework to dynamically generate evaluation samples on-the-fly, 
while preserving low duplicates with guaranteed uncertainty for randomized risk 
control in testing different models. The dynamic framework has the flexibility to 
generate questions in different complexity levels, aiming to evaluate the multi-
faceted abilities of large foundation models. 

DyVal leverages the directed acyclic graph (DAG) structure to allow for replicable 
completion of the operators and variables, where the operators represent the 
relation between variables and variables denote the entity in different tasks such 
as mathematical reasoning and logical reasoning applications. Then, by varying 
the variables and operators, we should be able to generate infinite samples with 
guaranteed ground truth since the DAG is completely computable. Relying on such 
an algorithm, DyVal can dynamically generate evaluation samples for different tasks 
while supporting sufficient analysis of the abilities.

Research Highlight | Dynamic Evaluation Generation with DyVal

PromptBench, A Package for LLM Evaluation Powered by DyVal
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How can we enhance AI interpretability to 
ensure transparency and trust in its decision-
making processes?

Explainable AI has become a hot research topic globally due to its important value in 
understanding the mechanism of pre-trained language models [46] [47] [48]. For example, 
as reliance on high-performance AI systems grows, resource limitations have increasingly 
emerged as a major bottleneck. By improving interpretability, researchers can achieve 
a deeper understanding of these models [15] [49] [50] [51], enabling more efficient use 
of existing resources and offering a cost-effective solution to optimize performance [52] 
[53] [54].  Additionally, the rapid emergence of safety risks, such as adversarial attacks, 
unintended harmful behavior, and ethical breaches, underscores the urgent need for 
transparent AI systems [55]. By improving interpretability, we can better identify and 
mitigate these risks, ensuring AI systems are safer, more trustworthy, and aligned with 
societal expectations [46] [56] [57].

The goal of AI interpretability research is to enhance transparency and trust in the decision-
making processes of LLMs and other AI systems. On the technical level, this involves 
developing methods and tools that provide clear and actionable explanations of model 
behavior, helping researchers and developers identify performance limitations and guiding 
improvements to overcome bottlenecks in LLM capabilities. On the societal level, enhanced 
interpretability helps ensure that 
AI systems remain safe and reliable 
across diverse and unpredictable 
real-world applications, mitigating 
r i s k s  a s s o c i a t e d  w i t h  o p a q u e 
d e c i s i o n - m a k i n g ,  u n i n t e n d e d 
consequences, and loss of trust. This 
research aims to bridge technical 
advancements with ethical  and 
practical considerations, fostering 
accountability and confidence in AI 
systems by promoting an in-depth 
understanding of their operations.

To achieve interpretable AI, we need to tackle a series of challenges, including:

•   Evaluation frameworks: There is no unified, rigorous framework to evaluate 
interpretability methods, especially for emerging non-local explanation paradigms 
that explain model behaviors on a large number of input samples [47] [48]. This lack of 
standardization makes comparing different methods challenging.

On the societal level, enhanced 
interpretability ensures that AI 
systems remain safe and reliable 
across diverse and unpredictable real-
world applications, mitigating risks 
associated with opaque decision-
making, unintended consequences, 
and loss of trust.
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•    Computational efficiency: Current interpretability methods scale linearly with model size 
and sample volume, which can hardly scale to large language models. There is an urgent 
need for efficient algorithms with sublinear complexity to handle the massive scale of these 
models [48] [52] [58].

•   Practical application: Bridging the gap between interpretability techniques and their 
real-world applications is challenging due to the unpredictable nature of deployment 
environments [46] [58] [59] [60]. Ensuring that interpretability remains robust, scalable, and 
adaptable across a wide range of contexts, from critical domains like healthcare to creative 
applications, requires overcoming limitations in generalization and handling unforeseen 
complexities.

To promote transparency in LLMs and reduce potential risks, we propose a general 
framework for editing concept activation vectors [55]. This framework provides a 
straightforward and interpretable way to control model behavior, even when there 
is limited annotated data. It provides a lightweight mechanisms for aligning LLMs 
by controlling specific concepts, such as reducing toxicity or enhancing honesty. 
The method works by collecting activation vectors from LLM layers during text 
generation and using them to train a logistic regression classifier to detect the 
presence of the target concept. The classifier produces a Concept Activation Vector 
(CAV), which quantifies the influence of the concept in the model’s latent space. This 
vector acts as a guidance to either enhance or suppress the target concept. During 
inference, the trained CAVs are dynamically applied to the model’s latent activation 
layers. This approach ensures that the desired concept can be added or removed 
while maintaining the fluency and coherence of the generated text. The framework 
also supports simultaneous adjustments for multiple concepts. By solving an 
optimization problem, it effectively manages potential conflicts or overlaps between 
concepts. This design enables precise, interpretable control over LLM outputs, 
making them more reliable and aligned with desired ethical standards.

Interpretable Control with CAV

Research Highlight | Interpretable LLM Behavior Control
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How will AI reshape human cognition, learning, 
and creativity, and what new capabilities might 
it unlock?  

In recent years, AI technology has advanced to demonstrate the potential to augment 
the long-stable cognitive abilities of humans, boost our learning capacity, expand the 
boundaries of our creative imagination, and develop new skills and professions. This 
may in turn make the processing of tackling cognitive tasks more joyful for humans and 
hopefully help us address numerous formidable societal challenges that lie in front of us. 
However, we should always be aware that a bright future with AI requires us to identify 
appropriate measures to maximize benefits while mitigating the potential risks of negative 
consequences on human cognition. It is clear that AI’s impact on human cognition, learning, 
and creativity will heavily depend on the choices we make during AI's design, deployment, 
and usage. In this part, we would like to outline two noteworthy risks and related mitigation 
measures in the area to inspire researchers and practitioners in this area.

•    Over-reliance on AI Systems

An extensive application of AI systems, such as LLMs, can potentially undermine humans’ 
ability to learn new knowledge and think critically [61] [62]. However, these negative 
effects may be counteracted by avoiding over-reliance, selectively delegating tedious and 
cognitively non-essential tasks, discouraging passive learning approaches, and encouraging 
a critical mindset in problem-solving procedures [62] [63] [64]. Similarly, materials scientists 
interacting with LLMs have reported a decline in working satisfaction despite improved 
productivity (i.e., solving more tasks within a given time period) [65]. This decline is 
attributed to a shift in their time spent from creating new research ideas to judging ideas 
generated by LLMs. However, this dissatisfaction likely stems from the current limitations of 
LLMs in generating truly novel and thought-provoking research hypotheses, as researchers 
typically find idea evaluation unrewarding only when assessing low-quality proposals. More 
worryingly, there are concerns about the future value of education given AI's rapid progress 
and its potential to automate economically productive tasks. This concerning future is 
unlikely to materialize, at least in the short term, since, historically speaking, while AI excels 
at solving specific tasks, it struggles with jobs. Each job is a collection of tasks that requires 
integrating multiple skills and maintaining a deep understanding of context—areas where 
human competence remains essential [66].

•    Limited Internalization of Learned Capabilities and Skills

Without adequate care and actions, AI systems may put at risk the internalization of new 
capabilities and skills, limiting what and how humans can learn to do, and undermining our 
ability to retain knowledge independently and autonomously [67]. Nonetheless, they also 
present unprecedented opportunities to revolutionize education and human development. 
Rather than succumbing to anxieties about AI replacing human intelligence, we need to 
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actively cultivate a mindset that envisions AI, if implemented and leveraged properly, as 
an enhancer of our cognitive capabilities, deepener of our epistemic capacity, and catalyst 
for diverse ways of thinking. This transformation requires coordinated effort from both 
AI developers and educators to demonstrate and implement AI's potential for human 
augmentation rather than replacement.

One possible solution lies in developing 
AI not merely as tools for solving tasks, 
but as thought partners—reasonable, 
knowledgeable, and trustworthy 
entities that complement and think 
with humans. This vision extends 
beyond the technical capabilities of 
AI to fundamentally reshape how we 
learn and assess knowledge, bringing 
a new paradigm shift on education. 
For example, traditional educational 
practices like standardized homework assignments may give way to more personalized and 
interactive forms of assessment, such as in-depth interviews, project-based learning, and 
real-time problem-solving exercises. AI could help create personalized learning pathways 
that adapt to individual interests and learning styles, making education more enjoyable 
and effective. Further, freed from the burden of memorizing facts and performing repetitive 
mechanistic tasks, individuals may develop broader intellectual horizons, becoming more 
versatile generalists who can meaningfully engage with multiple fields, and push the 
boundaries of human cognition. To achieve the goal of leveraging AI as thought partners, 
we call for sustained research efforts and investments to address these essential but under-
explored questions, working toward a future where AI enhances human potential while 
preserving our agency and autonomy.

One possible solution lies in 
developing AI not merely as tools 
for solving tasks, but as thought 
partners—reasonable, knowledgeable, 
and trustworthy entities that 
complement and think with humans.
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•    Reformation of the social division of labor 

After the industrial revolutions, the formation of our society has two obvious features 
from the work and collaboration perspective. First, traditional social structures are built on 
knowledge scarcity. The social roles or jobs of humans heavily depend on what knowledge 
they master​ [68]​​ [69]​ ​[70]​. People are trained to master a specific type of knowledge and 
work to apply the knowledge. In this way, people with different knowledge collaborate 
with each other and contribute to the organizational and society advancement. The 
second feature is the appearance and rise of the middle class. The middle class has been a 
cornerstone of innovation and democracy ​[71]​​ [72]​​ [73]​. They help maintain the stability of 
the entire social structure. 

However, the appearance of LLMs may challenge these two fundamental features of our 
society. Based on the combination of computational and social intelligence, LLMs can 
provide personalized services through natural language interactions, enabling users to 
perform complex tasks without specialized skills. It implies that the knowledge scarcity 
might be addressed with these AI models and the boundaries between jobs can be blurred. 
On the one hand, by democratizing 
access to expert-level knowledge, such 
a change can lower humans’ barrier to 
perform many tasks requiring specialized 
knowledge, such as medical care. On the 
other hand, it can reinforce social inequity 
for those who cannot access AI models. 
Furthermore, along with the process of 
lowering the barrier to knowledge, the 
traditional middle class with specialized 

Addressing both issues requires 
ensuring equitable access to AI 
techniques, fostering new industries, 
creating employment opportunities, 
and reinforcing social safety nets to 
support middle-class transformation. 

How will AI redefine the nature of work, 
collaboration, and the future of global business 
models?

LLMs demonstrate the potential to integrate computational and social intelligence more 
effectively. It combines computational intelligence led by innovative algorithms and 
considerable computational power and the social intelligence hidden in vast amounts 
of high-quality data collected from human society, such as pre-training corpora and 
knowledge bases. Furthermore, as natural language is utilized as the main interaction 
modality between such AI and humans, peoples’ access to AI is easier than any other 
new technologies before. These two features will undoubtedly drive a deep change in 
how people work and collaborate in society. In this part, we would like to point out three 
foreseeable changes to people’s work, collaboration, and global business. The challenges 
and opportunities led by these changes should be investigated and handled carefully to 
ensure that the changes can benefit human society while the risks can be mitigated.
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•    Rise of gig economy as a new business model 

The advancement of AI techniques can disrupt the traditional division of labor by easing 
access to knowledge and blurring the boundary between jobs. These changes can lead to 
the rise of the gig economy, propelled by AI-enabled algorithmic management, as a more 
popular business model. Some typical roles in the gig economy include delivery personnel 
and taxi drivers. In the gig economy, people enjoy a flexible form of work, both from the 
temporal and spatial dimension. Also, algorithmic management can enhance efficiency 
and reduce overhead. However, it often lacks labor rights protections, exposing workers 
to instability, inadequate benefits, and excessive workloads​ [74]​. While flexible, this labor 
model risks exploiting productivity without offering genuine freedom. Yet, the gig economy 
is not inherently unsustainable. Much like early industrial workshops evolved into welfare 
systems, gig economy structures can improve through institutional reforms. Policies such 
as flexible contracts and tailored social welfare systems for gig workers will be critical. 
Additionally, advanced technologies can help gig workers develop new skills, address age 
discrimination, and promote mental health, reducing social inequality.

•    Innovation of global collaboration 

Simultaneously, AI is reshaping collaboration and innovation paradigms, moving away 
from stable organizational structures toward more dynamic and flexible cooperation. 
Future collaborations are likely to involve inter-organizational or individual-to-organization 
partnerships, driven by AI-enhanced personal capabilities. Empowered individuals can act 
as independent innovators, fostering network-based partnerships that catalyze innovation 
across products, industries, and beyond. This trend is evident in fields like academic 
research, where international collaborations leverage shared resources and diverse ideas 
for groundbreaking successes. Similar approaches are poised to expand into industries 
driven by personalized demands, emphasizing efficiency and customization through open 
innovation environments, adaptive collaboration, and resource optimization. 

To summary, we believe that all three changes can bring both challenges and opportunities 
to our societal development. To maximize their benefit to society, first, these changes need 
to be carefully studied to learn their positive and negative consequences on the labor 
market. Next, AI researchers and social scientists should make actionable regulations and 
plans to minimize the negative impact on humans’ work opportunities. Also, the whole 
society should work closely to ensure that the social welfare and education systems can 
evolve to cooperate with the changes in how humans work and collaborate. With the joint 
efforts from the academia, industry, and government, the appropriate application of AI will 
be an accelerator to a more productive society and further enhance human well-being.

skills might be shrinking in the future. This might threaten societal stability and lead to 
disruption. Addressing both issues requires ensuring equitable access to AI techniques, 
fostering new industries, creating employment opportunities, and reinforcing social safety 
nets to support middle-class transformation. 
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How will AI transform research methodologies 
in the social sciences, and what new insights 
might it enable? 

Social scientists strive to uncover predictive patterns in individual and collective behavior. 
Auguste Comte, often regarded as the “father of sociology,” defined social science as “a 
science of social phenomenon, subject to natural invariable laws, the discovery of which is 
the object of investigation.” ​[75]​ This quest for empirically falsifiable laws governing human 
society has been heavily influenced by the success of “mathematizing” natural sciences, 
especially physics, since the 19th century. However, this approach has been criticized 
by interpretivist social scientists ​[76]​, who argue that researchers inevitably simplify the 
nuances of human behavior and social interaction. They also contend that it is challenging 
for human researchers to remain entirely objective when interacting with human subjects.   

In recent decades, computational social science has emerged on top of the increasingly 
available large-scale behavioral data ​[77]​. This paradigm, fueled by the proliferation of smart 
devices, has enabled social scientists to reduce their presence during data collection, and 
improve the granularity and scale of empirical analyses. Modern AI techniques are naturally 
synergistic because of their data-driven nature ​[78]​. However, the trend of adopting AIs also 
gives rise to significant barriers, including limited access to high-quality datasets, as well as 
the increasing costs of training and deploying AI models. These challenges hinder broader 
engagement of individual researchers. 

The breakthrough of LLMs represents a unique opportunity to advance social science 
research. Pre-trained on web-scale text corpora, LLMs are considered as a “blurry JPEG of 
the web,” ​[79]​ offering a compressed representation of vast amounts of online content. 
Therefore, researchers can potentially improve their data access by querying these large 
models. Besides, LLMs can potentially be used to automate data analysis process with 
their emergent ability of deliberate reasoning ​[80]​. Specifically, we have identified three 
important problems in advanced social science research methodology with modern AI 
models.

•    Synthesizing Research Data 

LLMs hold significant promises such as low-cost, scalable data sources, serving as an 
alternative to traditional methods of collecting data from human subjects. Recent studies 
have demonstrated the ability of LLMs to simulate the preferences and behavior patterns 
of certain demographic groups ​[81]​. This capability, often referred to as role-playing, likely 
stems from LLMs’ exposure to diverse online content ​[82]​. By incorporating techniques 
such as memory mechanisms ​[83]​, the quality of synthesized data can be further improved. 
However, this approach also poses several new challenges. The extent to which LLM-
generated responses accurately reflect real human participants is debatable. Studies have 
highlighted inherent biases in LLMs, such as underrepresenting minority opinions or 
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•    Automating Data Analysis 

LLMs have demonstrated remarkable zero-shot capabilities in stance detection, sentiment 
analysis, and free-text response coding, and many other tasks that are central to 
computational social science ​[86]​. Moreover, techniques like in-context learning allow 
researchers to customize LLMs for specific tasks using a small number of examples 
within prompts, eliminating the need for extensive computational resources ​[87]​. These 
features can reduce barriers to leveraging large-scale data in research. However, their 
broad applicability also poses ethical challenges, such as unethical and hyper-realistic 
misinformation generation ​[88]​. Researchers find model alignment can improve LLM’s 
ability to decline unethical queries ​[89]​. Besides, watermarking LLM’s output may allow 
stakeholders to trace the origin of problematic content​ [90]​. However, ensuring responsible 
use of LLMs should not and cannot be a pure technical problem. It also requires expertise 
from multiple disciplines and broader societal engagement. 

•    Exploring Novel Social Theories 

A central goal of many social science problems is to develop theories that explain and 
predict social phenomena. In natural sciences, AI has already proven useful in discovering 
novel mathematical solutions ​[91]​, chemical compounds​ [92]​, and protein designs ​[93]​. 
This success raises an intriguing question of whether LLMs can similarly contribute to social 
science by generating novel hypotheses or even social theories. While some researchers 
argue that LLMs can propose innovative hypotheses​ [94]​, concerns persist about their 
originality and validity. Social science theories sometime cannot be easily falsified, requiring 
nuanced interpretation of human researchers. Thus, the challenge lies in fostering effective 
human-AI collaboration, where LLMs should serve as complementary tools to aid social 
scientists in formulating and searching for meaningful theories.  

In conclusion, modern AI models, 
particularly LLMs, offer transformative 
potential for social science research 
in terms of synthesizing research 
data, automating data analysis , 
exploring novel social theory, and 
more. However, it is also important to 
consider the field beyond techniques. 
It requires delicate balance between 
AI output and human response, AI 
automation and human oversight, AI search and human intuition. By fostering human-AI 
collaboration, this field can unlock new insights while safeguarding rigor and integrity.

Modern AI models, particularly LLMs, 
offer transformative potential for 
social science research in terms of 
synthesizing research data, automating 
data analysis, exploring novel social 
theory, and more.

reducing the variability and nuance of human interaction to oversimplified stereotypes 
[84]. Researchers find integrating in-depth interviews into LLM’s memory can improve the 
personalization and authenticity of its responses [85], yet achieving a balance between data 
quality and cost remains a critical challenge. 
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How should regulatory frameworks evolve to 
govern AI development responsibly and foster 
global cooperation? 

With the rapid advancement of LLMs, generative AI is bringing transformative changes 
to human society across sectors such as finance, healthcare, and education. At the same 
time, the unprecedented pace of technological development creates both legal and ethical 
challenges amidst fierce market competition and uncontrolled growth of the application 
of this novel technology. These challenges include the dissemination of misinformation 
and disinformation that threaten democracy and raise public panic, deepfake for malicious 
conduct, and amplification of societal biases and discrimination. Additionally, as new 
technologies are increasingly fast iterated and become more and more complex, it brings 
immense challenges whether they can be regulated within the existing legal frameworks 
and thus whether a brand new governance framework needs to be established. Striking 
the right balance between “promoting technological innovation” and “strictly regulating to 
mitigate societal risks” further exacerbates the difficulties of AI regulation especially when 
generative AI models are closely related to the power of nations.

From a societal perspective, timely and forward-looking AI policies help ensure that 
technological advancements align with the baseline ethical values and principles, including 
protecting fundamental rights, inclusiveness, security and safety, transparency and 
accountability [95]. For example, the European Union, the United States, and China have 
introduced laws and regulations seeking to mitigate AI risks. Technology companies such as 
Microsoft have voluntarily published its AI Principles [96] and established industry forums 
to recognize the importance of safe and responsible AI development and are committed 
to making it a reality [97]. Internally, some companies have released responsible AI policies 
and guidelines that govern their own development and deployment of AI models, thereby 
demonstrating their social responsibility and helping them in their efforts to garner trust [96] 
[98]. These efforts aim to mitigate potential harm to individuals and organizations, ensuring 
that AI serves humanity in a beneficial and controlled manner.   

Although governments and technology companies have already taken actions in AI 
governance, challenges remain. At a macro-level, we noticed that there is a gap between 
the technology industry and government, where the lack of communication between 
both parties leads to inconsistent understanding of the benefit and the risk of the existing 
and future AI technology. Furthermore, the governments of different countries also do 
not reach consensus on AI regulation. These two challenges lead to different regulations 
made by different countries, which increase the difficulties of compliance and may possibly 
increase the cost of AI technology innovation. Beside the macro-level challenges, we also 
realize challenges at the micro-level. Due to the emergence and complicated nature of 
LLMs, certain risks might not be identified promptly by developers and regulators during 
their testing but only be noticed by users in real practice. An example is the identification 
of LLM jailbreaking prompts, where users can spot that the inappropriate responses to 



33

their prompts pass through the content filtering mechanism occasionally [99]. Such nature 
of LLMs raises the barrier of making comprehensive and timely regulations by both the 
technology industry and governments. 

To address these challenges, we would like to call for actions to ensure that AI technologies 
advance in a human-centered, safe, secure and trustworthy manner, First, from the top-
down perspective, partnerships among AI industry, academia and policymakers should be 
fostered to address broad AI regulatory challenges. Policymakers, industry practitioners, 
and researchers in academia must enhance mutual understanding and reinforce the 
regulatory framework to respect humans’ basic values while boosting the advancement of 
technology. An example is the collaboration between HCI researchers and policymakers 
to enhance the effective regulation application in research and leverage the results to 
enhance policymaking [100]. At the same time, the regulations should not focus on the 
existing but be forward-looking to handle foreseeable challenges. We believe an important 
practice toward this end is to enhance 
the collaboration between computer 
scientists and social scientists. It is 
possible to combine the in-depth 
understanding of AI technology 
development and careful consideration 
of human society nature through this 
way. For example, we should learn 
from the history of human society’s 
development in the past industrial 
revolut ions .  Then,  wi th  a  keen 
awareness of the differences led by AI 
technology and other machines, it is 
able to consider how to regulate AI technology applications to eliminate potentially similar 
negative effects on our society, such as unemployment, before the damage has been made. 

Furthermore, to ensure that governance can timely address the evolving challenges that 
AI brings, the governance framework should be designed in both a top-down manner 
and a bottom-up approach. The evolution of AI governance should be considered as the 
responsibility of not only the regulator, but every developer and user of technology and the 
whole community. For example, the frontiers in AI research and development and novice 
AI users should report their spotted issues whenever in the lifecycle of AI models. These 
issues should be handled transparently, and corresponding measures need to be added to 
regulations or guidelines promptly. To boost the bottom-up process, the government and 
technology companies should construct effective channels to collect these instances and 
build an in-time mechanism to investigate the risks and update regulations. Furthermore, 
it is important to leverage social computing techniques to monitor and trace the needs 
for and discussion about regulations in specific communities, such as mental health [101] 
and creativity industry [102]. Such dynamics might be considered for timely and targeted 
policymaking. 

With a keen awareness of the 
differences led by AI technology and 
other machines, it is able to consider 
how to regulate AI technology 
applications to eliminate potentially 
similar negative effects on our society, 
such as unemployment, before the 
damage has been made.
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