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Figure 1: An overview of the iterations of TableBot and the framing used in the design process: Iteration 1 (iA) framed the
design in terms of a lightweight design. Iteration 2 (iB) reframed the design to focus on negotiation of control. Iteration 3 (iC)
reframed the design again, to focus on deictic capabilities in hybrid settings. Limitations and opportunities in the design space
were identified through explorative studies, which motivated the reframings.

ABSTRACT

Mobile Remote telePresence robots (MRPs) have been explored as
a promising approach to strengthen the agency and presence of
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remote participants in hybrid work settings. Despite the need and
interest in how they might better support hybrid collaboration,
substantial challenges remain in terms of their price, availability,
and successful application in meeting room contexts. In response to
these challenges, this paper explores the opportunities for designing
lightweight telepresence robots supporting negotiation of control
in hybrid meeting contexts. This paper describes a serial Research-
through-Design process, exploring three iterations of design and
evaluation of TableBot, a novel tabletop telepresence robot. Based
on this work, we present the design of TableBot, and articulate the
design space of telepresence robots for hybrid meetings in terms
of three trade-offs and a framework for analysing telepresence
systems regarding negotiation of control.
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1 INTRODUCTION

Hybrid meetings have emerged as a compromise between telecom-
munication and traditional co-located collaboration [19, 47]. Having
one or more participants connect via videoconferencing enables
more flexible collaboration for distributed teams, but is not without
problems; asymmetries regarding social behaviour, cultural expec-
tations, and technical limitations affect outcomes for all parties
[16, 57, 61, 68]. Videoconferencing research has addressed these
asymmetries through a variety of techniques for imitating the phys-
ical presence of remote people, albeit often through complex and
expensive hardware and software combinations, such as specialised
rooms with visual illusions of co-presence [50], altered methods
for viewing people in spatial configurations [38, 60], projection
[25, 30, 35], and physical proxies of remote people, including using
robots [3, 29, 54].

Of these varied solutions, Mobile Remote telePresence (MRP) is
especially promising because it creates a sense of embodiment and
physical presence for remote participants in hybrid settings, while
providing strong agency and autonomy for remote users [23, 28,
49, 56, 64, 68]. Studies have showed how remote participants using
MRPs feel engaged and express a high feeling of presence [45, 55].
For co-located meeting participants, even simple, small movements
can convey a sense of presence from a remote participant using an
MRP [69].

However, the high price and one-size-fits-all design means that
existing physical settings must be adapted to the MRPs, rather than
them being adopted in the varied settings of hybrid collaboration
[9, 11, 36, 53]. Further, while MRPs are designed for roaming around
potentially large physical areas (typically one or more floors in
buildings), they are mostly used in meeting settings [13, 50]. Here,
they are a poor fit, as they are clunky and hard to manoeuvre
around furniture. They are cumbersome for the co-located meeting
participants to move around due to their weight and size, so the
co-located participants can mostly assist by moving furniture out
of the way [11]. Also, it can be perceived as inappropriate for the
co-located participants to interact with the robot body, even when
the remote participant is exhibiting a lack of spatial and situational
awareness [36, 64]. When digital tools such as shared documents
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or digital whiteboards are used, the MRP becomes less useful as the
embodiment does not assist in the collaboration [13].

The shortcomings of MRPs in meeting settings motivates our de-
sign rationale for a MRP system with the following characteristics:
(1) accessibility through a physically and technically lightweight
design, (2) focus on meeting contexts where access to the physi-
cal tabletop is important, and (3) promote local assistance of the
remote participant by designing for shared control of the robot.
To explore this design space, we have designed TableBot: A table-
top telepresence robot in three prototype iterations (iA, iB and iC).
TableBot embraces the asymmetries of MRP through a non-human
‘cute’ design, and promotes shared control through a novel ‘neck’-
handle that affords co-located participants the ability to lift and
move the robot. TableBot is designed for a hub-satellite configura-
tion of hybrid meetings, where one participant is remote (satellite)
and the remaining are co-located (hub) [62]. We have adopted a
serial Research-through-Design (RtD) approach [33, 70] for the iter-
ative design of TableBot. This process started from a no-knowledge
perspective, which also impacted the design direction of TableBot
[51]. This design process is characterised by iterative framings and
reframings [71] which direct the progression of the design and
focus in the accompanying qualitative studies (see Figure 1). In this
process, the framing and refraimings are central in both the actions
and outcomes of the design process [71].

Through all iterations of TableBot we aim to illustrate the po-
tentials of tabletop MRP in hybrid meeting settings, by embracing
the unique design opportunities of tabletop telepresence systems.
We explore the design space for shared control and the negotia-
tion of control over the robot. We further explore how non-verbal
communication, such as deictic gesturing and direction of focus,
is expressed and understood when using a robot representation.
Finally, we underline a bias in existing research on telepresence
systems on to how control of the system is negotiated. All these
explorations emerge from the continuous focus shift of framing and
reframing of TableBot during the design and evaluation process.

In line with existing research, we use the terms ‘remote par-
ticipants’, and ‘co-located participants’ when discussing hybrid
collaboration. To refer to the remote participant who is piloting our
telepresence robot, TableBot, we use the term ‘pilot’, to distinguish
it from other research.

This paper first presents an overview of the existing research into
telepresence systems and hybrid communication. We then present
TableBot, our iteratively designed tabletop telepresence robot as
well as our method for designing and experimentally studying our
designs. Next we present our findings, and analyse them through
three identified design trade-offs and finally discuss the perception
of TableBot and the pilot on the possibilities for negotiated control
through a proposed framework that encapsulates the trade-offs.

With this paper we make the following contributions:

o TableBot, a novel, lightweight, non-humanoid tabletop telep-
resence robot with a handle to encourage shared control.

e Based on a serial RtD process guided by several reframings,
Negotiation of Control is proposed as a focus area for future
tabletop telepresence robot research.

e An analysis of trade-offs in the design of tabletop telepres-
ence systems derived from the serial RtD process.
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e A framework, based on the trade-offs, for designing telep-
resence systems that support negotiation of control.

2 RELATED WORK

In this section we present an outline of social practices in hybrid
communication, followed by an overview of different approaches to
designing telepresence robots. Finally, we explore non-verbal lan-
guage and deixis in hybrid collaborative settings, and how different
views affect the use of telepresence robots.

2.1 Social Practices in Hybrid Collaboration

Hybrid communication relies on various technologies to mediate
remote participants. This often hinders their ability to precisely
express themselves compared to the co-located participants, as
implicit meanings easily get lost in the mediation [16, 40]. To further
complicate hybrid communication, Saatci et al. [57] found that the
social and cultural norms of each participant affect the success of
hybrid meetings, as there may be disagreements between spaces
regarding how to do turn-taking or if interruptions are acceptable.
Others have provided additional insights and vocabulary to describe
hybrid collaboration, emphasising technological asymmetries as
either an obstacle [50], an opportunity [31, 67] or an unavoidable
design challenge [40, 41]. Common for all these approaches is that
asymmetries need to be addressed for hybrid communication to be
successful.

Communication mediated through technology limits many com-
municative cues, that leads to remote participants being overlooked
or under-utilised [22, 46, 57]. Bos et al. [10] found that in hybrid
groups, remote participants were often delegated to supporting
roles while co-located participants performed the most influential
tasks among themselves. The text-based communication in Bos et
al’s study limited the ability for the remote participants to get atten-
tion, which made it easy for the co-located participants to overlook
them. Almeida et al. [2] suggest presence to be a key contributor
for successful collaboration, having both remote and co-located
participants continuously acknowledging each other, similarly to
other works [15, 52] which explore transferring existing social pro-
cedures to a hybrid space. Boudouraki et al. suggest that presence
in hybrid should not be understood as the illusion of ‘being there’,
but rather “a remote user’s ability to participate and successfully
‘gear into’ everyday social interaction” [12, p. 63]. In either case,
designing for presence is complex and success relies on the social
structure of the group and the task to perform, leaving designers
with little control of anything but how to represent the remote
participants.

With TableBot, we provide a remote participant with a physical
proxy in the co-located space. This provides the remote participant
with enhanced presence in that space, and its affordances allow the
remote participant to take a greater part in certain activities in the
space.

2.2 Mobile Robotic telePresence

One way of achieving presence through a physical representation is
through a MRP which is characterised by their imitation of human
size and walking speed [17, 56]. MRPs allow the pilot to roam a
space, enabling access to physical spaces not otherwise available [29,
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49]. The ability to change views has been found by Nakanishi et al.
[45] and Rae et al. [55] to be engaging for the pilot and improve the
sense of being there. Additionally, Nakanishi et al. [45] found that
having no control of the changing views had a negative influence on
engagement of the remote participant. Studies of long-term impact
of using MRPs, both in office environments [36, 64] and at home
[53, 68], has found that the physical representation is supportive
for a sense of mutual presence.

One limitation of MRPs is their size. They are difficult to posi-
tion comfortably around a meeting table, and they are easily in
they way of co-located participants, while their weight makes it
cumbersome for co-located participants to reposition them [13, 36].
Smaller tabletop telepresence robots can address some of these is-
sues, but have not been studied to the same extend as human-sized
MRPs. MeBot explore gesturing and advanced input devices [1],
while others explore swarm-style systems [37] or leverage the size
asymmetry through cute designs [43, 63].

Using telepresence robots for hybrid collaboration present unique
challenges. Schouten et al. [59] coined the term Robomorphism to
describe when people apply robotic traits to a telepresence robot
mediated interlocutor, perceiving them as both a human and robot
simultaneously. This can often lead to social breakdowns [64], but
also present opportunities in the non-human abilities these systems
afford [37].

TableBot is a standalone tabletop MRP system designed for the
meeting table. Through non-human traits, like a handle which
affords co-located participants to reposition TableBot through grab-
bing it around its ‘neck’, TableBot attempts to leverage Robomor-
phism into a positive, rather than negative, quality.

2.3 Supporting Deixis and Gestures for
Telepresence Robots

The typical physical design of MRPs does not include explicit tools
for non-verbal communication beyond the general orientation of
the robot. In a collaborative setting non-verbal communication is
key to inform intent, meaning, and referencing using deixis [6].
The gestures used for this will vary in complexity depending on
the message [21]. Several researchers have explored the use of non-
verbal language in hybrid settings, ranging from simple solutions
[20, 32, 34] to immersive, albeit complicated solutions [3, 28, 30, 35].
However, other studies have found that the orientation of a system
alone can be very expressive [58, 69] especially with the support of
verbal relational deixis to indicate specific areas of interest [44, 65].

To support these deictic capabilities the remote participant must
have a good understanding of the space they navigate, motivating
a wide field of view (FOV). However, too wide view can make the
pilot overwhelmed, but with a too narrow view the understanding
of the space is limited by what Johnson et al. calls the keyhole effect
[26]. A compromise of 180° provides a comfortable view while
encouraging changing orientation [5, 26].

TableBot explores how to convey deixis through a tabletop telep-
resence robot in a social setting through the orientation of the
screen, inspired by Sakashita et al. [58]. iC expands this exploration
to encompass different FOVs and their influence on participation,
as well as simple tools to convey non-verbal deixis.
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3 THE TABLEBOT CONCEPT

TableBot is a tabletop telepresence robot with a focus on a light-
weight construction. We understand lightweight as having two
parallel meanings: the physical system should be light and small
to easily be moved and carried, while also being technologically
lightweight and designed with affordable components. Although
three iterations of the TableBot system were build, all iterations
follow a simple combination of features. Variations in design are
attributed to the serial RtD approach we adopted.

At its core, TableBot is a tabletop proxy for the pilot, representing
them through a video call on a robot body. It is designed for a
meeting setting with a hub-satellite configuration [62], where the
pilot can roam a tabletop and orient towards those speaking or the
relevant task space.

Common for all TableBot prototypes is a base with wheels to
move the robot using differential steering and the ability for the
attached camera and screen, used for facilitating a video call, to
tilt up and down (see Figure 1). This camera and screen, whether
as a smartphone or integrated into the design, is held by an arm
connecting it to the base, lifting the camera and screen up to a
comfortable height for conversation for both parties. The arm is
shaped as a handle, providing the novel feature of allowing the
co-located participants to grab, and thus lift and move, TableBot
for a shared control of the robot, and of the pilot’s view into the co-
located space. Only the first iteration of TableBot included sensors
to prevent the robot from driving off the edge of the table. They
were removed in later iterations as they were not essential to the
use of the robot or the studies.

Standing between 35 and 45 cm tall, depending on iteration,
TableBot is small enough to be looked over by the co-located partic-
ipants, but large enough to grab attention when moving. TableBot
is made from low-cost, off-the-shelf components, connected by a
3D printed body to maintain a lightweight design (estimated price
of components for iA $130, for iB $150 and for iC $490 US, iA and
iB is excluding the needed smartphone).

4 METHODOLOGY AND DESIGN PROCESS

Prior to starting this work, few of the authors had prior knowledge
with designing MRP systems. This allowed the design process to
be explored from a position of partial and no knowledge about the
domain [51], allowing the unforeseen to guide the design alongside
observations. To structure the iterative exploration, we adopted a
serial RtD approach [4, 8, 33, 70] where each iteration acted as a
design experiment. These were explored over the span of 1.5 years,
with each design experiment including an iteration of the tabletop
telepresence robot as well as a study to systematically explore the
qualities of the design. Each experiment provided insights through
qualitative studies of the design iteration in a social context.

The RtD design process enables exploration of a research domain
through rapid prototyping, frequent formal studies, and drifting
[33], based on the findings from those studies. The serial approach
enabled adapting each design according to those findings from
the previous experiment, connecting all experiments as a serial
progression towards our understanding of the design space. The
process also enables the initial framing to evolve and be reframed as
one experiment drift in an unexpected direction [71]. The process
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is often messy and difficult to present [18], but it is in the iterative
reframing that the process and design space is revealed [71]. The
reframing from one experiment to another forces restrictions to
the process, as not all limitations and presented questions in the
design process can be explored. Through the prioritisation of certain
elements, the process is further shaped.

In this work we map the driftings in our design process, and the
changes in both focus and designed artefacts this has resulted in,
as the RtD process has framed and reframed the problem [71]. The
framing and reframing of the RtD process is difficult to replicate,
and thus difficult to generalise. However the RtD contribution is in
the repeated themes of the experiments and findings from the sup-
porting qualitative studies [51]. The contribution of the reframing
process consist of an outline of an authentic design exploration of
which the reframings were an organic design evolution, essential
to the findings of this paper [71].

In the remaining section we present the RtD process of TableBot
with the progression of driftings, and how this approach enabled
us to produce informed designs through structured explorations.
The section is structured based on the framings and reframings to
illustrate the progression and repetition of themes in the design
process. Each framing presents the design progression as well as
the accompanying study.

All user studies were conducted from a convenience population
of primarily university students. A total of 43 participants (17 fe-
male, 26 male) were recruited, aged 20-58 (M 25.81, SD 6.05). We
collected informed consent from participants before each study,
and explained the study and its purpose to the participants. All
collected data was stored in compliance with GDPR. We found no
ethical issues in conducting any of the studies, and the studies were
not submitted to any ethics board for review.

4.1 Framing: Lightweight design

The first iteration of TableBot (iA) was motivated by autoethno-
graphic observations [39]. These were performed during the COVID-
19 pandemic by three of the authors regarding hybrid, collaborative,
product design processes. We observed that the remote participants
wished to be able to autonomously control the camera orientation
and position, to participate in design activities. This inspired an
interest in MRP systems and their application in collaborative set-
tings, as they exhibit these abilities. Another observation was the
benefit of allowing co-located participants to easily relocate the
remote participant’s mediation to different tables or rooms as an
activity evolved. Based on these observations, we wanted to explore
designs which afforded autonomy to the remote participants, while
utilizing the situational awareness of the co-located participants
to benefit collaboration. Since our observations were partly based
on our own practices, we decided on an autobiographical design
approach [48], supported by existing literature on MRP and hybrid
meetings.

To address our observations, we decided to model iA as a light-
weight system, that lives on the tabletop, rather than on the floor
like traditional MRP-systems do. Based on these system goals, we
chose to use a smartphone as the medium for the video-call.

4.1.1  Evaluation. Study 1;4 was a proof of concept study. The goal
of the study was to explore if the concept of a lightweight and
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Figure 2: Setup of all three studies with TableBot. The pilots and iterations of TableBot are annotated with grey.

Parameters Study 1;4 Study 2;p Study 3;c
Iteration iA iB iC
. . . . The handle as tool for . . .
Framing Lightweight design negotiation of control Deictic capabilities for the pilot
Pilot study: E?(plorlng the r.obot ina Exploring the pilots
Proof of concept of a high paced social setting . .
Purpose . . . . understanding of a social
lightweight telepresence and sharing control with :
context vs being understood
robot the handle
Task Design a poster Play a board game Play a board game
Participants 2 groups of 3 (6) 4 groups of 5 (20) 4 groups of 5 (20)
Duration 20 minutes 3 x 20 minutes 3 x 20 minutes
A constructive negotiation
The concept is feasible,  of control between all The wide FOV was preferred,
Key Finding but provides uneven participants leads to but the deictic tool did not

power distribution
the pilot

easy participation of

work in a social context

Table 1: Overview of the studies conducted with TableBot

accessible telepresence robot was feasible, and to provide direction
for future work (see Table 1). Three participants, two co-located
and one pilot, were tasked to collaboratively create a promotional
poster using printed materials and art supplies in the co-located
space (see Figure 2a). The participants were introduced to the telep-
resence robot, its controls, and the open-ended task, as a group. No
instructions were given regarding the division of labour or how to
structure the task. The pilot was chosen by the group and escorted
to an adjacent room along with the controller, marking the start
of the task. Both spaces, pilot and co-located, were observed by
the authors, and the co-located space was video recorded. After 20
minutes the task concluded with a focus group interview of around
20 minutes with all participants. The interview was conducted by
three of the authors, where one was delegated to note taking. The
interviews focused on how the participants structured the work,
how the co-located participants experienced the robot and the pi-
lot, and how the pilot experienced the collaboration. Two rounds
of study were conducted. The interview responses were used in
conjunction with the video recording and observations to evaluate
the design by the same three authors, by reviewing key moments
noted during the task for insights.

4.2 Reframing: Negotiation of Control

The next iteration, iB, was designed to address the primary short-
coming of iA found in study 1;4: iA was too slow to follow a con-
versation. We replaced the stepper motors used in iA! with faster
motors?, which required some redesign of the implementation and
the 3d-printed body to accommodate their larger size.

In study 1, the participants expressed unease and lack of comfort
in how to respond when the pilot performed actions through the
robot that disrupted the collaborative task. This motivated study
2;p to further explore negotiation of control in a hybrid setting
with a tabletop telepresence robot. In study 1;4, the handle had not
been used due to the uneven power distribution and was thus a
point of interest to us. With iB, we wanted to address the handle,
as a novel part of our design, by designing a task which explored
role distribution and negotiation of control through the use of the
handle.

4.2.1 Evaluation. Study 2;g had a twofold purpose; to understand
what happens when TableBot was placed in a high-paced social

IStepper motors in iA: 28BYJ-48 5V
2Stepper motors in iB: Nema 17HS4401
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setting, and how participants communicate and negotiate a shared
control of the telepresence robot and thus the view into the co-
located space for the pilot (see Table 1). The task for iB was inspired
by the boardgame Codenames® and required the pilot and four
co-located participants to collaboratively choose the correct words
positioned in a circle around the table to score points (see Figure 2b.
The task was designed to challenge as many aspects of the robot as
possible.

No instruction on how to move the robot was provided to the
co-located participants, and all participants were encouraged to
freely interpret the rules of the task. The negotiation of control
was explored by each round having different parties control the
view of the pilot; full control to the pilot, full control to the co-
located participants, or shared between both parties. These three
conditions were examined in a within subject manner, with the
first two rounds being counter balanced and the final round being
shared control.

After three rounds of the game each taking 20 minutes, a focus
group interview of around 20 minutes with each participant group
concluded the study. The interviews focused on the negotiation
of control between participants and how it was experienced from
either end of the video call, and were conducted by two of the
authors. Four rounds of study were conducted.

All rounds of study were video recorded from both the remote
and co-located space, robot movements were logged, and the focus
group interviews were transcribed and analysed using a thematic
analysis [14], with a focus on how the robot was perceived. The
video recordings were analysed with regards to patterns of move-
ment in relation to the task. Interesting episodes were further anal-
ysed with a focus on robot movements, conversation, and inclusion
of the pilot, by mapping who spoke and to whom, how much the
robot moved, and when the co-located assisted the pilot. These
analyses were performed by the same authors who conducted the
interviews.

4.3 Reframing: Deictic Capabilities

Study 2;p provided valuable insights which motivated the design
of iC: The narrow FOV of iB was helpful to understand the locus
of attention (LOA) of the pilot, but limited the pilots ability to un-
derstand and navigate the co-located space. The findings of study
2;p suggest that a wider FOV would result in increased autonomy
and engagement for the pilot. Additionally, the better spatial un-
derstanding provided by a wide FOV could provide the pilot with
a better position in the negotiation of control as the pilot could
have an improved sense of capabilities and needs. However, as
mentioned, the narrow FOV also provided benefits to both the pilot
and co-located participants: The pilot’s LOA was very clear to the
co-located participants.

To address these benefits and drawbacks into one design, we
considered ways of providing the pilot with a blurred periphery,
providing spatial awareness, while maintaining a clear LOA of the
pilot for the co-located participants. Our solution centres around the
graphical user interface provided to the pilot in which the videofeed
is presented. A variety of customizable CSS layers on top of the
video feed, which can be toggled on of off, allow control of the FOV

3Codenames official website: https://codenamesgame.com/
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Figure 3: A screenshot showing the dynamic filter applied
to iC. The area of the view around the cursor (left side) is in
focus, while the rest is blurred. Clicking causes TableBot to
rotate to move the clicked area to the center of the screen.

and application of a blurred filter to provide a blurry periphery,
with a focused area in the centre (see Figure 3). Using the mouse and
a click-and-drag interaction, the user can move the blurry CSS layer
and thus the focused area. The width of the video feed is directly
mapped to the LED’s along the curved front of the robot, meaning
that any point in the width of the video feed corresponds to a set of
LEDs. Moving the focused area activates the LED’s corresponding
to the direction, implicitly indicating where the pilot is looking to
the co-located participants, by integrating it into the interaction
itself. With this design, our intend was to provide a way for the
pilot to show their LOA to the co-located participants, while at the
same time giving the pilot greater spatial and situational awareness
compared to a standard FOV video feed.

To provide a wide FOV, we replaced the smartphone previously
used to facilitate the video call, with an integrated wide FOV cam-
era®, a conference speaker system®, and an integrated 7" display.

During study 2;g, the participants expressed being afraid that
the robot would break from being handled and carried. To address
this, the robot body was completely redesigned to convey a sense
of polish and robustness in the design, while keeping it soft and
approachable, maintaining a grab-able handle. This was done along-
side the redesign needed to accompany the new components.

4.3.1 Evaluation. The purpose of study 3;c was thus to examine
how different FOVs and the inclusion of the dynamic filter affect
the feeling of presence for both the pilot and the co-located partici-
pants, and if the LED-strip attached to iC could establish reciprocal
understanding of the pilot’s LOA.

We initially performed a set of minor lab experiments to exam-
ine the readability of a dynamic, blurry filter and LED strips. The
experiments suggested the LEDs were readable as deictic indicators,
and that the filter did not excessively restrict the remote participant.
Based on these initial findings, we chose a setting with a medium
intensity of the blur (12 pixel radius gaussian blur), with the un-
blurred area being equal to 10% of the width of the view, since
these were the expressed preferences. Three LEDs were chosen to
indicate the pilot’s LOA on the robot, since it was the slightly better
performer than other settings explored.

We used the same setup for the user study as in study 2;g, and
performed the same data collection. Three conditions were exam-
ined within subject; a standard 60° video FOV similar to that of

4Fish-eye lens camera on iC: ELP-USBFHD01M-L180
3Speaker and microphone in iC: Jabra Speak 510
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study 1;4 and 2;p, a 146° wide FOV which was the widest view
possible, and a 146° wide FOV with a dynamic filter applied. Four
rounds of study were conducted with counterbalanced conditions,
alternating between the 60° FOV and the wide view with applied
dynamic filter, always finishing with the wide view with no fil-
ter. We reused the task from study 2;p, using the same setup, and
number and distribution of participants to allow for comparative
analyses between the two iterations (see Figure 2c).

Participants were presented to the robot and it’s capabilities,
instructed in the task, and chose who among them should be the
pilot. A focus group interview of around 20 minutes with each
participant group concluded each round study, conducted by three
of the authors. These interviews focused on how the different FOVs
and the LED-strip were experienced by the pilot and co-located
participants. Recordings of the study were reviewed for interesting
episodes, which were analysed with regards to robot movement,
conversation, use of the LOA indicator, and inclusion of the pilot.
Interview responses were transcribed and analysed though a the-
matic analysis [14] by the same authors who conducted the studies
and interviews.

5 FINDINGS

In this section we present the findings from all studies performed
to evaluate the design of each iteration of TableBot. The findings
of each study were explored separately and used as reason for the
reframings of TableBot. The limited variation in the concept of
TableBot, and the consistent study setting, enabled the studies to be
comparable. Through a thorough comparison of the findings from
all studies, a set of recurring themes evolved, highlighting different
challenges found in the concept of TableBot. In the following we
present these three themes supported by observations and quotes.
Each theme includes a short observed episode from a specific study,
emphasising the theme.

5.1 Indication of Focus

When the pilot of iC had a wide FOV into the co-located space,
it became difficult for the co-located participants to understand
where the pilot’s focus were. While our initial, minor lab experi-
ments found that the LED’s deictic abilities are easily readable, in
the exploratory study the LED’s was often overlooked or ignored.
Rather, we observed in study 3;c the co-located participants using
the screen orientation to read the pilot’s LOA, although this was
not necessarily precise when the pilot had access to a wide FOV.

When referring to artefacts, the participants had to rely on verbal
explanations to ensure the same artefact was discussed. In contrast,
in study 2;p, the limited view of iB was used as an anchor point for
verbal deictic references, and was transformed into a benefit for an
intimate, personal side-interaction between a co-located participant
and the pilot:

Dance session: While waiting for the next round to start, the
pilot changes view from one participant to another. The person be-
ing switched to reacts excited to having the attention on them, and
expresses this first with an exaggerated facial expression which is
followed up by a small dance. The pilot responds by participating in
the dance. After a few seconds of dancing, the pilot asks “can the others
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Figure 4: The dance session where the pilot and one co-
located participant initiated a small dance during the task.

Figure 5: The robot glitching episode where technical limita-
tions in iC encouraged the co-located participants to support
the pilot.

see me dancing as well?”, to which they all respond “no” followed by
laughter and small-talk as the dancing ends.

While this dance session illustrates the potential benefits of a
narrow, limited FOV, study 3;¢ found that all participants, remote
and co-located, prefer a wide FOV, which provided the best sense
of presence for both parties.

This presents a design trade-off, balancing the situational aware-
ness of a wide FOV with the clear indication of focus with a limited
FOV, which is elaborated on in 6.2.1.

5.2 Getting Attention

The various studies conducted with TableBot indicate the ability
to grab attention is uneven depending on the context and number
of co-located participants. Study 1;4 indicated that TableBot easily
could attract attention from the co-located participants, simply by
moving. In the larger study setting of study 2;g and 3;¢ the remote
participants found it harder to get attention, especially non-verbally.
Interviews indicate that the amount of movement the robot did
corresponded with the amount of attention given to the pilot, as in
study 2;, when the pilot was not allowed to move the robot, the
pilot was more likely to be excluded than when being able to move
the robot, as expressed by one pilot: “It was very challenging to be
unable to control [the view]. I did not feel as much a part of [the
task]”

The most notable way in which TableBot was able to grab at-
tention was during breakdowns, such as when a motor got stuck,
resulting in noise and jittering that was distracting to the co-located
participants. An example of this happened in study 3;c (see Fig-
ure 5):
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Robot glitching: After navigating the space a bit, the motors
on TableBot get stuck, causing a jittering motion which catch the
attention of the co-located participants. The pilot asks ‘am I stuck?’ to
which one co-located participant replies ‘where do you want to go?’
while another give the robot a small push to see if it helps release
the motors. The pilot is able to move for a bit, before the motors get
stuck once more. This causes the co-located participants to give the
robot another small push which is not enough. The pilot then asks
‘can you lift it a bit? Can you lift me?’ as a way to alleviate the issue
of being unable to move properly. A final large push seems to fix the
motors for the pilot, who exclaims ‘thats it!” and resumes roaming the
task-space.

In the above episode both the co-located participants and the
pilot is affected by glitches as it distracts from the task. The attention
to limitations made the co-located participants interact with the
robot in ways ranging from requests to suggestive actions, yet none
were deemed inappropriate by the pilot who continued with the
task. This hints to a trade-off in the design, both providing a sturdy
design that does not disrupt conversations, but also encouraging
exhibiting the limitations of the system to motivate supporting the
pilot, further elaborated on in 6.2.2. Other findings from our studies
show how designing for negotiation of control can be a negative
for the remote participant, which are presented next.

5.3 Negotiating Control of the Robot

Negotiation of control is a central design focus of TableBot, how-
ever it was not always a successful experience for the participants.
The narrow FOV of iteration iB made the perceived distance to
participants seem greater than what with the wide view of iteration
iC. A co-located participant in study 3;c noted: “[The robot] some-
times comes all the way into your private sphere,” while the pilot’s
perspective was different: “[I] don’t really think I [the robot] came
too close to them [the co-located participants].” Despite this, in the
focus-group interviews in study 2;g, the co-located participants
expressed that moving the robot felt like a violation of the remote
participant’s space and would rather not do it. However, when the
robot exhibited technical glitches, visible through shaking motions,
we observed the co-located participants quickly supporting the
pilot without being asked. They expressed that TableBot in these
cases was perceived less as the pilot and more as a robot, and thus it
was easier to grab it: “I did not see [the pilot] or something [human],
so it was not that bad [to move the robot].” Iteration iC exhibited
only technical glitches in one group, where the co-located partic-
ipants quickly moved the robot to support the pilot. In no other
group during study 3;c did the co-located participants support the
pilot as they expected the pilot to not need any support due to the
polished design, and lack of verbal requests from the pilot: “Not
even once did I consider that we could actually move [the pilot]”
Another participant found the shape of the handle enticing, but
did not grab it since the pilot seemed mobile enough: “[The pilot]
seemed very mobile [...], but I wanted to do it [move the robot],
because the neck looked very comfortable to hold.” This glitching
episode also illustrate how the perception of the pilot and TableBot
is dynamic, similarly to the findings of Takayama and Go [64]. De-
pending on the situation and context, the co-located participants
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Figure 6: The hostage episode where one co-located partici-
pant lifted TableBot and thereby removed the pilots control.

might see TableBot as an intentional proxy of the pilot, or as a piece
of equipment that happens to be mediating the pilot.

In study 2;p one of the pilots was very explicit about needs from
the co-located participants and boundaries, which encouraged the
co-located participants to support the pilot even when not explicitly
asked. This group was the most successful in sharing the control,
and the best performing group with regards to the integration of
the pilot. Another group in the same study (study 2;g), however,
experienced an episode in which a co-located participant ‘took
control’ of the pilot’s view by grabbing and keeping a hold of the
robot, shown in Figure 6:

Hostage episode: At the beginning of their third game, where
participants could share control of the robot’s view, the co-located
participants decide to place TableBot near the edge of the table. This
allows the pilot to move around and see all the points which are only
visible from the outside of the circle of words, and thereby get the
highest score for the team. Due to the pilot’s lack of spatial awareness
the pilot is unaware of how close the robot is to the edge of the table.
The co-located participants get anxious for the robot to drive over
the edge and asks the pilot to be careful. As the pilot moves a bit
backwards towards the table edge, it becomes too stressful for one
of the co-located participants, who picks up the robot and playfully
holds it in front of their face, as if to reprimand the pilot for the
recklessness, exclaiming that if the remote participant can not take
care of themselves they would have to be taken care of. After a few
minutes the robot is returned to the centre of the table and the task
resumes.

In the focus-group interview following the hostage situation, the
remote participant said that they felt like being taken hostage by
the co-located participant, which was an annoying experience and
even expressed it as uncomfortable: [Remote participant] “It was a
bit annoying when [the co-located participant] just picked me up and
Jjust held me, kind of hostage. I had just gained some freedom, and
now it was taken away from me.”

Summary of Findings

This section illustrates how each design decision has had both
positive and negative consequences for the participants. In the fol-
lowing, we summarise the contingencies and trade-offs involved in
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designing tabletop telepresence robots which were exposed through
the serial RtD process of TableBot.

A wide field of view was desirable by all participants in study
3ic. However study 2;p indicates the value of a readable indication
of the remote participant’s gaze and/or LOA, from the orientation
of the TableBot, which was a result of a limited field of view.

Our findings from study 1;4 indicate that TableBot can easily
grab attention in small spaces. However, study 2;p and 3;c suggest
that when the pilot is greatly outnumbered by co-located partici-
pants, they have a hard time grabbing attention in a meaningful
way. Furthermore, telepresence robots might inadvertently grab
attention due to technical issues as iA and the glitching episode
demonstrate.

The ability for both the pilot and co-located participants to move
the robot is a central design feature of TableBot. Findings from study
2;p show that co-located participants tend to be uncomfortable
moving the robot, while the pilot in turn is not negatively affected by
it. However, issues might still arise when the co-located participants
are willing to move the robot, as shown in the hostage episode, where
the boundaries of the pilot were not adhered to.

6 DISCUSSION

In this section we discuss the design of TableBot and findings from
the studies. We first discuss the influence of reframing on the focus
shift to negotiation of control. Afterwards, we discuss three design
trade-offs that emerged from the findings regarding designing table-
top telepresence robotics. Finally, the trade-offs are applied as a
foundation for a framework for positioning hybrid communication
systems in terms of negtiation of control.

6.1 The Design of TableBot

The novel feature of TableBot is the handle, which was not con-
sidered an asset for the design until the second iteration. TableBot
was a product of a serial RtD process in which intentional driftings
were formed through reframings of the design process. The handle
design on TableBot was a bi-product of the limited knowledge based
RtD process in which the design goal of a lightweight design had
motivated the use of a smartphone for video-call facilitation. To
allow the smartphone to tilt, the phone would have to be suspended
on an arm which was eventually designed as a handle to “see what
would happen”. Following the pilot study 1;4, the technological
limitations of iA indicated a need for collaboration between the
co-located and the pilot to best include the pilot. Throughout all
design experiments, the conceptual design of TableBot was mostly
unchanged. However, in the reframing, the focus was shifted from
element to element (see Table 1). The reframing of iB is an out-
lier, as this reframing did not require a design change, but rather a
change in perspective on an existing design element. The purpose
of the handle transformed thus from a suggestive design opportu-
nity to an instrument for not only sharing the control, but primarily
negotiating it.

Study 2;g was an attempt to explore the handle as an instrument
in a social context, of which the findings indicated that the handle
was valuable in the negotiation of control. It was easy to grab, while
the pilot did not experience the grabbing as invasive as it was out-
side of their periphery. The degree of interaction varied between
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studies and groups, with some participants being more comfortable
with interacting with the robot than others. The participant’s re-
actions suggest the novelty of the robot produced an exaggerated
care for the system. This was evident in some participants in both
study 1;4 and study 3;c curiously and carefully touching it briefly
with their fingertips when the shared attention was placed else-
where. The design of the robot and handle thus had influence on
the confidence in interacting with the robot, as further elaborated
on in the following section.

6.2 Identifying trade-offs of tabletop
telepresence robotics

The three themes presented in our findings indicate design trade-
offs for tabletop telepresence robots, which are simultaneously
opportunities to further frame the design space of MRPs: Wide Field
of View vs. Clear Locus of Attention, Polished Design vs. Expressing
Limitations, and Autonomy vs. Assistance. Below we elaborate
on each trade-off through reflections on their opportunities and
limitations.

6.2.1  Wide Field of View vs. Clear Locus of Attention. In face-to-face
conversation people can understand each others LOA through head
orientation and gaze [69]. While conveying gaze is difficult through
telepresence robots, our findings indicate that the orientation of
the screen and camera is a clear indication of pilot’s direction of
attention.

The narrow FOV of iB made the pilot’s LOA unambiguous for
the co-located participants, providing the opportunity for unique
and intimate social constellations [42]. This facilitated the Dance
Session episode. The lack of ambiguity led to less reliance on repeated
verbal explanations of deixis, as the colocated participants related
the pilot’s reference to the robot’s orientation.

The narrow FOV supports these valuable social interactions,
but our findings also indicate that a wide FOV eases the mental
workload of the pilot, and increases social presence and co-presence
in line with existing literature [2, 5, 26]. Participants in study 3;c
experienced higher social presence [2] with a wide FOV, and less
with a narrow FOV. iC was designed to provide a wide FOV to
the pilot, while using LEDs to maintain the clear indication of
LOA. Our design proved unsuccessful as the screen orientation
dominated the co-located participants’ understanding of LOA, while
the LEDs were mostly ignored. This led to breakdowns where the
co-located participants expected the pilot to look inappropriately at
them, while the pilot was actually looking in a different direction,
indicated by the LEDs.

The trade-off here is between providing a small FOV that clearly
conveys LOA to the co-located participants vs. a wide FOV that
provides higher levels of situational awareness and mental ease for
the pilot.

6.2.2 Polished Design vs. Expressing Limitations. The aesthetics
of TableBot in the different experiments also affected the experi-
ence and use of the system, and the willingness of the co-located
participants to assist the pilot. During Study 2;g the co-located
participants were initially reluctant to move the robot due to fear
of damaging the system. This motivated the sturdy and polished
design of iC, which had an unexpected consequence: The co-located



NordiCHI 2024, October 13-16, 2024, Uppsala, Sweden

participants thought that since the robot looked and moved smooth
and polished, the pilot would not need any help from them.

The polished system expressed autonomy and stability, making
the co-located participants inclined to leave all control to the pilot.
However, inclusion of the pilot requires collaboration, as we further
elaborate on with the next trade-off. As seen in the glitching episode
glitches such as motor jamming effectively conveyed technical lim-
itations to the co-located participants. It was obvious that this was
not the intended action of the pilot, which led to conversations
about the pilot’s needs and suggestions for support. Thus, the pre-
sentation of limitations acted as encouragement to the co-located
participants, motivating a collaborative effort.

This analysis indicates a trade-off between designing a system
that is polished enough to bestow confidence in its stability, but
simultaneously expresses limitations, making them obvious to the
co-located participants, and inviting them to assist the remote par-
ticipant when needed.

6.2.3 Autonomy vs. Assistance. The goal of TableBot is to enable
the remote participant to roam around on a tabletop, while being
supported by the co-located participants for actions and movements,
which are difficult or impossible to accomplish by the pilot. So, as
we saw in the studies, in order to complete the tasks, the pilot will
sometimes need to be moved by the co-located participants.

Being moved is inherently an act of negotiation between the
co-located participants needing to physically move the robot, and
the remote participant having their view changed by being moved
around. Based on our findings, we present this negotiated control
as a spectrum with five defining categories, illustrated in Figure 7:
(a) The pilot has full control of the robot: This is entirely an ac-
tion within the remote participant’s control, done by the remote
participant, for the remote participant. The co-located participants
are not affected by the action, except whenever breakdowns occur,
such as in the glitching episode. (b) The pilot asks for help from the
co-located participants: The action is dictated by the pilot, but exe-
cuted by the co-located participants. (c) The co-located participants
move the robot with consent: The co-located participants identify
potential issues or needs, but seek consent from the pilot before
performing any actions. (d) The co-located participants move the
robot without consent: The co-located participants act on identified
potential issues or needs without seeking the remote participant’s
consent. (€) The co-located participants have full control of the ro-
bot: The action is performed without consent and without obvious
benefit to the pilot, such as the hostage episode.

The different categories of negotiated control should be under-
stood as dynamic, as seen in the glitching episode. Here the con-
trol oscillated between the pilot asking for help (b), the co-located
participants suggesting help (c) and the co-located participants
automatically moving the robot when issues occurred (d). This os-
cillation however can result in breakdowns, as the hostage episode
shows. Here the co-located participants suggested helping the pilot
to avoid an accident (c), but was rejected by the pilot. This led to
the co-located participants removing control (e).

The handle is a novel design feature of TableBot, inviting the co-
located participants to directly control the pilot’s view. It positions
TableBot in an interaction space between the autonomy and control
of a MRP, and the collaborative efforts of changing the view in a
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Figure 7: The spectrum of negotiated control based on find-
ings from all studies

Figure 8: Spikes on the handle to convey non-consent to
being moved. This design would move the control of the
robot towards the pilot due to the handle losing it’s grab-
ability.

video call using a tablet or laptop to mediate a remote person.
However, the pilots and co-located participants had very different
views on moving or being moved in the studies. While the co-
located participants mostly expressed it as feeling invasive of the
pilot’s personal space, similar to grabbing someone’s body, the
pilots did not experience the act of being moved as negative. Rather,
they expressed being moved as helpful in most situations, and even
comfortable. We return to this differing perception of the pilot in
6.3.

In study 2;p and 3;¢, the groups who actively shared the control
of the robot were the best performing based on the integration
of the pilot in the task. This points to the potential advantage of
negotiating the control of the robot.

Designing for negotiated control is a trade-off between the auton-
omy of the pilot and the co-located participants assisting the pilot.
While the pilot mostly retained control in our studies, there were
instances where they needed assistance, such as in the glitching
episode. However, as the hostage episode illustrates, it is important
that the remote participant can clearly indicate non-consent to be-
ing moved. Figure 8 shows a low-fidelity exploration of expressing
non-consent using spikes along the handle to make lifting TableBot
physically uncomfortable. This and other designs can potentially
leverage the non-human aspects of telepresence robots to creatively
convey information to the co-located participants to avoid break-
downs.
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6.3 A framework for the Negotiation of Control

The three trade-offs identified above are design challenges which
do not only affect the pilot, but also the co-located participants.
Each trade-off highlight a separate challenge, however they also
compliment each other in highlighting the varying ways of perceiv-
ing the pilot as mediated through the robot. In the glitching episode
the pilot refers to the robot both as ‘it” and ‘me’. This is a clear in-
dication of robomorphism [59], where the co-located participants’
perception of the pilot, or the pilot’s perception of themselves, are
at the same time as human and as something robotic. The co-located
participants would primarily refer to the robot as a human or a
container with a human inside. Many participants argued that this
made it uncomfortable for them to grab or touch the robot as it
felt like crossing a boundary. However, when technical glitches
appeared, the perception of the robot changed. It’s robotic qualities
came in focus, motivating the co-located participants to support
the pilot without being asked. Thereby, the dynamic perception of
the robot, oscillating between being a human or a robot, affected
the willingness of the co-located participants to move it.

Takayama and Go [64] present five metaphors for describing
the perception of a person mediated through a telepresence robot:
A person, a person with disabilities, an object or container for
a person, a communications medium with a person, and a non-
human robot. When discussing the hostage episode in the focus
group interviews, participants’ descriptions of the robot changed
as the story progressed. Initially, they referred to the robot by the
pilot’s name and pronoun, but as their experience got more tense,
they changed their descriptions to ’it’ and ’the robot’. This aligns
with Takayama and Go’s metaphors, as the perception of the pilot
changed dynamically within a short span of time.

The findings from all three iterations of TableBot suggest robo-
morphism as an important factor of successful negotiation of con-
trol of a tabletop telepresence robot. We can therefore get a better
understanding of negotiated control by analysing who is in control
of the system in relation to the spectrum of robomorphism. In Fig-
ure 9 we lay out a framework, mapping our findings between the
spectrum of robomorphism, represented by Takayama and Go’s [64]
five metaphors, as seen from the co-located space and the spectrum
of negotiated control identified in Figure 7. The episodes described
in section 5 are positioned based on findings from observations and
interviews.

As identified above, when the co-located participants perceive
the robot as a human or even as a container for a human, moving
the robot feels like crossing a boundary. However, when the robot
is perceived as an object, moving it is not an issue. This connection
follows a diagonal area in the framework, spanning the top-left
square to bottom-right square, marked with a red ellipse in Fig-
ure 9. Along this downward diagonal, the Robomorphic perception
supports the negotiation of control of the system, encouraging the
co-located participants to assist the remote participant, without de-
humanising the remote participant. The interaction is comfortable
for the co-located participants, reducing the possibility of break-
downs. Breakdowns are likely to occur above the diagonal for both
pilot and co-located participants: Because the pilot is perceived as
a person, having little control will be frustrating for the pilot, while
the co-located participants are uncomfortable. Below the diagonal
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the systems have few human traits, which makes it less problematic
for the co-located participants to assist and take control of them,
but potentially difficult to include the remote participant. To design
for negotiated control, the diagonal in the framework can act as a
guideline. It motivates designing for variations within the spectrum
of negotiated control, allowing both the co-located and remote par-
ticipants to control the system. It is not necessary for a successful
negotiation of control to use the full spectrum, but designing for
variety allows the participants to appropriate the system depending
on the context.

6.4 Designing negotiated hybrid
communication systems

The negotiating of control of TableBot enables it to span multiple
cells within the framework. This motivated a curiosity for how
existing work is positioned in regards to negotiation of control. We
have plotted relevant literature in the framework, to illustrate a
bias in related work towards the pilot having complete control of
the telepresence system. At the same time, the related work shows
a tendency for mediating the remote participant as a person, of-
ten with some technological limitations, with the goal of imitating
a co-located presence. In highlighting these tendencies, we illus-
trate potential areas for future research in the field of MRP. Just a
few systems are designed for negotiation of control between the
co-located and remote participants, such as Asteroids [37] and Mir-
rorblender [22]. These systems are not static within the framework,
due to their negotiating qualities, but are positioned based on their
primary design goals.

Our intention is not to suggest that systems designed for negoti-
ation of control should map to only a single cell in the framework.
Rather, we suggest that these systems should be dynamic, capable
of moving between the cells in the framework, similarly to how
TableBot spans several cells. As the type of control oscillates, the
perception of the system alters to fit the type of control or vice
versa, all in an effort to make the shared control of the remote
participant’s mediation as tension free as possible. Asteroids [37] is
an example of this, having a swarm-style telepresence robot system
where there are more remote participants than robots. The remote
participants are able to ‘hop’ between robots to change their view
or move a robot if they are in control of it. However, the co-located
participant can direct the view of all robots or force all remote
participants into a single robot. This control is negotiated as the
task progress, with the co-located participant having dominant
control over the system, but must choose when to use it to enhance
the collaboration. The non-human abilities of robot hopping leads
Asteroids to utilise the full spectrum of negotiation of control.

While we consider Asteroids to be a successful application of
negotiated of control over the telepresence system, many others
do not share our enthusiasm for non-human interactions. Much
literature on telepresence attempt to emulate a human presence,
by giving the remote participant human abilities or characteristics,
such as gesticulating arms, an articulating neck or a humanoid
shape [1, 3, 7, 20, 28-30, 50, 66]. In addition, a lot of systems treats
the mediation as something which should be solely under the re-
mote participant’s control [1, 3, 20, 27-29, 31, 50, 58]. Often, the
focus is on providing a presence similar to a co-located person,
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Figure 9: A framework for exploring how the pilot is perceived [64] in relation to who has control of the robot (negotiation
of control, see Figure 7). Robomorphism [59] lies in the perception of a remote participant not as a person, but neither as
completely non-human. The area within the red dotted line indicate a dynamic range where we find the combination of
negotiated control and a Robomorphic perception can be beneficial to both remote and co-located participants.

where the goal is to treat the mediated participant the same as the
co-located participants. This work remains important for improving
hybrid collaboration, and only more so in the post-pandemic era.
However, it also presents a limitation, as little work explores the
remote and co-located participants negotiating control of a system,
or where the system is designed to alter the perception of itself, to
facilitate shared control or assistance from the co-located partici-
pants. The many empty cells of the framework underline this point.
We believe there are many opportunities to explore alternative de-
signs, in which the control of the remote participants’ mediation
also can be controlled by the co-located participants to better in-
clude remote participants in the activity, and promote engagement
and understanding of limitations in hybrid collaboration settings.

With the framework, we wish to bring focus on the many op-
portunities that exist for designing for negotiation of control, in
combination with considerations of how participants mediated
through a system is perceived. The framework can be used as a
reflective lens to see new design proposals through, to evaluate the
success of designing for negotiated control of telecommunications
systems.

While the framework can be used to reflect on and critique de-
signs, it does not act as a design guide for how to actually achieve
successful negotiation of control. Rather we suggest turning to the
trade-offs as guidelines for what to consider when designing for
negotiated control, and how it might affect a design’s position in
the framework. Neither does our framework help with determining

which combinations of negotiated control and perceptions of the
system would lead to successful negotiation of control. We suggest
that designing along the downwards diagonal allows the percep-
tion of the remote participant and the distribution of control to be
aligned with user expectations. However there remains possibilities
for designing systems which do not adhere to this alignment, and
we encourage further design explorations in these areas.

With TableBot we have identified a useful connection between
Robomorphism and who has control of the system, however we
have in this paper only done preliminary work on how to design
for different and changing robomorphic perceptions. Opportunities
remain to lean further into different asymmetries, and explore how
they affect hybrid collaboration, and how future systems can be
designed to increase engagement and presence.

Future work could lean further into the non-human aspects that
telepresence systems often emanate, in order to achieve a robomor-
phic perception. Additionally, augmenting the remote participant
with abilities beyond what is possible for a human body [24] would
allow the remote participant to still be partially perceived as a
human, but with non-human qualities. The idea of using spikes,
illustrated in Figure 8, is an examples of this. The pilot is able to ex-
press through non-human means, that they do not consent to being
moved at this point, reclaiming control of their non-human repre-
sentation. Non-human abilities encourage the co-located partici-
pants to dynamically oscillate their perceptions between a human
and something not human. As our finding suggest, this could make
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it easier to perform actions, such as grabbing the pilot, allowing for
successful negotiation of control.

LIMITATIONS

There are several factors that limit the generalisability of our find-
ings to all meeting situations. TableBot is a small robot compared to
an MRP, which possibly affect the impression of the pilot’s authority.
All studies with TableBot are designed to ensure equal power dis-
tribution among all participants to examine the pilot’s ability to be
integrated in a social setting as an equal peer. Therefore, this work
does not account for possible uneven power distributions among
participants in, e.g. a corporate hybrid meeting, and for how this
might affect the negotiation of control. To ease possible tensions
arising from introducing a novel piece of technology, we adopted
a playful setting and task for all of our exploratory studies. While
this yielded unique findings, the setting and task does not match
conventional meeting settings. Not all findings are thus transferable
to a traditional work related hybrid meeting. All participants in
the studies were recruited through the authors’ networks, meaning
some of the participants had existing relationships. While this has
been identified as having influence on the social dynamics of the
groups, the direct affect has not been examined. This also applies
to how different personality types can express comfort in moving
the robot while others are reserved.

7 CONCLUSION

Traditional MRP robots are not designed to let the co-located par-
ticipants assist the pilot. Furthermore, these systems are pricey,
clunky, and not made specifically for the meeting setting, where
they are mostly used. Instead they are designed for roaming office
spaces, and provide a human-like representation of the pilot to the
co-located participants.

In this paper we have presented TableBot, a lightweight, simple
tabletop telepresence robot with a novel handle to address these
shortcomings. Based on a serial Research-through-Design approach,
the focus area of the research shifted from the lightweight tabletop
telepresence robot to investigate how to design for negotiation
of control and providing deictic capabilities for the pilot. As a re-
sult of this process, the design was changed through reframings of
TableBot, resulting in three conceptually similar iterations. These it-
erations were explored across three studies, each providing findings
on the remote and co-located participants’ roles in a collaborative
setting. Through these studies, negotiation of control came to be a
central focus area of the RtD process and based on the findings we
have outlined three trade-offs for designing tabletop telepresence
systems. These include trading off a) a wide field of view of the
pilot versus offering a clear locus of attention; b) polished design
versus expressing limitations in the design, and c) designing for
autonomy versus assistance of the tabletop robot. The trade-offs
emphasise that there is no one-design-fits-all approach.

Finally we draw upon previous research into robomorphism and
the trade-offs we identified in the studies of TableBot to present a
framework for negotiating control. The framework indicates that
allowing co-located participants to assist the pilot can result in bet-
ter integration of the pilot into the space, in particular when both
the pilot and co-located participant share a common perception of
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the robot as a medium for the pilot. It additionally highlights a bias
in the existing literature regarding hybrid communication towards
providing the pilot with as much control as possible. It further em-
phasises a tendency to present the remote participant as something
as close to physically “being there” as possible. Based on the frame-
work, we suggest further exploration and design experimentation
of the spectrum of negotiation of control and robomorphism to
include remote participants in new ways. We suggest using the
trade-offs to explore design opportunities in the design space of
hybrid communication systems, while using the framework to po-
sition the work in terms of collaborative qualities.
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