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Figure 1: When we use any form of one-to-one mapping of the local and remote environment, we will likely incur object or avatar
conflicts. Using Avatar Pilot, we avoid these undesirable effects while maintaining the semantics.

ABSTRACT

Physical restrictions of the real spaces where users are situated
present challenges to remote XR and spatial computing interactions
using avatars. Users may not have space in their physical environ-
ment to duplicate the physical set-up of their collaborators. Still, if
avatars are relocated, one-to-one motions may no longer preserve
meaning. We propose a solution: using weighted interpolations to
guarantee that everybody looks or points at the same objects lo-
cally and remotely. At the same time, this preserves the meaning of
gestures and postures that are not object-directed (i.e., close to the
body). We extend this work to locomotion and direct interactions in
near space, such as grabbing objects, exploring the limits of our so-
cial and scene understanding, and generating more flexible uses for
Inverse Kinematics (IK). We discuss limitations and applications
and open-source the AvatarPilot for general use.

Index Terms: Collaboration, Virtual Reality, Spatial Computing,
Social XR

1 INTRODUCTION

One of the wonders of immersive computing is that it allows us
to share our realities with faraway people in a more realistic way
. Whether joining friends to watch a movie or attending a work
meeting, activities are richer and more engaging when users can
break away from 2D screens and use spatial computing [9].
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Shared VR experiences allow local users to interact with remote
users through virtual avatars that represent them as if they were in
the same space [13]. However, implementing such experiences is
challenging when users inhabit dissimilar spaces [7]. For exam-
ple, if users have their feet up on a sofa at home while connecting
remotely, should their avatar also be lying on a sofa in a remote lo-
cation? This approach might work for casual interactions but not
for formal ones like business meetings, where avatars should align
with the setting, such as sitting on a conference chair [18].

This complexity increases when experiences use elements of the
physical space, such as superimposing a virtual whiteboard over a
physical one while maintaining congruence. A one-to-one mapping
of the remote user’s motion to their avatar in the local space is often
inadequate and can lead to confusion. For example, if an avatar
points to its right, it might not be clear if the user is pointing to their
right or at an object in their space, like a whiteboard [5]. This can
create impossible scenarios where avatars or shared objects appear
in unrealistic positions.

To address these challenges, we propose that physical space en-
codes user intent through its semantics, enabling effective collab-
oration over physicality [14]. Instead of mapping ”pointing right”
to the remote collaborator’s space, we map ”pointing to the white-
board” in the remote collaborator’s space. We move away from
hard segmentation and discrete regions by defining a master trans-
formation function with weighted interpolation that adapts avatar
pose, gaze, or grasp at any point in the space [5, 18, 7].

Our approach identifies targets in the environment that are rel-
evant for interaction and develops an algorithm that maps remote
avatar movements in dissimilar local spaces. This continuous and
interpolating method allows for remapping user interactions in en-
vironments with asymmetrically arranged targets. We implemented
this algorithm in our system, which enables synchronous VR re-
mote collaboration among participants in physically asymmetrical
spaces.

Previous research has addressed the realignment of physical and



remote spaces by segmenting space into discrete regions or scan-
ning participants’ rooms to find minimal empty spaces for inter-
action [7]. However, such methods often fail in dynamic environ-
ments or when shared spaces become impractical [6, 15]. More-
over, maintaining a high level of semantic fidelity in interactions is
crucial for natural and smooth collaboration [5, 3].

To avoid unnatural scenarios, some work has changed interaction
speeds or redirected users to reduce collisions [11, 2], while oth-
ers have restricted avatar movements to less strange positions [12].
However, these methods can disrupt the semantics of the avatar,
affecting nonverbal interactions like pointing or looking.

Our key contributions include a novel bijective transform func-
tion that decouples user motion from interaction semantics and can
be updated in real-time. Our system segments asymmetrical spaces
into customizable local-remote Interaction Zone pairs, preserving
interaction context in remote spaces. We provide the system’s code-
base as an open-source repository, inviting reuse and community
engagement.

2 AVATARPILOT IMPLEMENTATION

The goal of AvatarPilot is to generate avatar movements that pre-
serve the interaction context, including where users are gazing,
pointing, and their spatial relation to interaction areas in the space.

To achieve this, we first need to track both the user’s actions
and the objects they relate to in the environment. This is as easy
as traveling through the hierarchy of objects. In VR, that might
mean just the list of objects in the scene. In AvatarPilot we focus
only on virtual objects. Still, it can be extendable to AR, but that
depends on the scene understanding algorithms and the capacity to
scan and synthesize the objects in remote sites. Either way, once
we can track and detect collisions with objects, we can consider
all problems of user interaction in its environment as a relational
problem of remapping between local and remote spaces.

Figure 2 displays how different sites and objects can be com-
bined into one continuous mapping. A and B are objects on site I
(local) and are matched to objects of A∗ and B∗ in site II (remote).
For AvatarPilot , each interaction with collaborative virtual objects
in the local user site can be associated with the corresponding one
in the remote collaborator’s site. Each matching pair of objects be-
tween the sites, A and A∗, define a rigid 3D bijective transformation
between two algebras TA from site I to Site II that maps the coordi-
nate system of A to A∗. All these transformations are computed in
real time.

Figure 2: The proposed mapping smoothly interpolates between sep-
arate mappings generated by matching objects between sites.

For simplicity, we will first look at a 1D example of mapping
hand-pointing. In figure 2, both ends have a sofa and a whiteboard.
(a) The user in site I is pointing at the whiteboard A. We can repre-
sent the pointing angle as an angle α from a given direction, such
as the user front (gray line). We define a 1D transformation TA to
map the angle α to a new angle α∗. When the avatar points at angle
α∗, its hand will point directly at the corresponding whiteboard in
site II. However, TA is defined for all angle values and not just for
the direction of the whiteboard. A pointing angle γ in site I will be

mapped to pointing in angle γ −α +α∗ in site II. In this example,
defined at the user’s coordinate system, the definitions of TA and TB
are updated as the user or the avatar moves in their environment.

In the same way, matching the interaction area associated with
sofa B in site I to a corresponding one in site II will generate its 1D
transformation of pointing angles TB. We now define a compound
mapping transformation T , which will be similar to TA when the
user points towards A, similar to TB when the user points towards
B, and do a weighted interpolation of these transforms for other
pointing angles:

T = ∑
i
(wi ∗Ti)/∑

i
(wi) (1)

The weights wi are a function of a parameter (or parameters) that
measures the distance (e.g., angular distance or Euclidean distance)
from the state where Ti is defined. Figure 2 (b) shows an interpo-
lated mapping, where the weight of TA is a linear function of the
angle δA between the current hand pointing direction and the direc-
tion to point toward A, and similarly for δB and TB.

wi =



max(1/θ ,ε) where θ is the angle between
−−−−→
gazing and

−−−−→
Ob jecti

max(1/(θ ∗∥d∥),ε) ∥d∥ is the distance between the
pointing hand and Ob jecti

max(1/∥d∥,ε) where ∥d∥ is the distance
between avatar and Areai

Unlike other retargeting techniques [8, 16, 17] that are limited
to redirecting deictic gestures between a single matching pair of
objects, the result of the above mapping generates a seamless tran-
sition from pointing at object A to B, and can extend to multiple
matching pairs of objects, which is essential for enabling room-
scale remote MR collaboration. Moreover, in addition to retarget-
ing pointing gestures, our compound mapping techniques can retar-
get the user’s gaze and redirect locomotion by designing different
weight functions.

After getting each compounding transformation T for gazing,
pointing, and locomotion, we can compute IK solvers for the avatar
body positions at every frame.

2.1 Inverse Kinematics Implementation
Once we have identified the targets of the user actions in each site,
we need to create the avatar’s body, head, and hand movements
(Figure 3). To generate a smooth and natural motion of the avatar
that can easily move between different motions, such as pointing
at remote objects or walking, We used multiple variations of In-
verse Kinematics (IK) algorithms, such as Final IK’s ’AimIK’ for
generating gazing motions or Final IK’s ’LookAt IK’ for pointing.
Each algorithm uses a different context to interpolate the full avatar
pose from the tracking of the user’s head and hands. Our method
smoothly blends different IK results, considering the distance from
objects of interest, and generates a continuous transformation for
an avatar.

2.1.1 Gaze and Pointing
The AimIK and LookATIK IK algorithms require a definition of a
target location for the gazing or the pointing. We define the location
of those targets using:

ik targetsite2 =


MhitO∗ ∗M−1

hitO ∗ ik targetsite1 if raycasting hit

T ∗ ik targetsite1 otherwise



Figure 3: Left: As the user points near an object, its weight becomes
dominant, and the avatar will point at the corresponding object in the
remote site. Right: the mapping is defined over all the space, where
each object contributes based on the distance of the pointing ray from
it.

Suppose hitO is the ray-cast hit-object for pointing or gazing in
site I (local), and hit∗ is the corresponding object in site II (remote).
M−1

hitO is the transformation matrix that transforms a point from the
site I’s world coordinate system to hit the object’s coordinate sys-
tem. MhitO∗ is a transformation matrix that transforms a point from
hit∗ object’s coordinate system to the second site’s coordinate sys-
tem.

Since the target gaze/pointing is affected by multiple objects of
interest, this generates a dynamic mapping where a gaze/pointing at
the object in the local site is not only mapped directly to the corre-
sponding object in the remote site but also shows the interpolations
during transitions; the final transformation is a weighted average of
the maps defined by all interest objects in the environment that is
experienced very smoothly during motion transitions.

2.1.2 Locomotion and Avatar Position
Similarly, a user’s position or a target of her walking may be
mapped to location semantics that trigger walking in a remote site
if necessary.

P avatarsite2 = T ∗P avatarsite1 (2)

We implemented an animated locomotion module that uses a
simple 8-directional strafing animation blend tree to generate loco-
motion poses. This module makes the character follow the horizon-
tal direction towards the head IK target by root motion and scripted
transformation.

Figure 4 illustrates the original user locomotion in the local envi-
ronment and the transformed avatar locomotion in the remote envi-
ronments. Despite the mismatch in the layouts of the collaboration
areas, the transformed avatar locomotion maintains the spatial re-
lationships. For example, when the user moves from the red to the
blue area and then from the blue to the green area, their remote
avatar also moves from the red to the blue area and then from the
blue to the green area.

Locomotion isn’t just enabled when a user walks in the local site.
But also in cases where a user is reaching and grabbing an object
of interest in her local site, her avatar has to move towards the cor-
responding object in the remote site. That object may be located
in a different part of the site, and the avatar may need to walk to-
ward it, avoiding obstacles in its environment. The speed at which
the avatar walks is derived from the space mapping and is set to

Figure 4: AvatarPilot preserves spatial relationships in dissimilar
spaces by transforming the user’s locomotion in the local environ-
ment to maintain the spatial relationships of the avatar’s movements
in the remote environments.

guarantee that the user and the avatar will reach the corresponding
objects accurately and at the right time.

2.1.3 Grasping and Direct Hand Interaction
It is important that if an avatar is grabbing an object in a local space,
the same object be grabbed in the remote space, even if the avatar or
object is in a different configuration (Figure 5 Middle). For that, it
is important to provide a transition from pointing to grabbing, so the
hands get as close as possible to objects in the remote environment
as they are in the local environment. In some cases, there will be a
need for locomotion (as stated in the prior section).

Figure 2 (and supplementary video) shows how the above com-
pounding transformations can smoothly retarget the avatar’s point-
ing and gazing while users switch the pointing or gazing target from
multiple virtual objects, resulting in a smooth and natural collabo-
rative experience in dissimilar spaces. Having obtained the avatar’s
position, as well as the gaze and hand pointing IK targets, we can
compute the target poses for the head and two hands, and then feed
them into VRIK to generate full-body avatar movements.

3 USE CASES

To explore the feasibility of AvatarPilot , we developed three real-
istic scenarios: whiteboarding, bimanual object manipulation, and
social interactions. In the whiteboarding scenario, AvatarPilot en-
sured that avatars could semantically point to shared applications,
maintaining correct gestures despite different screen positions and
angles. For bimanual object manipulation, AvatarPilot dynamically
adapted to different user and object positions, allowing smooth
avatar interactions across varied spatial arrangements. Finally, in
social interactions, AvatarPilot demonstrated its ability to dynam-
ically relocate avatars, maintaining consistent actions and social
presence, as exemplified by a participant standing in one site while
appearing seated in another.

4 DISCUSSION

A common reaction of users to remapping their motions in other
environments is a preference for one-to-one mapping, believing it
better preserves their intention. Users often worry that a system
lacking high fidelity cannot be trusted. However, recent studies sug-
gest fidelity is more nuanced [3], with users accepting cartoon-ish
avatars or filters over raw cameras for communication despite lower
fidelity [10]. One-to-one mapping is traditionally seen as the best
way to preserve user motion and intentions, particularly in shared
or context-free environments like 2D video conferences. However,
in 3D environments with different geometries, object placements,



Figure 5: Use cases demonstrating AvatarPilot : (Left) Whiteboarding with correct semantic pointing, (Middle) Bimanual object manipulation with
smooth avatar grasping, and (Right) Social interactions with dynamic avatar relocation.

and semantics, one-to-one mapping can lead to incorrect, misun-
derstood, or even offensive actions.

AvatarPilot offers an adaptive and comprehensive transformation
between multiple spaces and objects, supporting interactions such
as pointing, gazing, walking, and grabbing. Despite its robustness,
limitations in IK and input tracking can affect the system’s ability
to achieve complete fidelity in body motions [3]. Combining IK
with data-driven animation could further improve implementation
[1]. The multi-solver approach of AvatarPilot can encounter cor-
ner cases, such as limitations in bimanual interactions or unnatural
body positions when objects are too scrambled. Solutions might
include moving the avatar to optimal positions or rearranging ob-
jects around the user. Prioritizing actions helps avoid conflicts; for
instance, prioritizing grabbing can trigger locomotion solvers to en-
sure consistency across remote and local sites. Future work could
explore new solver solutions.

5 CONCLUSIONS

Humans and their brains have evolved to handle one reality around
them [4], and it is hard for a user to monitor and control their ac-
tions in multiple remote sites. Avatar Pilot is designed to dynami-
cally control remote avatars with high semantic fidelity by creating
new motions that are different from the user’s original motions and
maintaining the context of the original actions. It does so by detect-
ing targets and using weighted interpolations. This way a user can
engage in multiple remote locations for collaboration tasks without
worrying about space dissimilarities or objects dispositions in the
remote environment.
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