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ABSTRACT

Copying tables from documents and applications without proper
tabular support, like PDF documents, web pages or images, surpris-
ingly remains a challenge. In this paper, we present Revilio, a novel
neurosymbolic system for reconstructing tables when their column
boundaries have been lost. Revilio addresses this task by detecting
headers, generating an initial table sketch using a large language
model, and using that sketch as a guiding representation during an
enumerate-and-test strategy that evaluates syntactic and semantic
table structures. We evaluate Revilio on a diverse set of datasets,
demonstrating significant improvements over existing table pars-
ing methods. Revilio outperforms traditional techniques in both
accuracy and scalability, handling large tables with over 100,000
rows. Our experiments find an increase in reconstruction accuracy
by 5.8–11.3% over both neural and symbolic baseline systems.

CCS CONCEPTS

• Information systems → Document structure; Information ex-

traction; • Computing methodologies → Information extrac-

tion; • Applied computing→ Document management.
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1 INTRODUCTION

Tables are commonly used to store and present data. Surprisingly,
these tables are often moved as free-form text, for example, when
copying tables from rendered documents like PDF and websites.
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Figure 1: Example showing the text representation of tables.

(1) Original table on tallest towers in the world; (2) Text rep-

resentation of the table without any structural information.

Users are then dependent onmanual effort or programming abilities
to parse this free-form text back into structured tables.

We introduce Revilio, a system that leverages large language
models (LLMs) for table construction from free-form text. Unlike
previous methods, which primarily rely on syntactic cues, Revilio
uses the semantic knowledge of the language model to ensure that
the reconstructed tables are both accurate and natural.

Converting text to tables poses several challenges concerning the
semantics and consistency of the table, as well as its scale. Revilio
leverages an LLM to detect headers and to build a table sketch
from a small subset of the data. Through multi-step reasoning, the
language model ensures consistent cell boundaries over a natural
granularity. Given this table sketch, Revilio then explores and
ranks potential cell boundaries for all the remaining rows. This
ranker combines both syntactic and semantic information (based
on cell value embeddings) to evaluate consistency of cells across
the entire columns, and alignment of rows to the table sketch.

We evaluate Revilio against neural (prompted and fine-tuned)
and symbolic baselines on three different datasets, and show an
increase in reconstruction accuracy of 5.8–11.3% compared to these
baselines.We show that it is able to handle large tables (> 100K rows)
and analyze the impact of our design decisions on this performance.

In short, we make the following contributions:
1
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Figure 2: Summary of Revilio on a sample table. (1) A table with 100+ rows; (2) Revilio first performs header and subheader

detection to understand the table structure; (3) The header and 2 more sample rows are then prompted to the LLM to generate a

preliminary table sketch; (4) The remaining rows are split based on common delimiters to generate candidate column splits; (5)

The LLM generated sketch is used to rank the split based on column and row level consistency of the resulting table; (6) The

ranker is used to perform a guided beam search over the row candidates to generate the final table (7).

• We combine the semantic knowledge of LLMs with the
speed of a generate-and-rank strategy to accurately and
quickly convert text to (large) tables.

• We evaluate Revilio on three datasets and show that it
achieves higher table reconstruction accuracy at a fraction
of the cost of different neural and symbolic baselines.

2 RELATEDWORK

The detection of tables from various formats has been extensively
studied, particularly in the context of images, PDF, and web data.

Text to table. Generating tables from textual descriptions and
online sources is another active research area. This involves trans-
forming unstructured text into structured tabular formats. Tech-
niques in this domain focus on understanding natural language
descriptions and generating corresponding tables. Methods like
InfoTab [9], Text2Table [1] and Text-to-Table [28] employ natural
language processing (NLP) and template-based approaches to map
textual content to table structures. However, these methods often
struggle with diverse and unstructured text inputs.

Web to table. The detection of tables from web pages leverages
the HTML structure and CSS styles to identify and extract tables
directly from the source. Early approaches used rule-based systems
to parse HTML tags [7], while recent methods employ dedicated
models to enhance accuracy and generalization [24].

Image to table. Early work focused on extracting tables from
scanned images use computer vision techniques. These approaches
typically involve detecting table boundaries and cell divisions using
edge detection and contour analysis [18, 23, 26] or (convolutional)
neural neural networks to improve the accuracy and robustness
of table detection from images [17, 20, 22]. Extracting tables from
OCR text and PDF documents presents unique challenges due to the
lack of explicit structural information. Methods such as Tabula [29]
and Camelot [3] employ heuristic-based approaches to detect table
structures by analyzing spatial relationships between text blocks.
More recent techniques utilize neural models to classify text blocks
and infer table structures [5, 6, 11]. These methods struggle with
complex tables that lack boundaries or contain nested structures.

3 PRELIMINARIES

Let T = [𝑡 𝑗
𝑖
] 𝑗=1→𝑚

𝑖=1→𝑛
be a table with 𝑛 rows and𝑚 columns. We write

𝑇𝑖 and 𝑇 𝑗 to denote row 𝑖 and column 𝑗 , respectively. The header
H = [ℎ 𝑗

𝑖
] 𝑗=1→𝑘

𝑖=1→𝑛
of a table are special cells that define the semantic

structure of the table by assigning one or more names 𝐻𝑖 to each
column 𝑖 . A text-form table R is a deconstructed representation of a
table T obtained by concatenating the values in each row (including
headers) with a single space character to obtain𝑚 + 𝑘 text rows 𝑅𝑖 .
An example of a table and its text form are shown in Figure 1. In
this work, we tackle the task of converting a text-form table R to
a structured table T without loss of information, and where each
header 𝐻𝑖 correctly describes the data in its column.

4 METHOD

Figure 2 summarizes the architecture of Revilio with an example.
The example shown is one where GPT-4 (best baseline) fails. The
following sections describe each component in more detail.

4.1 Detecting headers

We train a simple embedding based classifier to predict if a row 𝑅𝑖 is
header or not. The input to the model is the embedding of the cells
in the row. We use SentenceBERT [19]. If no rows are classified as
header then Revilio assumes that the table does not have headers.

4.2 Generating table sketches

In this step, we leverage a single LLM prompt to generate initial
sketch𝑇d. We use an off-the-shelf string profiler FlashProfile [16]
to learn a pattern for each row and use these patterns to sample the
five most diverse rows 𝑅d. The header rows (if any) and these five
rows are used as input to the LLM. We use a three-step reasoning
prompt and instruct the model to describe the number of rows and
columns, the header, and the final table. For the table, we use a
program-of-thought prompt [4] where the model is instructed to
generate a pandas DataFrame using comments and assertions to
guide its thoughts. We can then use the answers to these reasoning
step to validate the predicted table: the number of rows, columns
and the header are all expected to align. We obtain five completions
from the model and select the first one that satisfies the validation.

2
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Table 1: Properties of benchmark tasks for different sources.

We report the number of tasks (# Tasks), average number of

rows (# Rows), columns (# Columns), and headers (#Headers).

Benchmark # Tasks # Rows # Columns # Headers

Wikipedia Tables 1000 84.7 8.3 1.2
PubTabNet 1000 14.5 4.9 1.6
CleverCSV 1000 45131.4 87.0 1.1
Total 3000 15076.8 33.4 1.3

4.3 Enumerating candidate rows

For each row 𝑅𝑖 ∈ R \𝑅d we enumerate candidate𝑇 ′
𝑖
by identifying

𝑚 − 1 splits. We use 4 heuristics for this: (1) analyzing delimiters
the LLM assumed to generate 𝑇d from 𝑅d, (2) non-alphanumeric
characters, (3) letter to number change, (4) case change.

4.4 Ranking candidate rows

We compute consistency 𝛿 (𝑇 ′
𝑖
,T) of a new row 𝑇 ′

𝑖
with respect to

a current table T by combining one symbolic and two neural met-
rics. The symbolic metric involves learning a pattern over columns
(again using FlashProfile) and computing a weighted (by pattern
frequency) pattern edit distance deviation over the column. The
neural metrics compute the average embedding similarity within
each column, as well as over whole rows. These three metrics are
aggregated as a linear combination with learned weights.

4.5 Reconstructing tables

Starting from the sketch 𝑇d, for each row 𝑇𝑖 , we greedily select the
candidate𝑇 ′

𝑖
that maximizes the consistency 𝛿 (𝑇 ′

𝑖
,𝑇d∪𝑇 ′

<𝑖
) over𝑇d

and the selected candidates for all previous rows. Starting from this
seed table, Revilio picks the row with the lowest consistency, and
performs a beam search (width 5) over alternative candidates for
each row until the consistency does not increase for a few iterations
(3) or a maximum number of iterations have been reached (100).

4.6 Training data

We train the header detector and neural ranker on the CSV dataset
introduced with CleverCSV [25]. This dataset contains 100K noisy
CSV files from data.gov.uk and github.com that we parse into 95K
clean CSV files using CleverCSV. We further augment this dataset
by shuffling columns. To train the ranker, we use the candidate
row enumeration (Section 4.3) and sample one wrong candidate (−
example) per row (+ example).

5 EVALUATION SETUP

In this section we describe the benchmarks, metrics and baselines.

5.1 Benchmarks

To evaluate Revilio, we consider benchmarks from a diverse set of
sources. Table 1 summarizes properties of these datasets.

(1) Wikipedia Tables: We use the WikiTables dataset [2]
which contains tables from Wikipedia. These are usually

short tables with rich formatting and structure with signifi-
cant semantic content. We generate the text-form represen-
tation by manually concatenating values with whitespaces.
We sample 1000 tables to create benchmark tasks.

(2) PubTabNet: Since Optical Character Recognition (OCR)
is a huge area for tables, we use the image table recogni-
tion dataset PubTabNet [30] which contains tables found in
scientific open source articles along with their OCR annota-
tion. We sample 1000 tables from this and create benchmark
tasks by considering the OCR text as the text-form table.

(3) CleverCSV [25]: This is a dataset of noisy CSV tables. We
sample 1000 tables that were held out from the training set
and use the noisy version of the table as input.

5.2 Metrics

We use three metrics to evaluate Revilio. (1) Table match: A
table is considered exactly reconstructed when all values in the
table matches ground truth values. (2) Column match: Average
percentage of columns that are exactly matched, micro-averaged
per table and then averaged across tables. (3)Valuematch: Average
percentage of values correctly reconstructed across all tasks.

5.3 Baselines

We compare Revilio to a set of diverse symbolic and neural systems
dedicated to table recognition and parsing, and also adapt other
popular language and tabular domain techniques on this task.

Symbolic TableLabs is an interactive tool to extract tables from
PDFs and raw text. TableLabs detects tables with similar struc-
tures (templates) by clustering embeddings from the extraction
model. Since, our task does not have user feedback, we do not allow
TableLabs to iterate with human feedback.

Language models We fine-tune CodeT5+ [27], StarCoder [12],
CodeLlama [21] and Phi-2 [8] on text-to-text objectives where
the model has to output valid CSV. Each model is pre-trained on
delimiter reconstruction—where 25% of delimiters in a row are
removed—and fine-tuned on partial table reconstruction (first three
rows + 𝑘 random rows)→ table with 𝑘 ∈ {1, 5, 10, . . . , 50}.

Vision techniques We use image-to-table approaches by convert-
ing all text-form tables to images using matplotlib. We also con-
sider multi-modal techniques, MuTabNet [10] which achieves SOTA
results on 2 of the 4 image-to-text benchmarks. MuTabNet uses a
multi-layer cross-attention architecture for table structure detec-
tion and OCR mapping. We also use GPT-4V [15] (prompted) and
Llava [13, 14] (fine-tuned) for this task as they are SOTA in other
visual table tasks for inference and fine tuned respectively.

6 RESULTS

Weperform experiments to answer the following research questions.
RQ1: How accurately does Revilio reconstruct tables compared to
baselines? RQ2: How well does Revilio handle large tables? RQ3:
What is the impact of different components of Revilio?

6.1 Performance

Table 2 shows the table, column and value match of Revilio and
other baseline systems on reconstructed tables. We find that Re-
vilio outperforms all baselines across all metrics. We find that

3
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Table 2: Comparison of Revilio and baselines on three benchmark datasets using table, column and value match metrics.

Technique indicates the base architecture type of the system. Revilio outperforms baselines across all benchmarks.

System description Wikipedia PubTabNet Broken CSV

Name Technique Table Column Value Table Column Value Table Column Value

TableLabs Symbolic 50.4 73.2 80.1 50.8 66.5 78.2 40.0 62.2 75.3
CodeT5+ 16B Language 57.1 81.7 85.6 57.8 73.6 84.1 47.1 67.1 79.2
StarCoder-15B Language 52.4 76.0 83.6 56.8 71.2 82.4 46.8 65.3 75.4
CodeLlama-13B Language 52.8 74.0 82.1 55.6 69.3 80.5 44.3 64.1 74.2
GPT-4 Language 60.5 86.5 89.4 60.2 75.5 93.4 50.6 72.4 88.3
GPT-4-vision Multimodal 58.5 84.4 86.1 57.5 70.7 90.1 48.5 69.3 84.5
Llava Multimodal 50.4 71.1 77.5 52.2 67.7 79.2 43.1 66.9 78.1
MuTabNet Multimodal 57.7 83.2 85.8 56.9 70.1 88.6 47.3 68.6 82.3
Revilio Neurosymbolic 67.4 91.3 98.8 66.4 83.8 97.7 55.2 79.2 95.0
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Figure 3: Table match for Revilio and best baselines for each

category, across all benchmarks for increasing table sizes.

Revilio outperforms all baselines with the performance

differential being much more significant in larger tables.

symbolic systems are great at numerical and data summary tables,
since these have a clear pattern, but these techniques fail to gener-
alize to semantic tables as they do not have semantic knowledge.
Fine-tuned systems like CodeT5+ and CodeLlama suffer from over-
specialization, where they split columns and also have inconsistent
values in each row. Furthermore, these adapt very poorly to tables
with blank values as they tend to hallucinate values. Vision based
and multi-modal systems handle empty values and other visual and
structural semantics much better due to their additional modality
however these struggle to generalize to larger tables.

6.2 Large Tables

A big gap in table parsing systems has been the limitations with
the size of tables. Language models are constrained by token limits
and vision models are constrained by image sizes. This is further
compounded by the cost of larger token counts. Furthermore, even
with ever increasing context lengths, it becomes more difficult for
these models to maintain performance with increasing table sizes.

Figure 3 shows the top-1 table match performance of Revilio
and the best baseline from each category (CodeT5+, GPT4-V and
TableLabs) against increasing table sizes. We find that Revilio
outperforms baselines across all table sizes, but the performance
differential keeps increasing as the table sizes go from 50 rows
(+5.1%) to 10K rows (+) and to 100K rows (+25.3%). Further, the

Table 3: Table match for condition learning for different

ablations of Revilio. Each ablated component is denoted by

‘–’. Sketch generation has the highest impact to performance.

System Wiki PubTabNet CleverCSV

Revilio – header detection 62.1% 61.0% 50.9%
Revilio – sketch generation 57.5% 56.2% 46.1%
Revilio – ranker 64.8% 60.2% 53.5%
Revilio – beam search 60.3% 58.5% 49.3%
Revilio 67.4% 66.4% 55.0%

average cost for a 10K row table with GPT-4-vision is over 1$ per
table, while Revilio is much cheaper and inexpensive due to its
short LLM call and symbolic reconstruction engine.

6.3 Design Decisions

We analyze the impact of various components of Revilio. Table 3
shows the top-1 table match over all benchmarks for Revilio and
ablated versions created by removing components.We ablate header
detection, by always treating the first row as the only header row in
the table, sketch generation by not generating the initial sketch via
LLM and directly using the symbolic system without signals from
the initial sketch, ranker by only using row embedding similarity
directly, and beam search by performing a greedy search instead.

We find that all components contribute to its performance, with
sketch generation having the biggest impact on performance (–
10.1%) followed by beam search (–7.8%). This is expected, since the
sketch requires semantic knowledge which is provided by the LLM
and leveraged by Revilio to extend the sketch to the full table.

7 CONCLUSION

We introduce Revilio, a neuro-symbolic system to reconstruct
tables without column boundaries. Revilio detects headers and
uses these to generate a table sketch using an LLM. Revilio then
does a guided search for the remaining rows to reconstruct the
table. We evaluate Revilio on a diverse set of benchmark datasets,
demonstrating significant improvements over existing table parsing
methods. Furthermore, all the components of Revilio contribute
to its overall performance. This work opens up future work in
designing neuro-symbolic systems for semantic tabular tasks.

4
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