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Abstract

Place recognition based on point clouds (LiDAR) is an
important component for autonomous robots or self-driving
vehicles. Current SOTA performance is achieved on accu-
mulated LiDAR submaps using either point-based or voxel-
based structures. While voxel-based approaches nicely in-
tegrate spatial context across multiple scales, they do not
exhibit the local precision of point-based methods. As a
result, existing methods struggle with fine-grained match-
ing of subtle geometric features in sparse single-shot Li-
DAR scans. To overcome these limitations, we propose
CASSPR as a method to fuse point-based and voxel-based
approaches using cross attention transformers. CASSPR
leverages a sparse voxel branch for extracting and ag-
gregating information at lower resolution and a point-
wise branch for obtaining fine-grained local information.
CASSPR uses queries from one branch to try to match
structures in the other branch, ensuring that both extract
self-contained descriptors of the point cloud (rather than
one branch dominating), but using both to inform the out-
put global descriptor of the point cloud. Extensive exper-
iments show that CASSPR surpasses the state-of-the-art
by a large margin on several datasets (Oxford RobotCar,
TUM, USyd). For instance, it achieves AR@1 of 85.6% on
the TUM dataset, surpassing the strongest prior model by
∼15%. Our code is publicly available.1

1. Introduction
3D place recognition and localization in a city-scale map

is a fundamental challenge in allowing autonomous agents
to operate effectively in realistic applications, such as au-
tonomous driving [20, 21, 32, 33, 47, 30] and sidewalk or
indoor robot navigation [17, 40, 49, 10, 29, 28].

While GPS signals can provide reliable geo-location un-
der optimal conditions, they require external satellite infor-
mation and are bound to fail when there is no direct line-

†Corresponding author. * Equal contribution.
1https://github.com/Yan-Xia/CASSPR
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Figure 1. (Top) Voxelization, which is necessary for sparse 3D
convolutions [59], loses a large amount of geometric detail (visu-
alized in red). In this example, 64% of the points are lost.
(Bottom) Place recognition performance on the TUM dataset. The
proposed CASSPR delivers consistently better performance across
all top retrieval numbers. Notably, at top 1 retrieval, it outperforms
the best baseline by ∼15%.

of-sight and the signal is absent, such as in tunnels, parking
garages, or among tall buildings and vegetation [4]. It is
therefore important to develop the capability to perform lo-
calization from the on-board sensors only.

Calibrated depth sensors such as LiDAR (producing
point clouds) can be used to localize the currently-observed
scene by matching it against a pre-built point cloud
database. Being focused on the geometry of the scene, point
cloud recognition sidesteps several factors that make pure



visual (RGB image-based) matching difficult, such as vari-
ations in lighting, weather, and season, where the same ge-
ometric structure may appear entirely different.

In the past decade, a variety of point-cloud-based so-
lutions has been proposed that achieve excellent perfor-
mance. They can be classified into two broad categories:
point-based descriptors and voxel-based descriptors. With
several works building on PointNetVlad [2], point-based
descriptors[2, 53, 35, 50] are dedicated to improving the
global context aggregation (e.g. with pooling or self-
attention units). However, processing points individually
can miss some local context, and does not make use of flex-
ible and robust local pattern matchers such as the filters of
convolutional neural networks (CNNs). The voxel-based
descriptors [27, 59] generally consist of CNNs leveraging
3D sparse convolutions over a sparse volumetric represen-
tation, which can be implemented efficiently using hash ta-
bles, most notably with the Minkowski Engine [8]. They
achieve good performance with fewer parameters than other
models and comparatively fast training. However, sparse
voxels can only represent 1 point per voxel cell. Therefore,
for larger cells, several points (possibly containing impor-
tant geometric information) are necessarily lost – for exam-
ple, 64% of the points in Fig. 1 (a) are lost during voxeliza-
tion. Small cells, on the other hand, consume large amounts
of memory – for example, 82.6 GB of GPU memory would
be needed to keep 90% of the points on average [34]. It re-
mains a difficult challenge to capture fine-grained geometric
information with point representations, while enjoying the
robust pattern matching at multiple context scales of voxel
approaches, and without consuming too much memory.

Another challenge is that most previous descriptors have
performed place recognition when given dense maps as
a reference. While this is an important setting, accurate
point cloud maps may not always be available, in unfamil-
iar scenes and when an environment changes. Ideally, one
would therefore prefer localization to be performed from
sparse single-shot scans, which can be collected during nor-
mal online operation of an autonomous system, instead of
requiring a carefully-curated densely captured point cloud
to be created first. A single LiDAR such as Ouster OS1-
128 [59] can cover an area between 160 and 200 meters in
diameter, collecting a relatively sparse set of points. Aggre-
gated LiDAR scans are typically at least 10 times denser.
The larger area and lower density represent a problem for
performing place recognition from single LiDAR scans.

To tackle these problems, we propose a novel cross at-
tention transformer for single-scan-based place recognition,
named CASSPR, aiming to compensate for the quantization
losses and integrating long-range spatial relationships. The
key to maintaining geometric detail even with coarse vox-
elization is to use a second branch to compute features in-
dependently for each point, inspired by PointNet [42]. This

branch is free to partition the input space into regions with
boundaries that are not necessarily aligned with voxels, and
associate different features with each one. One problem
with this strategy is that naively applying a sparse convo-
lution network to such features would still lose geomet-
ric detail by removing co-located points due to each voxel
only supporting features from a single point. Therefore,
we propose to fuse information from both branches, namely
point-wise and sparse voxelized, with a hierarchical cross-
attention transformer [46] (HCAT). This transformer can
flexibly aggregate local and global information into sparse
voxel features, and do so very efficiently (see Sec. 6.5). This
flexibility and efficiency allows us to surpass the state-of-
the-art performance in several challenging point cloud lo-
calization tasks (Sec. 6.3).

To summarize, the main contributions of this work are:
• We study the extreme sparsity of single (non-aggregated)

LiDAR scans, in the context of voxel and point-based
neural networks for place recognition, and analyze the
complementary roles of each approach.

• We propose a 2-stage hierarchical cross-attention trans-
former (HCAT) module that is designed to compensate
for the shortcomings of point-wise and voxel-wise fea-
tures, compensating for the loss of the geometric detail
caused by the spatial quantization and integrating long-
range spatial relationships.

• We assess the computation and memory trade-offs of the
different approaches, finding that our proposal reduces in-
ference time and memory consumption by up to 62% and
91%, respectively, when compared to previous attention
units used for LiDAR-based place recognition.

• We conduct extensive experiments on several benchmark
datasets, including USyd Campus [56], Oxford Robot-
Car [38] and TUM City Campus datasets [58] and show
that the proposed CASSPR greatly improves over the
state-of-the-art methods.

2. Related work
3D point cloud based place recognition is usually ex-

pressed as a 3D retrieval task. Numerous methods were
proposed to tackle this task, which can be primarily clas-
sified into 2 categories: those based on geometric global
descriptors, and those based on plane or object descriptors.
Handcrafted 3D global descriptors. Most handcrafted
global descriptors describe places using global statistics,
which have the advantage of not requiring re-training to
adapt to different environments and sensor types. Magnus-
son et al. [39] split the point cloud into overlapping cells
and computed shape properties such as spherical, linear, and
several types of planar properties of each cell. Rohling et
al. [44] propose a fast method of describing places through
histograms of point elevation, assuming the sensor had a



constant height above the ground plane. Scan-Context [26]
is a method that exploits a bird-eye view of the point cloud
and encodes height information of the surrounding objects
for place recognition. However, handcrafted descriptors
cannot improve with more data, placing a hard ceiling on
their performance, unlike data-driven methods.

Learning-based 3D global descriptors. With break-
throughs in learning-based image retrieval methods, deep
learning of 3D global descriptors for retrieval tasks has be-
come the focus of intense research. In PointNetVlad, Uy et
al. [2] tackle 3D place recognition with end-to-end learn-
ing, using PointNet [42] to extract local descriptors and
then aggregating them globally using NetVlad pooling over
3D points [3]. PointNet itself consists of a MLP applied
to each point independently, with global max-pooling ag-
gregation of features instead, as well as a predicted linear
transform for input points [42]. Subsequently, PCAN [53]
explores an attention mechanism for local features aggre-
gation, discriminating local features that contribute posi-
tively. LPD-Net [35] enhances local contextual relation-
ships using graph neural networks, but relying on hand-
crafted features. DH3D [12] introduces a deep hierarchi-
cal network to produce more discriminative descriptors, by
recognizing places and refining a 3D pose estimation si-
multaneously. SOE-Net [50] presents a PointOE module
introducing orientation encoding into PointNet for gener-
ating point-wise local descriptors. Minkloc3D [27] uti-
lizes a Feature Pyramid Network [31] (FPN) based on 3D
sparse tensors with generalized-mean (GeM) pooling [43]
to compute a compact global descriptor. Several meth-
ods [57, 9, 13, 51, 54, 37, 5, 36] introduce different trans-
former networks (i.e. stacked self-attention blocks [48, 11])
for learning long-range contextual features. Compared
to OverlapNet [7] and other attention-based methods, in-
cluding OverlapTransformer [37], AttDLNet [5] and CVT-
Net [36], our CASSPR directly applies to raw point clouds,
rather than range images projected from LiDAR scans. The
work that is more closely related to ours is Minkloc3D-
SI [59], which tackled place recognition with a single 3D
LiDAR scan, proposing a non-Cartesian point representa-
tion and per-point color intensity information. However, 3D
voxelization methods inevitably suffer from lost points due
to the quantization step (see Fig. 1).

Point-voxel fusion networks. Recent works have tried
to fuse point-wise networks with voxelized representations.
The PV-RCNN [45] architecture in LCDNet [6] adopts
a voxel-to-keypoint encoding strategy for 3D object de-
tection, where the features of each keypoint are aggre-
gated by grouping the neighboring voxel-wise features. In
PVCNN [34] and PVT [52], the voxel-based features are
first transformed back to the domain of the point cloud and
then simply added with point-wise features for 3D semantic
segmentation. Both are different from our method, which

does not lose points (either by aggregation or devoxeliza-
tion), but rather uses them to inform the voxel branch (using
cross-attention).

Based on planes or objects. Some works have proposed
using 3D shapes or object-centric recognition for the task
of 3D place recognition. Fernandez et al. [14] first detect
planes in 3D environments and then summarize their pair-
wise relationships into a graph. A final geometric consis-
tency test over the planes matches sub-graphs of this struc-
ture using an interpretation tree. A follow-up work [15] uti-
lizes the covariance of the plane parameters instead of the
number of points in planes for matching. Finman et al. [16]
propose an object-based indoor place recognition based on
RGB-D cameras. However, it is only suitable for small, in-
door environments with objects of particular classes.

3. Problem statement

We begin by defining the reference map
Mref = {mi : i = 1, ...,M} to be a collection of single-
shot 3D LiDAR scans mi. Each scan is tagged with UTM
coordinates using GPS/INS at the position where it is
captured [56]. Let Q be a query single LiDAR scan at one
timestamp. Then, the single-scan 3D place recognition
problem is defined as retrieving the scan m∗ from Mref that
is structurally closest to Q. We aim to design a network
F (·) that encodes a single scan as a 3D global descriptor,
such that we can retrieve the correct scan m∗ ∈Mref by the
nearest-neighbour search in a reference map:

m∗ = argmin
mi∈Mref

d(F (Q), F (mi)), (1)

where d(·) is a distance metric (e.g. the Euclidean distance).
In practice, the global descriptors of all 3D scans are com-
piled offline in a dictionary. Given a new query scan, the
nearest neighbor in a dictionary is found efficiently using a
KD-tree (e.g. using FAISS [25]).

4. Methodology

Fig. 2 shows the network architecture of our CASSPR.
The point branch (top) captures fine-grained geometrical
features by using a simplification of a PointNet [42], de-
scribed in Section 4.1. The voxel branch (bottom) per-
forms convolution on sparse voxels in spherical coordinates
(based on Minkloc3D-SI [59]) and will be explained in Sec-
tion 4.2. Point-voxel feature fusion is achieved by a Hierar-
chical Cross-Attention Transformer (HCAT) module (Sec-
tion 4.3). Finally, lightweight self-attention (LSA) units are
used to encode the spatial relationship among local descrip-
tors (Section 4.4), followed by 3D convolutions and pool-
ing. The training strategy with the loss function is described
in Section 5.
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Figure 2. The proposed CASSPR architecture. It consists of two parallel branches: one is extracting features from each point independently
(top) and another is using sparse convolutions over sparse voxels (bottom). Cross-attention operators use queries from one branch to look
up information in the other branch, encouraging the network to focus on the commonalities between these two views. The result is then
fused with cross-attention and (light-weight) self-attention, and finally processed with convolutions, deconvolutions (TConv), and GeM
pooling following [27] to generate the final global descriptor. The numerical values (e.g., 32, 64) represent the number of channels of a
feature map produced by each block.

4.1. Point branch

This branch is a simplification of the PointNet [42] with-
out the max-pooling stage. To make the discussion self-
contained, we describe it briefly here. It consists of a simple
2-layer MLP with 64 channels that operates on each point
independently and outputs a 32-dimensional vector for each
point. The input 3D points are transformed via multiplica-
tion with an adaptive 3× 3 matrix, which allows the Point-
Net to rotate or stretch the point cloud to align it with a
preferred reference frame. This matrix is predicted by an
auxiliary network that also processes each point with a 3-
layer MLP, applies max-pooling over the points, and finally
applies a 2-layer MLP to output the matrix’s 9 elements.

The point branch has the ability to recognize fine-grained
geometric features at a global level, without discretization
at arbitrary voxels [42]. However, it has limited capacity to
flexibly identify patterns in local neighborhoods of points.

4.2. Sparse spherical voxel branch

The density of 3D point clouds in urban scenes collected
by LiDAR sensors is uneven, with the area closer to the
scanner having a much greater density than far-away re-
gions. Consequently, 3D voxelization methods based on
Cartesian coordinates face a difficult tradeoff: a fine grid
captures nearby details but consumes a lot of memory, lim-
iting the spatial range of the grid; a coarse grid allows
a greater range but loses detail close to the scanner. To
address this, we use the spherical-voxelization method of
MinkLoc3D-S [59] to balance the varying density of points
in a LiDAR scan. Each 3D point (x, y, z) is transformed to
spherical coordinates (γ, θ, φ), with γ = ∥(x, y, z)∥ and

θ = atan2(y, x), φ = atan2(z,
√
x2 + y2). (2)

The advantage of spherical coordinates is that the volume of
each cell grows quadratically with its distance (γ) from the

scanner, taken to be at the origin, resulting in a more even
distribution of point density.

Next, we quantize the point cloud with coordinates
(γ, θ, φ) into a finite number of voxels (Sparse Voxeliza-
tion block in Fig. 2). This process creates a sparse tensor
with 3 spatial dimensions, containing the constant 1 in a
3D voxel whenever there is a point there. This is imple-
mented efficiently using coordinate hash functions with the
Minkowski Engine [8]. A 3D convolutional block then ag-
gregates neighboring points, producing a sparse feature map
with increasing receptive fields. We explore how to effi-
ciently fuse the features from different branches in the next
sections. Note that, while the voxelization allows for ro-
bust 3D sparse convolutions to extract geometric informa-
tion from a wide receptive field, it necessarily loses many
details from the point cloud (visualized in Fig. 1, top).

4.3. Hierarchical cross-attention transformer

To efficiently exploit the relationship between the volu-
metric branch and the point branch, we further propose a
Hierarchical Cross-Attention Transformer (HCAT) to fuse
the features from the two branches in a unified model. As
shown in Fig. 2, the HCAT consists of three Cross Attention
Transformers (CAT), each having a different role. The first
CAT takes the sparse-voxel features as the Query and the
point-wise features as the Key and Value. It extracts point-
wise features with reference to the sparse feature maps and
outputs sparse tensors that are informed by the point fea-
tures. Conversely, another CAT produces improved point-
wise features by taking the point features as the Query and
the sparse-voxel features as the Key and Value. Finally, the
aim of the third CAT is to fuse both enhanced sparse ten-
sors and enhanced point-wise features. Fig. 3 shows the
architecture of the HCAT in detail. The advantage of this
scheme, as opposed to simply using a single CAT with con-
catenated inputs from both branches, is to ensure that each
branch is useful in isolation – as it must be used as the sole
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Figure 3. The architecture of the Cross-Attention Transformer. See
Sec. 4.3 for details.

source of Queries for a single CAT calculation, but also in-
dependently as the sole source of Keys and Values – thus
preventing one branch from dominating over the other.

Each CAT is a residual module, consisting of two sub-
layers: Multi-Head Cross-Attention (MHCA) and Feed-
Forward Network (FFN). The feed-forward network in-
cludes two linear transformation layers with the ReLU ac-
tivation function. Formally, each CAT can be formulated
as:

FCA = CAT(Q,K,V)

= F̃CA + FFN
(
F̃CA

)
,

F̃CA = Q+MHCA(Q,K,V) ,

(3)

where Q = Fs ∈ RNs×d is the query, K = V = Fp ∈
RNp×d are the key and value.

In the MHCA layer, cross-attention is performed by pro-
jecting the Q, K, and V with h heads (we use h = 2).
Specially, we first calculate the weight matrix with scaled
dot-product attention [46] for the Query, Key, and Value:

Attention (Q,K,V) = S

(
Q+KT

√
dk

)
V, (4)

where S is a Softmax function outputting attention weights.
Next, we calculate the values for h heads and concatenate
them together:

Multi-Head(Q,K,V) = [ head1, . . . , headh]W
O, (5)

headi = Attention
(
QWQ

i ,KWK
i ,VWV

i

)
, (6)

where W
{Q,K,V,O}
i are learnable parameters.

With the above HCAT, point-wise features from the point
branch can attend to the sparse tensors from the voxel-based
branch, and vice-versa, thus compensating for the loss of
points due to the voxel quantization.

4.4. Lightweight self-attention unit

Before going into details concerning the Lightweight
Self-Attention (LSA) unit, we give a short review of the

standard self-attention used in previous 3D place recogni-
tion or point Transformers [55, 19]. Given a set of points
with features DL = {(pi, fi)}Ni=1, where pi is the coordi-
nate of the i-th point (of a total of N ) and fi ∈ RC is the
feature of pi. A dot-product self-attention (DPSA) unit on
pi can be formulated as follows:

DPSA (pi) =
∑

j∈χ(i)

S[δ(pi − pj), fi]φ(fj), (7)

where δ is a linear positional encoding function, φ is a learn-
able value projection layer, and χ(i) denotes the indices of
neighboring points of pi.

However, computing DPSA directly by multiplying two
N × C matrices is expensive, with O(N2) space complex-
ity and O(N2.34) time complexity [1]. Additionally, near-
est neighbors search with a KD-tree has O(N logN) space
complexity [41]. In this work, we reduce the training and
inference time/memory consumption using a Lightweight
Self-Attention (LSA) unit, inspired by [41], which we de-
scribe next.

Efficient positional encoding. We first voxelize the in-
put point cloud to a set of M triplets V = {(vi, gi, ci)}Mi=1,
including the i-th voxel coordinate vi, the corresponding
voxel feature gi, and the centroid coordinate ci of this voxel.
Note that M < N since the sparse voxelization step will
lose most points. LSA on ci is formulated from Eq. 7:

LSA (ci) =
∑

j∈τ(i)

S [δ(ci − cj), gi]φ(gj), (8)

where τ(i) represents the neighbor voxel indexes of ci.
Finding neighboring K voxels via voxel hashing will be

quick since it only has O(M) time complexity. However,
implementing δ(ci, cj) directly as a linear function requires
O(MKD) space complexity. To alleviate this problem,
a coordinate decomposition approach is used inspired by
[41]. Given a query voxel (vi, gi, ci) and a nearest neighbor
voxel (vj , gj , cj), the relative position encoding between ci
and cj can be decomposed as follows:

δ(ci − cj) = δ [(ci − vi) + (vi − vj)− (cj − vj)] . (9)

As seen in Eq. 9, the memory-consuming δ(ci − cj) is de-
composed in three parts, since δ is a linear operator. The
space complexity of δ(ci, cj) is reduced from O(MKD) to
O(MD+KD) because the space complexity of δ(ci− vj)
and δ(vi − vj) will be O(MD) and O(KD). The decom-
position is illustrated in detail in Fig. 4.

Unfortunately, using the softmax function in Eq. 8 will
often result in degenerate weights due to the sparsity of the
inputs. The input size is variable and often an input only
contains a single point or none. When |τi| is 1 (i.e. a single
point in the neighborhood), the attention weights are nor-
malized into the constant 1, so LSA will be downgraded to
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a linear function φ. To prevent this, we replace the softmax
with cosine similarity in Eq. 8, rewriting it as:

LSA (ci) =
∑
j∈τi

δT (ci − cj)gi
∥δ(ci − cj)∥ ∥gi∥

φ(gj) (10)

After the LSA operation, the result is decoded with 3D
convolutional and deconvolution operations, with a coarse
residual block inspired by Feature Pyramid Networks [31]
(illustrated in Fig. 2). Finally, generalized mean pool-
ing (GeM) [43] aggregates over all voxels to obtain a sin-
gle 256-dimensional embedding vector. GeM is defined as

ek =
(

1
n

∑n
j h

p
kj

)1/p

, given the k-th feature of the j-th
voxel hkj and a learnable exponent parameter p.

5. Loss function
Similarly to Zywanowski et al. [59], we use a triplet

margin loss based on the batch hard negative mining ap-
proach. A batch of scans with size n is built by sampling
n/2 structurally similar scans. The batch is then used as
the input of our network to compute global descriptors. No-
tably, two n× n boolean masks are computed, one indicat-
ing structurally similar pairs and the other structurally dis-
similar pairs. Informative training triplets are constructed
based on the boolean masks. Additionally, we only mine
the hardest positive and the hardest negative scans in one
batch. The hard mining triplet loss can be formulated as:

L = max (m+ d (ψa, ψp)− d (ψa, ψn) , 0) (11)

where ψa is an anchor point cloud, ψp a hard positive point
cloud (structurally similar to the anchor), ψn a hard negative
point cloud (structurally dissimilar to the anchor). m is a
pre-defined margin parameter.

6. Experiments
6.1. Datasets

To showcase the performance of our CASSPR on single
LiDAR scan data, we first train and evaluate CASSPR on
two public LiDAR datasets: USyd Campus [56] and TUM
City Campus [58] dataset. To test the generalization ability
and compare with other methods fairly, we also train and

evaluate on Oxford RobotCar [38]. Different with USyd
and TUM dataset, the point clouds in Oxford RobotCar are
generated from 2D scans accumulated over time.

USyd Campus Dataset. The USyd Campus Dataset
(USyd) [56] contains data collected by a small electric car
driving the same route around the university of Sydney cam-
pus over 50 weeks in varying weather conditions. The array
of sensors includes a Velodyne VLP-16 LiDAR, six cam-
eras, and GPS/IMU. Following [59], we split consecutive
LiDAR scans at intervals of 5 meters traveled distance, re-
sulting in about 735 scans each run. Each scan covers 100
meters in diameter. The point clouds are downsampled us-
ing the voxel grid filter to 4096 points. Notably, the ground
plane is not removed.

Oxford RobotCar Dataset. The Oxford RobotCar
dataset [38] consists of data collected by a SICK LMS-
151 2D LiDAR scanner recorded over a year, with a total
length over 1000 km. Point clouds in Oxford RobotCar are
generated from 2D scans accumulated over time to create
a unified 3D map. The 3D map is divided into submaps
with 20m length, and each submap includes exactly 4096
equally distributed points.

TUM City Campus Dataset. The TUM City Campus
(TUM) dataset [58] contains two recordings taken at the
city campus of the Technical University of Munich. Two
Velodyne HDL-64E LiDAR sensors are mounted on Mo-
bile Distributed Situation Awareness (MODISS). The ac-
quisition resulted in more than 10,500 scans for each run.
A single scan includes 130K points per rotation and cov-
ers a large area of 120 meters in diameter. The point cloud
scans are split roughly every 5 meters without overlapping
based on the scanner positions. Ground removal is applied
to remove uninformative patterns. We then downsample the
point clouds to 4096 points using the voxel grid filter.

In-house datasets. We validate the generalization ca-
pabilities of networks trained only on Oxford RobotCar
by utilizing three additional in-house datasets collected in
a university sector (U.S.), a residential area (R.A.), and
a business district (B.D.) with a sensor Velodyne-64 Li-
DAR [2]. The datasets contain single-scan sequences of
lengths 10 km, 8 km, and 5 km, respectively.

6.2. Evaluation criteria

Following [2], Average Recall at TopN (AR@N) is used
as an evaluation metric, which means the location is cor-
rectly recognized if the N most similar scans matched from
the database contain at least one location within the distance
d from the query. Top 1 counts the number of times the first
match from the database matches the query location. We
also present the Average Recall for Top 1% (AR@1%) re-
sults for comparison to the state-of-the-art solutions. For
the TUM dataset, we regard the retrieved scan as a correct
match if the distance is within d = 5m. For the USyd, Ox-



Table 1. Average recall (%) at top 1% (@1%) and top 1 (@1) for
each model trained on the USyd and TUM dataset. * indicates the
results reported in MinkLoc3D-S [59].

USyd dataset TUM dataset
AR @1% AR @1 AR @1% AR @1

PointNetVlad 81.7 60.7 76.3 61.9
PCAN 86.4 68.7 87.8 71.2

SOE-Net 78.9 52.8 83.5 66.9
MinkLoc3D 98.1* 91.7* 82.7 66.9

MinkLoc3D-S 98.8* 93.9* 85.7 69.1
CASSPR 98.9 97.6 97.1 85.6

ford RobotCar, and In-house datasets, the distance is set as
10m, 25m, and 25m, respectively.

6.3. Results

6.3.1 Comparisons on the USyd and TUM Dataset.

We compare our CASSPR with the state-of-the-art meth-
ods: PointNetVlad [2], PCAN [53], SOE-Net [50], Min-
kLoc3D [27], and MinkLoc3D-S [59]. For a fair compar-
ison, we re-trained and tested on the USyd dataset using
publicly-available code. Table 1 (left) shows the top 1% and
top 1 recall of each method on the USyd datasets. CASSPR
achieves the best performance of 98.9% / 97.6% at AR@1%
/ AR@1, exceeding the performance of the previous SOTA
MinkLoc3D-S by 3.9% on AR@1. It demonstrates that
CASSPR can generate more discriminative global descrip-
tors compared with point-based or voxel-based baselines.

We also conduct experiments on the TUM dataset. The
results in Table 1 (right) show that the proposed CASSPR
outperforms others significantly. Notably, CASSPR
achieves the recall of 97.1% at top 1%, exceeding the re-
call of the current state-of-the-art method by 9.3%. Fur-
thermore, our CASSPR achieves an average recall of
85.6% at top 1, which has a significant advantage (16.5%
) over MinkLoc3D-S. Fig. 1 (Bottom) shows the recall
curves of PointNetVLAD, PCAN, SOE-Net, Minkloc3D,
MinkLoc3D-S, and ours for the top 25 retrieval results.
The plot demonstrates a consistently superior performance
of CASSPR over the compared baselines. Comparing the
results on the USyd and TUM benchmarks, we notice
CASSPR performs much better on the latter. This might
be caused by the fact that the TUM dataset has less data
compared to the USyd dataset with only two recorded runs.

6.3.2 Comparisons on the Oxford RobotCar datasets.

To further demonstrate the capabilities of our CASSPR,
we also conduct experiments on benchmark datasets intro-
duced in [2]. Following the baseline networks proposed in
[2, 53, 35, 23, 50, 27, 57, 24, 13, 22], we train and evaluate
on the Oxford RobotCar. Three in-house datasets are used
to verify the generalization ability of models on unseen sce-
narios. We use the same settings in Minkloc3D, except that

Table 2. Average recall (%) at top 1% (@1%) and top 1 (@1) for
each of the models trained on the Oxford RobotCar. Our CASSPR
achieves the best performance on all benchmarks.

Oxford U.S. R.A. B.D.
AR @ {1, 1%} 1 1% 1 1% 1 1% 1 1%

PN-VLAD [2] 62.8 80.3 63.2 72.6 56.1 60.3 57.2 65.3
PCAN [53] 69.1 83.8 62.4 79.1 56.9 71.2 58.1 66.8
LPD-Net [35] 86.3 94.9 87.0 96.0 83.1 90.5 82.5 89.1
EPC-Net [23] 86.2 94.7 - 96.5 - 88.6 - 84.9
HiTPR [22] 86.6 93.7 80.9 90.2 78.2 87.2 74.3 79.8
SOE-Net [50] 89.4 96.4 82.5 93.2 82.9 91.5 83.3 88.5
MinkLoc3D [27] 93.0 97.9 86.7 95.0 80.4 91.2 81.5 88.5
NDT-T [57] 93.8 97.7 - - - - - -
PPT-Net [24] 93.5 98.1 90.1 97.5 84.1 93.3 84.6 90.0
SVT-Net [13] 93.7 97.8 90.1 96.5 84.3 92.7 85.5 90.7
MinkLoc3D-S [59] 92.8 81.7 83.1 67.7 72.6 57.1 70.4 62.2

CASSPR (Ours) 95.6 98.5 92.9 97.9 89.5 94.8 87.9 92.1

we add the LSA unit followed by each 3D convolution layer.
The HCAT is removed because the spherical representation
is not suitable for 2D aggregated scans, as verified in [59].

We compare CASSPR with the state-of-the-art meth-
ods, including PointNetVLAD [2], PCAN [53], LPD-
Net [35], EPC-Net [23], SOE-Net [50], Minkloc3D [27],
NDT-Transformer [57], PPT-Net [24], SVT-Net [13], and
HiTPR [22]. The dimensions of all global descriptors are
set to 256. The evaluation results are shown in Table. 2.
CASSPR achieves state-of-the-art results on the Oxford
RobotCar, with 2.6% improvements at AR@1 over Min-
kLoc3D. Compared with NDT-Transformer, PPT-Net, SVT-
Net, and HiTPR, which are all based on Transformers, our
CASSPR still achieves a remarkable improvement. Com-
pared with PCAN and SOE-Net, CASSPR exceeds the re-
call of PCAN and SOE-Net by 26.5% and 6.2% at AR@1,
respectively. This suggests that the proposed hierarchical
attention with a point branch is more effective than the at-
tention strategies used in PCAN and SOE-Net.

In addition, CASSPR surpasses other methods signifi-
cantly on the in-house datasets, despite the existence of a
large domain shift. This demonstrates that the global de-
scriptors generated by CASSPR can generalize better than
the previous state-of-the-art methods.

6.4. Ablation study

To assess the relative contribution of each module, we re-
move the LSA and the HCAT (including the point branch)
from our network one by one, denoted as CASSPR HCAT
and CASSPR LSA, respectively. We also switch the
key/value and query for the fusion unit of HCAT, namely
the point branch acting as a query. and the voxel branch as
a key and value, denoted as CASSPR Switch. All networks
are trained on the TUM dataset, with results shown in Ta-
ble 3. CASSPR HCAT outperforms MinkLoc3D-S in recall
by 8.6%, indicating the proposed HCAT is a crucial part



of a successful fusion strategy. The LSA unit brings sig-
nificant improvements on the average recall metric (7.9%),
when compared against MinkLoc3D-S performance. The
results are consistent with our expectation that compensat-
ing for quantization losses and introducing long-range con-
texts is essential for generating a more discriminative global
descriptor. Combining both modules achieves the best per-
formance, improving the performance by 11.4% and 16.5%.
We also observe inferior performance of CASSPR Switch
to the proposed method when changing the sequence of
key/value and query in the second stage. Specifically,
CASSPR Switch achieves top 1% recall of 98.1% on the
USyd dataset and 89.2% on the TUM dataset, lower than
the accuracy achieved by the proposed CASSPR of 98.7%
and 97.1% respectively. We thus conclude the voxel branch
plays a more significant role compared to the point branch
when fusing the features.

Impact of sparsity. We also studied how performance
changes as we vary the sparsity of the point clouds. The
horizontal scanning angle θ (presented in Sec. 4.2) is cho-
sen to determine the number of points fed into the network.
Specifically, more points would be lost as ∆θ increases. As
we vary ∆θ the other two parameters are kept constant at
their default values, ∆r = 2.5 and ∆φ = 1.875. Fig. 5
shows the influence of increasing the quantization parame-
ter ∆θ on the performance of our CASSPR and two base-
lines from both point-based and voxel-based communities,
PCAN [53] and MinkLoc3D-S [59]. We randomly choose
10 sequences from the USyd dataset [56] for the study. We
split all scans into train and test sets analogously to [59].
While MinkLoc3D-S naturally quantizes input point clouds
in order to construct sparse input tensors, PCAN relies en-
tirely on the input scan data. Therefore, to fairly com-
pare point-based and voxel-based approaches, we manually
quantize point clouds based on the chosen quantization pa-
rameters before feeding them to PCAN. PCAN is signifi-
cantly affected by the point cloud quantization with a larger
azimuthal angle (Fig. 5). In comparison to the voxel-based
MinkLoc3D-S, our CASSPR shows consistently higher ac-
curacy and robustness to increasingly sparse data. Specifi-
cally, a larger horizontal angular size (6 to 25 degrees) re-
sults in the AR@1 decrease of ≈ 3%, while the impact
is more significant for MinkLoc3D-S with ≈ 6%. We at-
tribute this effect to the interplay between the point-based
and voxel-based branches of our method. While the voxel-
based branch becomes weaker and less informative with in-
creasing sparseness, the point-based branch plays a more
influential role thanks to the mediation of the proposed hi-
erarchical cross-attention unit.

6.5. Computational cost analysis

In this section, we analyze the required computational re-
sources of different global descriptors in terms of the num-
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Figure 5. The impact of increasing azimuthal angle quantization
∆θ on the average top 1 recall (AR@1) for MinkLoc3D-S [59],
PCAN [53] and our CASSPR on the USyd sequences [56]. While
point-based PCAN is significantly affected by larger voxeliza-
tion ranges, CASSPR remains robust across a wide quantization
spectrum. Our method is also consistently more accurate than
MinkLoc3D-S.

Table 3. Ablations of the hierarchical cross-attention transformer
(HCAT) and lightweight self-attention (LSA) on the TUM dataset.

Method HCAT LSA Ave recall @1% Ave recall @1

MinkLoc3D [27] 82.7 66.9
MinkLoc3D-S [59] 85.7 69.1

CASSPR HCAT ✓ 94.3 77.7
CASSPR LSA ✓ 93.6 84.9

CASSPR Switch ✓ ✓ 89.2 77.7
CASSPR (Ours) ✓ ✓ 97.1 85.6

Table 4. Computational cost requirements of different 3D global
descriptors on the TUM dataset. * indicates the consumption in-
cluding the HCAT and an LSA.

Methods Parameters (M) Time Usage (ms) Performance
Total Attention Total Backbone Attention AR @1%

PointNetVLAD [2] 19.8 N/A 12.6 12.6 N/A 76.3
PCAN [53] 20.4 0.6 66.8 27.8 39.0 87.8
SOE-Net [50] 19.4 1.6 66.9 29.8 37.1 83.5
MinkLoc3D-S [59] 1.1 N/A 6.0 6.0 N/A 85.7
CASSPR (Ours) 3.8 0.057* 29.7 15.6 14.1* 97.1

ber of parameters and time efficiency. For a fair compari-
son, all methods are tested on the TUM dataset with a sin-
gle NVIDIA V100 (32G) GPU. As shown in Table 4, our
CASSPR takes 29.7ms to encode one scan into a global
descriptor with only 3.8M parameters. Although CASSPR
is a point-voxel fusion architecture, it has lower trainable
parameters compared with the pure point-based methods,
including PointNetVLAD, PCAN, and SOE-Net. For infer-
ence time, CASSPR is faster than the attention-based meth-
ods PCAN and SOE-Net per scan (29.7ms vs. 66.8ms). In
addition, our attention units, including the HCAT and LSA,
are significantly more lightweight (91% improvement in
memory) and faster (62% improvement in inference time).
However, compared with pure voxel-based MinkLoc3D-S,
CASSPR has more parameters and running time due to the
extra point branch (5ms), HCAT module (12.7ms) and
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Figure 6. Example retrieval results of CASSPR on the TUM
dataset, best viewed on a screen. For each retrieval, the query
point cloud and top 3 retrievals are shown. The point clouds’ ori-
gins are also indicated in a reference map on the right. a) shows
the successful retrieval cases, while b) shows a failure case.

LSA (1.4ms) unit.

6.6. Results visualization on the TUM dataset

In addition to quantitative results, we show qualitative
results of two correctly retrieved matches and one failure
case in Fig. 6. A full traversal is made as the reference map
on the TUM dataset. Then we choose three query point
clouds from the traversal, with each representing a single
scan from the testing areas. For each scan, the query point
cloud and the top 3 retrieved matches are shown on the left.
It is clear that the best match has a very similar geometry
to the query point cloud. We also display the location of
each point cloud in the reference map on the right. For each
query, the location of the top 1 result (indicated by the blue
circle) is correctly overlapped with the query location (rep-
resented by the red cross).

6.7. Evaluation of loop closure detection

In this section, we evaluate loop closure detection perfor-
mance on the KITTI Odometry benchmark [18], sequences

Table 5. Comparison of loop closure detection performance on the
KITTI Odometry benchmark. The sequence number is reported in
parentheses, e.g. (00).

AP (00) AR@1 (00) AUC (00) F1 (08)
LCDNet [6] 0.97 - - -

OverlapNet [7] - 81.6 86.7 -
OverlapTransfomer [37] - 90.6 90.7 -

CVTNet [36] - - 91.1 -
AttDLNet [5] - - - 0.13

CASSPR (Ours) 0.96 97.9 92.9 0.30

00 and 08, using the same evaluation protocol as in the pre-
vious works [6, 7, 37, 36, 5]. The performance is reported
in Table 5 above. Note that only values that are available
in the original publications are reported. CASSPR achieves
the best performance, and only for Average Precision (AP)
on the sequence 00, our method is on par with LCDNet [6].

7. Conclusion
We proposed CASSPR as a cross attention transformer

for single scan based place recognition. In a dual-branch
hierarchical cross attention transformer, it combines both
the multi-scale spatial context of voxel-based approaches
with the local precision of point-based approaches. This
way, we compensate for quantization losses of voxel-based
approaches and introduce long-range context dependency.
Extensive experiments demonstrate that CASSPR improves
the retrieval performance over the state-of-the-art signifi-
cantly. In particular, the results confirm that CASSPR is
robust to quantization losses. Future work will explore
its integration into Simultaneous Localization and Map-
ping (SLAM) pipelines for efficient temporal aggregation
of point clouds and robustness to moving objects.
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and Achim J Lilienthal. Automatic appearance-based loop
detection from three-dimensional laser data using the normal
distributions transform. Journal of Field Robotics, 26(11-
12):892–914, 2009. 2

[40] Raul Mur-Artal, Jose Maria Martinez Montiel, and Juan D
Tardos. Orb-slam: a versatile and accurate monocular slam
system. IEEE transactions on robotics, 31(5):1147–1163,
2015. 1

[41] Chunghyun Park, Yoonwoo Jeong, Minsu Cho, and Jae-
sik Park. Fast point transformer. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 16949–16958, 2022. 5

[42] Charles R Qi, Hao Su, Kaichun Mo, and Leonidas J Guibas.
Pointnet: Deep learning on point sets for 3d classification
and segmentation. In Proceedings of the IEEE conference

on computer vision and pattern recognition, pages 652–660,
2017. 2, 3, 4
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