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Language models, such as GPT-3 and ChatGPT, demonstrate remarkable abilities to follow diverse human
instructions and perform awide range of tasks, using instruction fine-tuning. However, whenwe probe language
models with a range of basic table-understanding tasks, we observe that today’s language models are still
sub-optimal in many table-related tasks, likely because they are pre-trained predominantly on one-dimensional
natural-language texts, whereas relational tables are two-dimensional objects.

In this work, we propose a new “table fine-tuning” paradigm, where we continue to train/fine-tune language
models like GPT-3.5 and ChatGPT, using diverse table-tasks synthesized from real tables as training data,
which is analogous to “instruction fine-tuning”, but with the goal of enhancing language models’ ability
to understand tables and perform table tasks. We show that our resulting Table-GPT models demonstrate:
(1) better table-understanding capabilities, by consistently outperforming the vanilla untuned GPT-3.5 and
ChatGPT, on a wide range of table tasks (data transformation, data cleaning, data imputation, table-QA, etc.),
including tasks that are completely holdout and unseen during training, and (2) strong generalizability, in
Table-GPT’s ability to respond to diverse human instructions to perform new and unseen table-tasks, in a
manner similar to GPT-3.5 and ChatGPT.

Our code, training data, as well as an extensive evaluation benchmark for table-tasks, are released at
https://github.com/microsoft/Table-GPT for future research.

CCS Concepts: • Information systems→ Data management systems.

Additional KeyWords and Phrases: Language Models, Table Models, Table Fine-tuning, Instruction Fine-tuning,
Multi-task Training, Table Tasks, Synthesized Training Data, Model Generalizability, Unseen Tasks

∗Work done while at Microsoft.

Authors’ addresses: Peng Li, Georgia Institute of Technology, Atlanta, USA, pengli@gatech.edu; Yeye He, Microsoft Research,
Redmond, USA, yeyehe@microsoft.com; Dror Yashar, Microsoft, Redmond, Israel, dror.yashar@microsoft.com; Weiwei
Cui, Microsoft Research, Redmond, China, weiweicu@microsoft.com; Song Ge, Microsoft Research, Redmond, China,
songge@microsoft.com; Haidong Zhang, Microsoft Research, Redmond, China, haizhang@microsoft.com; Danielle Rifinski
Fainman, Microsoft, Redmond, Israel, danielle.rifinski@microsoft.com; Dongmei Zhang, Microsoft Research, Redmond,
China, dongmeiz@microsoft.com; Surajit Chaudhuri, Microsoft Research, Redmond, USA, surajitc@microsoft.com.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the
full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored.
Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM 2836-6573/2024/6-ART176
https://doi.org/10.1145/3654979

Proc. ACM Manag. Data, Vol. 2, No. 3 (SIGMOD), Article 176. Publication date: June 2024.

https://github.com/microsoft/Table-GPT
https://doi.org/10.1145/3654979


176:2 Peng Li et al.

ACM Reference Format:
Peng Li, Yeye He, Dror Yashar, Weiwei Cui, Song Ge, Haidong Zhang, Danielle Rifinski Fainman, Dongmei
Zhang, and Surajit Chaudhuri. 2024. Table-GPT: Table Fine-tuned GPT for Diverse Table Tasks. Proc. ACM
Manag. Data 2, 3 (SIGMOD), Article 176 (June 2024), 28 pages. https://doi.org/10.1145/3654979

1 INTRODUCTION

Large language models, such as GPT and LLaMA, have recently demonstrated impressive abilities
in performing diverse natural-language tasks [8, 11, 15, 67]. Considering the abundance of table
data (e.g., database tables and spreadsheet tables) and the value they represent, it is essential to
study and improve language models’ abilities on understand tables. In the literature, a number of
pioneering works, such as [25, 38, 52, 56], have also shown that by using “prompt engineering”,
or carefully selecting the best instructions and few-shot examples for a particular task, language
models can perform well on a number of table-tasks such as entity matching and data imputation.
While prompt-engineering is a promising direction to enhance model performance, it requires

task-specific tuning (e.g., using task-specific labeled data to find the best instruction/example
combinations to use in prompts) [9, 11, 81]. We in this work propose an orthogonal paradigm
called “table-tuning”, where instead of modifying prompts, we modify the weights of the underlying
language models for once (i.e., not task-specific), by continuing to train the models using diverse
table-tasks to improve their ability to understand tables (which is analogous to the use of instruction-
tuning to improve models’ ability to follow instructions [53, 76]). We show that table-tuned Table-
GPT consistently outperforms the vanilla GPT-3.5 and ChatGPT on a wide range of table tasks
(data transformation, data cleaning, data profiling, data imputation, table-QA, etc.), including
new and unseen table-tasks not used in training. We note that our model-tuning approach is also
complementary to prompt-engineering, because carefully engineered prompts can continue to
benefit both vanilla language models and our table-tuned models.
Today’s language models cannot “read tables” reliably. While today’s language models

excel in natural-language tasks, we start by asking the question of whether these models are optimal
for table-tasks, because after all, they are pre-trained predominantly on texts, which are different
from tables in many ways.

Specifically, natural language texts are generally (1) one-directional, (2) read left-to-right, where
(3) swapping two tokens will usually change the meaning of the text. In contrast, relational tables
are (1) two-dimensional in nature with both rows and columns, where (2) reading top-to-bottom
in the vertical direction (for values in the same column) is crucial in many common table-tasks.
Furthermore, (3) unlike text, tables are largely “invariant” to row and column permutations, where
swapping two rows or columns does not generally change the semantic meaning of a table.
With these in mind, we perform two simple tests to probe language models’ ability to “read”

tables and then answer basic questions, which we refer to as (T-1) Missing-value-identification,
and (T-2) Column-finding, as shown in Figure 1.

In (T-1) Missing-value-identification, we show language models with a real table, presented in a
markdown [2] or other formats 1, where we make sure that there is exactly one empty cell in the
table. We then ask the models to identify the empty cell, by responding with the cell’s column-name
and row-id, repeating 1000 times using 1000 randomly sampled real tables. Despite the impressive
ability of language-models like GPT-3.5 to perform diverse NLP tasks, we find that they fail on a
surprisingly large fraction (up to 74%) of such tests, by responding with incorrect column-headers

1Markdown table is the format that models like GPT prefer to use when generating table responses, presumably they are
pre-trained on GitHub data, where markdown-tables are abundant. We also test other table formats such as JSON and XML,
which we will discuss later in the experiments.
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Fig. 1. Two simple tests to probe language-models’ ability to read tables. (Left) T-1: Missing value identification,

which is to identify the column-header/row-id of a missing cell. (Right) T-2: Column-Finding, which is to

identify the column-name of a given value. Even large models (e.g. 175B GPT-3.5 models like text-davinci-002)

can frequently fail on such tests, with only 0.26 accuracy in one variant of the tests.

Fig. 2. Example table-tasks, where the ability of language models to “read” tables vertically is important.

(Left) T-3: TableQuestion-Answering. (Right) T-8: Data Imputation. More tasks like these are shown in Table 2.

or row-ids – for instance, in the example shown in Figure 1, the model may answer that the missing
cell is located in the column “music”, when the correct answer should be “art”.
In order to ensure that there is no ambiguity in what “missing value” or “empty cell” could

mean to language models, we design a second and even simpler test, which we refer to as (T-2)
Column-finding, shown on the right of Figure 1. In this test, we present a language model with
a real table, and ask it to find a specific cell-value that appears exactly once in the entire table
(e.g., “93” in this example), and then respond with the column-name of the that value. We find that
language models such as GPT-3.5 are prone to fail on such tests again (e.g., answering that “93” is
in the column “art” when the correct answer should be “music”), failing on over half of such tests.

These simple probes show that today’s large languagemodels, when pre-trained on large amounts
of one-directional natural-language texts, are not best-suited to “read” two-dimensional tables,
especially in the vertical direction, which however is crucial for many common table-tasks.

Consider, for example, the popular NLP task of (T-3) Table-QA [14, 55, 66], where the task is to
answer a natural-language question, based on the content of a given table. The left side of Figure 2
shows such an example, where the question is “How many second-graders scored over 90 in art,

in the table below?” Imagine that a model is not able to “read” tables correctly, it may believe
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Fig. 3. Instruction-tuning vs. Table-tuning. (Left): Instruction-tuning is a technique developed in the NLP

literature that continues to train language models (e.g., GPT) for instruction-following capabilities (e.g.,

leading to ChatGPT). (Right): Table-tuning is an analogous approach we propose to train language models to

better understand tables and perform table-tasks.

that both “Jennifer” and “James” satisfy the condition (because it believes “93” is in the column
“art”, as in Figure 1 (Right)), and therefore answer “2”, instead of the correct answer “1”.

We emphasize that the ability to read tables in the vertical direction (top-to-bottom for values in
the same column), is similarly important in many other table-tasks, such as data-imputation (shown
on the right of Figure 2), data-transformation, error-detection, and even code-related tasks such
as NL-to-SQL (e.g., if a natural-language utterance such as “93” cannot be located in the correct
column, then the code generated by language models to filter rows using the value “93”, may also
be referencing incorrect columns). These are just examples of many other table-tasks we study in
this work (listed in Table 2), where the ability to read tables correctly is crucial.

Furthermore, we find that large language models can be sensitive to the order in which rows and
columns are presented in a table – e.g., when we swap the order of two rows and columns in a table,
a model can change its response to a table-task, even when such a swap should not change the
semantic meaning of the table. This is presumably because language-models are pre-trained on text
where the order of tokens matters (e.g., “Jennifer called you” vs. “you called Jennifer”), leading
to sub-optimal behaviors when tables are used as input (which should generally be invariant to
row and column permutations).

There aremore observations like these, andwe believe they all point to new research opportunities
for us to improve the underlying language model, by enhancing their ability to understand tables
and perform table-tasks.

Instruction-tuning in NLP: train language models to follow diverse human instructions.
To change the behaviour of language models, successful attempts have been made in the NLP
community, using a technique known in the literature as “instruction-tuning” [53, 61, 76–78].

It was observed in the NLP literature [11, 53, 78], that while early versions of pre-trained language
models are able to predict the likely next token (e.g., “write a bedtime”→ “story”), they cannot
reliably follow higher-level instructions from humans (e.g., “write a bedtime story about a bear,

for a 3 years old, in 100 words”) – the latter is a behavior only demonstrated in later models
like ChatGPT, through the instruction-tuning process, as illustrated on the left of Figure 3.
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Specifically, in instruction-tuning, diverse training data in the form of “(instruction, completion)”
pairs are constructed, often manually annotated by human labellers [53], e.g. (“write a bedtime

story about a bear” → an-actual-human-written-story), as demonstrations for language-models
to learn how to follow high-level human instructions. Such data are then used to continue to
train language models, to improve their ability to understand and follow instructions, leading to
well-known models such as ChatGPT/InstructGPT [3, 53], as well as their open-source counterparts,
like Stanford-Alpaca [5] and LLaMA-chat [67].

Table-tuning: train language models to understand tables. We believe that the success of
the instruction-tuning research in NLP holds lessons for us, when we aim to enhance language
models’ ability to understand tables.

In this work, we propose a “table-tuning” paradigm analogous to instruction-tuning, where we
continue to train language models, using diverse training data synthesized from real tables, in the
form of (instruction, table, completion), as demonstrations for language models to learn how
to correctly perform table-tasks. This process is illustrated on the right of Figure 3.
Through extensive experiments, we show that “table-tuning” is promising as our resulting

Table-GPT models are:
(1) Strong table models: Table-GPT substantially outperforms 175B GPT-3.5 (text-davinci-002)
and ChatGPT (text-chat-davinci-002), on a wide range of seen and unseen table-tasks (data
transformation, data cleaning, data profiling, data imputation, table-QA, etc.), as we summarize
in Table 2 and Figure 8/Figure 9;
(2) Generalizable to new tasks: Table-GPT can respond well to novel and unseen table-tasks,
similar to howChat-GPT can generalize and respond to new and unseen NLP-tasks, like illustrated
in Figure 5. We find that even on NLP benchmarks like GLUE, which are not our focus (not table
tasks) and completely out-of-domain during fine-tuning, we observe Table-GPT to show strong
improvements over GPT-3.5, underscoring the good generalizability of our approach.
We perform an extensive number of train and test experiments (with many failed attempts), and

we report the lessons learned in the process. We believe Table-GPT are just first steps in the new
table-tuning direction, and hope our effort can serve as a springboard for new research in the area.

Contributions.We make the following contributions in this work:
• We propose a new “table-tuning” paradigm, specifically designed to enhance language models’
ability to perform table-tasks, using diverse table-tasks synthesized from real tables.
• We develop task-level, table-level, instruction-level, and completion-level data augmentation
techniques for table-tuning, which we show are crucial to avoid over-fitting and ensure the
generalizability of Table-GPT.
• We show that Table-GPT not only excels on table-tasks in both zero-shot and few-shot settings
out of the box, but can also serve as a “table foundation model” and used as a better starting point
than vanilla GPT, for down-stream single-task optimizations such as task-specific fine-tuning
and prompt-engineering.
• We release our code, training data, as well as an extensive evaluation benchmark for table-tasks
to facilitate future research [6].

2 PRELIMINARIES

We will start with a review of language models, and the use of language models for table-tasks.

2.1 Language models

There are two popular styles of language models today, known as the decoder and encoder-style,
both derived from the original transformer architecture [70].
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Fig. 4. Visual comparison of Instruction-tuning vs. Table-tuning. Instruction-tuning improves model “general-

izability”, to follow diverse human-instructions and perform unseen tasks (y-axis). Our proposed table-tuning

is similar in spirit but aims to improve model ability to understand tables and perform table-tasks (x-axis).

Encoder-style language models. One class of popular language models, including the well-
known BERT [22] and RoBERTa [46], use only encoders from the transformer, and are pre-trained
on large amounts of texts to effectively represent the semantics of texts using embedding vectors.

Down-stream tasks: Task-specific fine-tuning. To use encoder-style models like BERT for down-
stream tasks, task-specific fine-tuning is generally employed [26, 45], which continues to fine-tune
(or train) BERT-like models for a given task, using task-specific labeled data. For example, suppose
the downstream task is sentiment analysis of Yelp restaurant reviews, then labels in the form of
(“The food is amazing”, “positive”), (“The service is slow”, “negative”), are needed to fine-tune
BERT-like models for the desired outcome [22, 60].
Crucially, when the target input data or the desired output changes, the labeling effort often

needs to repeat for the best performance. For example, if the input data for sentiment analysis
changes to IMDB reviews, or if the output needs to include a classification of “cuisine-type” for
restaurant reviews. While encoder-style language-models are strong models, the need to fine-tune
with task-specific labelled data limits its ability to generalize to new unseen tasks [22, 27, 46, 60].

Decoder-style “generative” languagemodels.Another class of decoder-only languagemodels,
such as GPT [11] and LLaMa [67], are generative in nature, and are shown to excel in generalizing
to new downstream tasks without task-specific fine-tuning [11].

Generalize to new tasks: zero-shot and few-shot learning. It was shown in the NLP literature
that the decoder-style models (e.g., GPT and LLaMa), especially after instruction-tuning [43, 53,
61, 75–78, 94] (e.g., ChatGPT/InstructGPT [3, 53] and Stanford Alpaca [5]), can adapt to new tasks
easily, using just natural-language instructions (e.g., “classify the sentiments in the following

reviews”), and optionally a few examples. Such an approach can adapt to new datasets (e.g., IMDB
vs. Yelp reviews) and new tasks (sentiment-analysis vs. machine-translation), without fine-tuning
on labeled data for each specific task, making the decoder-style models more versatile. Figure 4
shows the benefit of “instruction-tuning” in model generalizability, depicted on the y-axis.

2.2 Language models for table tasks

Pioneering work in the database literature have employed language models in various ways to
perform table-related tasks.
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Fig. 5. Table-models should ideally “generalize” to new datasets and new tasks. (Left) Column type annotation

(CTA): while CTA is a common table-task, the list of target-types to choose from can vary from dataset to

dataset (e.g., 78 types in [34], and 107 in [21]). Making table-models to “generalize” to new CTA datasets

without needing to retrain is useful. (Right) Extract table from text: a general table-model should act like

ChatGPT, in following instructions to perform ad-hoc unseen table-tasks like this. Our goal in building

Table-GPT is to be generalizable to both new datasetes and new tasks.

Encoder-style language models for table tasks. There is a long and fruitful line of research
(e.g., TURL [21], TaBERT [86], Ditto [44] and Doduo [64]), where table-models are trained based on
encoder-style BERT-like models, which are shown to perform well on various classification-oriented
table-tasks. Such models, however, are unable to perform generative table-tasks such as NL-2-SQL
or table-QA, given the encoder-style nature of their base models.

Furthermore, similar to their BERT-like base models, in order to generalize to a new dataset or a
new task, these encoder-style models typically need to be fine-tuned with task-specific labeled data
for the best performance. As a concrete example, for the table-task of “column-type-annotation” [21,
64], in order to move from one dataset with 78 semantic types [34], to another dataset with 107
semantic types [21], new labeled data have to be obtained, so that the models can be fine-tuned to
generate the correct output with 107 classes [21]. In contrast, a key goal we aim to achieve, is to
build table-models that can adapt to new datasets and tasks without task-specific fine-tuning, using
only high-level instructions (like how humans interact with ChatGPT), as illustrated in Figure 5.

Decoder-style language models for table tasks. With the success of decoder-style language
models such as GPT-3 and ChatGPT, which are shown to perform tasks out-of-the-box with
instructions only, pioneering research in the database field develop “prompt-engineering” techniques
for table-tasks (e.g., [38, 52, 56]), which carefully select instructions and examples in the prompt, to
improve the performance of vanilla language models on table-related tasks. Fine-tuning for select
table tasks has also been proposed (e.g., [83, 89]).

Table-tuning for table-tasks. In contrast to prompt-engineering that optimizes prompts, our
proposed “table-tuning” explores an orthogonal direction, where we continue to train the underlying
language models, for once only (not task-specific), so that the resulting model perform better on a
range of table-tasks. This is complementary to prompt-engineering, because carefully-engineered
instructions and examples can continue to benefit both the vanilla GPT as well as our Table-GPT,
as we will show in our experiments.

Figure 4 shows a visual comparison of table-tuning vs. instruction-tuning. Whereas instruction-
tuning improves model generalizability to follow human instructions (y-axis), table-tuning improves
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Fig. 6. Two variants of (T-1) Missing-cell-identification. (Left) T-1(a): We remove a random cell from a table,

but keep its column-separator. The presence of “| |” indicates a missing cell, which should be easy to identify.

(Right) T-1(b): We remove a random cell, as well as its column-separator, which is a common but challenging

issue in CSV parsing [23, 69, 71].

language models ability to understand tables and perform table-tasks (x-axis). Crucially, as we will
show, our table-tuned models remain to be general and capable of following human-instructions to
perform ad-hoc table-tasks (e.g., in Figure 5), similar to how ChatGPT would behave. In other words,
with Table-GPT we aim to get the “best of both worlds”, with both good table-task performance,
and generalizability to ad-hoc new tasks.

3 CAN LANGUAGE MODELS “READ” TABLES?

Since language models like GPT are pre-trained predominantly on natural language text, we start
by asking whether language models can read tables reliably, which are different from text in many
ways.

One-dimensional (text) vs. two-dimensional (tables). Language models are trained mostly on
natural language text (e.g, books and web pages) and programming code (e.g., GitHub), both of
which that are one-directional that is meant to be read left-to-right, toke-by-token, in a sequential
manner.

In contrast, relational tables are two-dimensional with rows and columns, where reading top-to-
bottom vertically, to see column-headers and other values in the same column (which may be far
away in the context window), is crucial for many table-tasks.

Consider the task of Data-Imputation [10, 50] (T-8 in Table 2), which is to infer a missing value
in a table cell, like shown in the example of Figure 2 (Right). At least for humans, it is natural to
look vertically in the horizontal direction, to see the column-header (“continent” in this case), as
well as other values in the same column (e.g., “Americas”), before one can make a guess for the
missing value.
Even for tasks like Table Question-Answering [55, 66] (T-3 in Table 2), which is traditionally

an NLP problem, examples like Figure 2 (Left) shows that reading vertically in a column (e.g., for
values in the “art” column) is similarly important.

To test language models’ ability to read tables in the columnar direction, we design a few simple
tests. In the first test, referred to as “Missing-value-identification” (T-1 in Table 2), we sample a real
table 𝑇 with no missing cells, and remove a random cell from 𝑇 . We then produce two variants of
the test, like shown in Figure 6:
T-1(a): we keep the column separator of the missing cell and ask language-models to identify the
row-id/column-header of the missing cell, like shown in Figure 6 (Left), which seems simple;
T-1(b): We remove the column separator of the missing cell also, and ask the same question, like
in Figure 6 (Right). This is a common situation in CSV parsing that can be challenging [23, 69, 71],
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as one needs to align values vertically to see which column is missing a value. (In this case,
humans can see that the countries “USA” and “China” should align, the GPD numbers should align,
so there must be a missing cell in “row-2”, in between “China” and “19,373,586”, for the column
“Continent”).
We repeat these two tests 1000 times, using 1000 randomly sampled real tables. Table 1 shows

the result of this test. We can see that it is clearly challenging for language models to read tables
in the column direction, where the accuracy with and without column-separator is 0.38 and 0.26,
respectively. Even with column-separators and explicit few-shot demonstrations, the model is only
able to get half of the tests right (0.51).

Table 1. Accuracy of vanilla GPT-3.5 (Text-Davinci-002), on the task (T-1) Missing-value-identification

shown in Figure 6.

(T-1): Missing Value Identification Find col-header tests Find row-id tests
no col-sep with col-sep no col-sep with col-sep

GPT-3.5 (zero-shot) 0.26 0.30 0.76 0.87
GPT-3.5 (few-shot) 0.38 0.51 0.77 0.91

In the row-direction, the model’s ability to identify a missing cell is clearly better, though still
not great, especially in the “no col-separator” setting.
To ensure that the language models are not confused by what we mean in “missing cell”, we

create a second, even simpler test, called Column-Finding (T-2 in Table 2), illustrated by the example
in Figure 1 (Right), where we ask the model to find the column-header of a specific value, which
appears exactly once in the table, for 1000 randomly sampled tables. Our result show that the
accuracy of GPT-3 is similarly low (0.46), confirming that language models’ ability to read two
dimensional tables is likely insufficient.

Order-sensitive (text) vs. permutation-invariant (tables). In addition, we observe that natural-
language texts tend to be order-sensitive, where swapping two tokens will generally lead to different
meanings. In comparison, tables tend to be permutation-invariant, where swapping two rows or
two columns, should generally not change the semantic meaning of the table.

As a result, we find that when applying language-models to table-tasks like Entity-Matching and
Error-Detection, the predictions can be sensitive to the order in which columns are presented in
the input tables, even if we only slightly re-order the columns. Because the decisions for tasks like
Entity-Matching and Error-Detection should not depend on the order of columns, we believe it
also points to sub-optimal behaviour of language models on tables.

Other differences. There are a number of additional aspects that make tables different from text.
For example, table-cells tend to be short-form entity-names or phrases, which when serialized
in a row, will typically be different from natural-language sentences found in text documents.
Furthermore, because values in the same column tend to have homogeneous values, pairs of
columns encode regular semantic relationships, which is another property not common in texts.
All of these differences motivate us to optimize language models with table-tuning.

4 TABLE-TUNING FOR TABLE-GPT

We propose a new table-tuning paradigm to enhance language models’ ability to understand tables.

4.1 Overall approach: Synthesis-then-Augment

Like discussed earlier, our table-tuning is inspired by the success of “instruction-tuning” from the
NLP literature [53, 76, 78], illustrated in Figure 3 (Left), where diverse training data in the form of
“(instruction, completion)” pairs are used as train data.
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Table 2. A summary of 18 table-related tasks, which we compile and synthesize for Table-GPT. Note

that T1-T4 are held-out “test-only tasks” used exclusively for testing (unseen during training), to test model

generalizability to completely new tasks. [Task categories]: These tasks cover diverse areas such as: table

understanding, table-QA, table matching, table cleaning, table transformation, etc. [Table Data]: we choose

to “synthesize” table tasks from diverse real tables when possible (e.g., when ground-truth can be produced

automatically), so that we can hold existing labeled benchmarks completely separate for testing only (e.g.,

the TDE benchmark is used for testing only). When ground-truth cannot be automatically produced (e.g.,

entity-matching, table-QA, NL-to-SQL, etc.), we use labeled data as training, but still hold test benchmarks

completely separate (e.g., the DeepM benchmark is used exclusively for testing not for training).

Task-name Task description (related work) Task category Table data Train/Test

T-1: Missing-value identification (MV) Identify the row and column position of the
only missing cell in a given table

Table
understanding Synthesized

Test only tasks

T-2: Column-finding (CF) Identify the column-name of a specific value
that appears only once in a given table

Table
understanding Synthesized

T-3: Table-QA (TQA) Answer a natural-language question based on
the content of a table ([14, 55, 66]) Table QA WikiTQ [55],

SQA [35]

T-4: Column type annotation (CTA) Find the semantic type of a column, from a
given list of choices ([21, 34, 85])

Table
understanding

Sherlock [34],
TURL [21]

T-5: Row-to-row transformation (R2R) Transform table data based on input/output
examples ([29, 30, 36])

Data
transformation

Synthesized,
TDE [30]

Train & Test tasks

T-6: Entity matching (EM) Match rows from two tables that refer to the
same real-world entity ([44, 51, 54, 92]) Table matching Magellan [20],

DeepM [1]

T-7: Schema matching (SM) Match columns from two tables that refer to
the same meaning ([39, 48, 57]) Table matching Synthesized,

DeepM [39]

T-8: Data imputation (DI) Predict the missing values in a cell based on
the table context ([10, 50]) Data cleaning Synthesized

T-9: Error detection (ED) Detect data values in a table that is a likely
error from misspelling ([17, 58]) Data cleaning

Synthesized,
new labeled

benchmark [6]

T-10: List extraction (LE) Extract a structured table, from a list that lacks
explicit column delimiters [12, 16, 24]

Data
transformation Synthesized

Train only tasks

T-11: Header value matching (HVM) Match column-headers with its data values
drawn from the same table Table matching Synthesized

T-12: Natural-language to SQL (NS) Translate a natural-language question on a
table into a SQL query ([82, 87]) NL-to-SQL WikiSQL [93]

T-13: Table summarization (TS) Produce a natural-language summary for the
content in a table

Data
augmentation Synthesized

T-14: Column augmentation (CA) Augment a table with additional columns
compatible with a given table

Data
augmentation synthesized

T-15: Row augmentation (RA) Augment a table with additional rows
compatible with a given table

Data
augmentation synthesized

T-16: Row/column swapping (RCSW) Manipulate a given table, by swapping the
position of two rows or columns

Table
manipulation Synthesized

T-17: Row/column filtering (RCF) Manipulate a given table, by filtering on given
rows or columns

Table
manipulation Synthesized

T-18: Row/column sorting (RCS) Manipulate a given table, by performing
sorting on given rows or columns

Table
manipulation Synthesized

Our proposed table-tuning, as illustrated in Figure 3 (Right), is similar in spirit, but we aim to
improve language-models’ ability on tables using diverse “(instruction, table, completion)”
triples, where each such triple defines an instance of a table-task:
Definition 1. An instance of a table-task, denoted by 𝑡 , is defined as a triple 𝑡 = (𝐼𝑛𝑠,𝑇 ,𝐶),

where 𝐼𝑛𝑠 is the natural-language instruction that describes the table-task, 𝑇 is the input table on
which the task is to be performed, and𝐶 is the expected completion from performing the instructed
task on the table 𝑇 .

Example 1. The examples in Figure 1, Figure 2, and Figure 3, show simple examples of table-tasks,
defined by the (𝐼𝑛𝑠,𝑇 ,𝐶) triples, which correspond to (instruction, table, completion) shown on
the figures, respectively. Note that the completion 𝐶 can be natural-language texts (with embedded
to assist answer-parsing), tables, or a combination of both.
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Algorithm 1: Synthesize table-tasks for table-tuning
input :A corpus of diverse real tables C, a set of table-task types S
output :Diverse synthesized table-tasks 𝐴 = {(𝐼𝑛𝑠,𝑇 ,𝐶)}

1 𝐷 ← {}, 𝐴← {}
2 foreach 𝑇 ∈ C, 𝑆 ∈ S do
3 (𝐼𝑛𝑠,𝑇 ,𝐶) ← Synthesize-Table-Task(𝑆,𝑇 ) // (Section 4.2)

4 𝐷 ← 𝐷 ∪ (𝐼𝑛𝑠,𝑇 ,𝐶)
5 foreach (𝐼𝑛𝑠,𝑇 ,𝐶) ∈ 𝐷 do
6 𝐼𝑛𝑠′ ← Augment-Instruction(𝐼𝑛𝑠) // (Section 4.3)

7 𝑇 ′ ← Augment-Table(𝑇 ) // (Section 4.3)

8 𝐶′ ← Augment-Completion(𝐶) // (Section 4.3)

9 𝐴← 𝐴 ∪ (𝐼𝑛𝑠′,𝑇 ′,𝐶′)
10 return 𝐴

The challenge, however, is that prior work on instruction-tuning have shown that the qual-
ity and diversity of the training “(instruction, completion)” pairs is crucial [53, 67], to the
extent that companies hired armies of human labelers to manually generate high-quality com-
pletions, (e.g., instruction: “write a bed-time story with a bear goes to beach”, completion:
an-actual-story-with-bears) [53].
We would like to replicate the success of instruction-tuning in the table domain, but ideally

without the expensive human labeling.
Reusing existing benchmark data: insufficient diversity. One approach to generate table-tasks,

is to use existing benchmark data published in the database literature (similar efforts were made in
the NLP literature for instruction-tuning [78]).

However, we found that when used as training-data for language-models, the existing benchmark
data have:
(1) limited task-diversity: as the literature tends to focus on a few selected table-tasks that are
hard (e.g., entity-matching, data-transformation, etc.); and
(2) limited data-diversity: as benchmark data are typically labeled manually by researchers, only
on a few datasets, which is sufficient as a benchmark for evaluations, but insufficient when we
want to use them as “training data” for language models.

Our attempt to use only existing benchmark data for table-tuning leads to over-fitting, due to the
lack of task and data diversity.

Our approach: Synthesis-then-Augment. We therefore propose a “synthesize-then-augment” ap-
proach to create diverse table-tasks using real tables as listed in Table 2, which can be used as
training data to demonstrate the desirable behavior on tables for language models.
The main steps of our synthesize-then-augment approach is shown in Algorithm 1. First, we

sample a table 𝑇 ∈ C from a large corpus of real tables C, and a type of table-task 𝑆 ∈ S. From
the (𝑇, 𝑆) pair, we synthesize an instance of a table-task 𝑡 = (𝐼𝑛𝑠,𝑇 ,𝐶) (Line 3), which is the task-
synthesis step we will describe in detail in Section 4.2. From the set of diverse instances of table-
tasks created (𝐼𝑛𝑠,𝑇 ,𝐶), we then proceed to “augment” the tasks, at instruction/table/completion
levels (Line 6-8), which is the step that we will describe in Section 4.3. The resulting table-tasks
𝐴 = {(𝐼𝑛𝑠′,𝑇 ′,𝐶′)} become the training data we use for table-tuning.

4.2 Synthesize diverse table-tasks

We now describe how we synthesize diverse instances of table-tasks 𝑡 = (𝐼𝑛𝑠,𝑇 ,𝐶) (Line 3 of
Algorithm 1) using real tables.
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We develop two complementary methods that (1) synthesize new types of table-tasks for task-
diversity, and (2) synthesize new table test-cases of existing table-tasks for data-diversity. We will
discuss each in turn below. Details of the synthesized tasks and examples can be found in our
technical report [7].
Synthesize new types of table-tasks (for task-diversity). Since our goal is to exercise

language-models ability to understand two-dimensional tables, we believe it is not necessary to
focus exclusively on challenging table-tasks that have been the focus of the literature [58]. Instead,
we propose a number of table-understanding, augmentation, and manipulation tasks that are easy to
synthesize, leveraging large amounts of real tables that already exist. Specifically, we crawled 2.9M
high-quality web-tables (e.g., Wikipedia), referred to as C𝑤𝑡 , and 188K database-tables (extracted
from BI data models), referred to as C𝑑𝑏 , and we synthesize table-tasks based on real tables sampled
from these corpus.

We will go over the list of synthesized table-tasks below:
(T-13) Table summarization (TS). Since web-tables often have descriptive titles, we synthesize a

task to summarize the content of a table. Specifically, we sample 𝑇 ∈ C𝑤𝑡 whose table-title 𝑡𝑖𝑡𝑙𝑒 (𝑇 )
is neither too long nor too short, from which we create the table-summarization task 𝑇𝑆 (𝑇 ) as:

𝑇𝑆 (𝑇 ) = (𝐼𝑛𝑠𝑇𝑆 ,𝑇 , 𝑡𝑖𝑡𝑙𝑒 (𝑇 ))
where 𝐼𝑛𝑠𝑇𝑆 is the canonical human-written instruction to describe the TS task (e.g., “Please provide

a succinct summary for the table below”, which will be further augmented in Section 4.3), 𝑇 is a
real table, and 𝑡𝑖𝑡𝑙𝑒 (𝑇 ) is the expected completion for the task.
This task is designed to use real human-written titles for tables, to enhance models ability to

read and understand table. Note that although we use 𝑡𝑖𝑡𝑙𝑒 (𝑇 ) as the expected completion, with
enough data/task diversity, it only “nudges” language-models in the right direction, but does not
over-constrain language-models to over-fit on such completions, which is similar to how training
data in the form of (“write a bed-time story with a bear”→ an-actual-human-written-story)
does not over-constrain/over-fit models in instruction-tuning too.

(T-14) Column augmentation (CA). Augmenting a table with additional plausible columns is
another task that can exercise models’ ability on tables, while being simple to synthesize since we
have lots of real tables in C𝑤𝑡 and C𝑑𝑏 . Specifically, we take the first 𝑘 columns in a table𝑇 , denoted
as𝐶 [1,𝑘 ] (𝑇 ), and ask the language-models to generate the (𝑘 + 1)-th column𝐶𝑘+1 (𝑇 ), which can be
written as:

𝐶𝐴(𝑇, 𝑘) = (𝐼𝑛𝑠𝐶𝐴,𝐶 [1,𝑘 ] (𝑇 ),𝐶𝑘+1 (𝑇 ))
where 𝐼𝑛𝑠𝐶𝐴 is the natural-language instruction for the CA task. This task exercises a model’s
ability to generate realistic columns that are semantically compatible with an existing table 𝑇 .
(T-15) Row augmentation (RA). Similar to Column-augmentation, we synthesize a Row-Augmentation

task where we sample a table 𝑇 , and ask the model to generate the (𝑘 + 1)-th row, given the first 𝑘
rows, which is written as:

𝑅𝐴(𝑇, 𝑘) = (𝐼𝑛𝑠𝑅𝐴, 𝑅[1,𝑘 ] (𝑇 ), 𝑅𝑘+1 (𝑇 ))
This task exercises a model’s ability to synthesize realistic rows compatible with an existing table
𝑇 , which need to align vertically with existing values in the table.

(T-16) Row/column swapping (RS/CS). In this task, we ask themodels to perform a table-manipulation
step, where given a sampled table 𝑇 , we provide an instruction to swap the 𝑖-th and 𝑗-th row. We
programmatically generate the resulting table from the swap operation, denoted as 𝑆𝑤𝑎𝑝 (𝑇, 𝑅𝑖 , 𝑅 𝑗 ),
which is the target “completion”. The Row-swapping task 𝑅𝑆𝑖, 𝑗 (𝑇 ) is written as:

𝑅𝑆𝑖, 𝑗 (𝑇 ) = (𝐼𝑛𝑠𝑅𝑆 ,𝑇 , 𝑆𝑤𝑎𝑝 (𝑇, 𝑅𝑖 , 𝑅 𝑗 ))
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We similarly synthesize the Column-swapping task 𝐶𝑆𝑖, 𝑗 (𝑇 ) as:
𝐶𝑆𝑖, 𝑗 (𝑇 ) = (𝐼𝑛𝑠𝐶𝑆 ,𝑇 , 𝑆𝑤𝑎𝑝 (𝑇,𝐶𝑖 ,𝐶 𝑗 ))

We note that tasks like Row/Column-swapping may seem simple, when they can be performed by
humans either programmatically or manually through an UI (e.g., usingmenu options in spreadsheet
software). However, language models frequently struggle on such tasks, and we are only intending
to use these manipulation tasks as “training data” for language models to better understand tables,
because in the end, regardless of whether we want language-models to generate code or text, input
tables still need to be serialized as text and consumed by language models, where the ability to
read tables correctly is important.

(T-17) Row/column filtering. In this table-manipulation task, we ask models to filter down to
specific rows/columns on a table 𝑇 , based on given row indexes 𝐼𝑟 (e.g., the second and fifth rows),
and column indexes 𝐼𝑐 (e.g., the “country” and “population” columns):

𝑅𝐹 (𝑇, 𝐼𝑟 ) = (𝐼𝑛𝑠𝑅𝐹 ,𝑇 , 𝑅[𝐼𝑟 ] (𝑇 ))

𝐶𝐹 (𝑇, 𝐼𝑐 ) = (𝐼𝑛𝑠𝐶𝐹 ,𝑇 ,𝐶 [𝐼𝑐 ] (𝑇 ))
These tests are again meant to exercise models’ ability to manipulate tables, in both horizontal and
vertical directions.

(T-18) Row/column sorting (RS/CS). In the sorting tasks, we ask models to sort rows in a table𝑇 ,
based on values in a column𝐶 , where the expected output table can be programmatically generated
as the expected completion, which we write as 𝑆𝑜𝑟𝑡𝐶 (𝑇 ):

𝑅𝑆𝐶 (𝑇 ) = (𝐼𝑛𝑠𝑅𝑆 ,𝑇 , 𝑆𝑜𝑟𝑡𝐶 (𝑇 ))
Similarly, we have a task to sort columns in a table 𝑇 , based on column-headers 𝐻 , to produce a
column-header sorted table 𝑆𝑜𝑟𝑡𝐻 (𝑇 ):

𝐶𝑆 (𝑇 ) = (𝐼𝑛𝑠𝐶𝑆 ,𝑇 , 𝑆𝑜𝑟𝑡𝐻 (𝑇 ))
We note that the sorting tasks are fairly challenging for language-models – while we do not expect
models to be perfect on such tasks, they exercises models’ ability to manipulate tables nevertheless.

(T-11) Header-value matching (HVM). In this task, we sample a table 𝑇 , remove all its column
headers 𝐻 to produce the corresponding table without headers, 𝑇 . We then shuffle the headers 𝐻 ,
and ask models to correctly fill 𝐻 into 𝑇 ′, to get back the original 𝑇 :

HVM(𝑇 ) = (𝐼𝑛𝑠𝐻𝑉𝑀 ,𝑇 ,𝑇 )
Like other tasks above, we can synthesize HVM automatically, using large numbers of real tables.
It is intended to help models understand the correspondence between column-headers and values.

Discussions.We observe in our experiments, that these tasks synthesized from real tables improve
the task- and data-diversity, and lead to better model generalizability.
Our list of synthesized table-tasks, however, is clearly not meant to be exhaustive, and we

believe it is only a starting point. With some creativity, many more tasks can be synthesized to
further improve table-tuning. For comparison, the NLP community has amassed over 1000 tasks
for instruction-tuning through community efforts [18], where they show that having more diverse
tasks always help instruction-tuning.
Synthesize new table cases of existing tasks (for data-diversity). There are a number

of important existing types of tasks, such as data-transformation, entity-matching, etc., that are
extensively studied in the database literature. Given their importance, we want to include these
tasks in table-tuning, in the same “(instruction, table, completion)” format. However, like
mentioned earlier, existing benchmarks for these tasks are typically manually labeled on only a few
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datasets, which are meant for evaluations, but too limited as “training data” for language models.
(The other problem is if we use existing benchmarks as training data, then there is no easy way to
evaluate the resulting models on these tasks).
We therefore synthesize new table test-cases for these existing task types, using real tables

sampled from C𝑤𝑡 and C𝑑𝑏 .
(T-5) Row-to-row Data Transformation (R2R) [29, 30]. To synthesize diverse tables involving

transformations, we run a production-quality program-synthesizer, on web-tables sampled from
C𝑤𝑏 , to identify tables 𝑇 ∈ C𝑤𝑏 where there exist two disjoint groups of columns, 𝐶𝑖𝑛 ⊂ 𝑇 and
𝐶𝑜𝑢𝑡 ⊂ 𝑇 , such that using a program inferred from program-synthesis 𝑃 , we have 𝑃 (𝐶𝑖𝑛) = 𝐶𝑜𝑢𝑡 for
all rows in𝑇 (e.g., (first-name, last-name)→ (full-name) in the same table). For such a table𝑇 ,
we remove a random value 𝑣 ∈ 𝐶𝑜𝑢𝑡 , to produce 𝑇−𝑣 where 𝑣 is missing. We then synthesize a task
𝑅2𝑅(𝑇 ) as:

𝑅2𝑅(𝑇 ) = (𝐼𝑛𝑠𝑅2𝑅,𝑇−𝑣,𝑇 )
where given 𝑇−𝑣 as the input, we want to the model to infer the transformation and fill in the
missing 𝑣 to get back the original 𝑇 .

(T-7) Schema Matching (SM) [57]. To synthesize new table test cases for schema matching, we
sample a real table𝑇 , where we take the first 𝑘 rows from𝑇 to produce𝑇1 = 𝑅[1, 𝑘 ] (𝑇 ), and then the
next 𝑘 rows from 𝑇 to produce 𝑇2 = 𝑅[𝑘+1, 2𝑘 ] (𝑇 ). We then “paraphrase” the column-headers in 𝑇2
using GPT (e.g., “company names”→ “enterprises”, “emp-id”→ “employee identifier”, etc.), where
we use𝑀 to denote the mapping of the paraphrased column-headers between (𝑇1,𝑇2). Finally, we
shuffle the columns in 𝑇1 and 𝑇2 to create a task 𝑆𝑀 (𝑇 ) as:

𝑆𝑀 (𝑇 ) = (𝐼𝑛𝑠𝑆𝑀 , (𝑇1,𝑇2), 𝑀)

Like other tasks, this type of mapping tasks can also be synthesized on diverse real tables, and used
as training data for table-tuning.

(T-8) Data Imputation (DI) [10, 50]. For data imputation, we randomly sample a real table𝑇 , and
then remove a random value 𝑣 ∈ 𝑇 , to produce 𝑇−𝑣 . The task 𝐷𝐼 (𝑇 ) is then to predict the missing 𝑣
from the remaining table context in 𝑇−𝑣 :

𝐷𝐼 (𝑇 ) = (𝐼𝑛𝑠𝐷𝐼 ,𝑇−𝑣, 𝑣)

While not all missing values 𝑣 in synthesized DI tasks can be reliably predicted, it nevertheless
trains models to leverage two-dimensional table context for predictions (this is analogous to how
next-tokens cannot always be reliably predicted from texts, yet next-token prediction is still a good
training-objective for language modeling).

(T-9) Error Detection (ED) [58]. To synthesize error-detection tasks, we sample a real table 𝑇 ∈
C𝑤𝑡 ∪ C𝑑𝑏 , and with probability 𝑝 , we inject a misspelling error, by generating a modified 𝑇 where
we replace a sampled value 𝑣 ∈ 𝑇 with its misspelled version 𝑣 ′ (using an existing package [4]).
With the remaining probability 1 − 𝑝 , we keep 𝑇 as is without injecting misspellings. The task
𝐸𝐷 (𝑇 ) is then:

𝐸𝐷𝑝 (𝑇 ) =
{
(𝐼𝑛𝑠𝐸𝐷 ,𝑇 , {𝑣 ′}), with probability 𝑝
(𝐼𝑛𝑠𝐸𝐷 ,𝑇 , ∅), with probability 1 − 𝑝

the goal of this task is not only to identify the misspelled 𝑣 ′ ∈ 𝑇 based on the table context, when
an error exists, but also learn to not over-trigger and produce false-positives (a common problem
with vanilla models), when no errors are present.

(T-10) List extraction (LE) [16, 24]. For the task of extracting tables from list data that lack explicit
column-delimiters, we sample a table 𝑇 , and replace all column separators with white spaces, to
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produce 𝑇 ’s unsegmented list-form 𝐿(𝑇 ). The task 𝐿𝐸 (𝑇 ) is then:
𝐿𝐸 (𝑇 ) = (𝐼𝑛𝑠𝐿𝐸, 𝐿(𝑇 ),𝑇 )

which is to generate the ground-truth segmentation and get back the table𝑇 , from the unsegmented
𝐿(𝑇 ). Being able to align values in the vertical direction in a table, is crucial to perform this task.

4.3 Augmentation of synthesized table-tasks

From diverse synthesized table-tasks (𝐼𝑛𝑠,𝑇 ,𝐶), we then perform task-augmentations at different
levels, corresponding to steps in Line 6-Line 8 of Algorithm 1, where the goal is to create even
more data diversity. We will go over these augmentations in turn below.
Instruction-level augmentations. At the instruction level, because it was shown that using

the same instruction repeatedly across training-data instances can lead to over-fitting [76–78],
we augment the canonical human-written instruction for each task-type using generative models
like GPT. Specifically, we ask GPT to paraphrases the canonical instruction into many alternative
instructions to describe the same task.

For example, for the task-type (T-13): Table-Summarization (Section 4.2), the canonical human-
written instruction is: “Please look at the table below and provide a title that can summarize

the table”. We generate many alternative instructions from language-models, such as “Please
examine the table below and give it a descriptive title”, similar to how instructions are
augmented in instruction-tuning [76]. We then sample variants of the instructions for the same
task-type, to increase instruction diversity (Line 6).
Table-level augmentations. At the table-level, we know that tables should generally be “in-

variant” to rows and columns permutations (Section 3), so at the table-level we can perform
augmentation operations such as row and column permutations, which should usually not change
the semantics of the table.
When we populate the training data with an original table-task, 𝑡 = (𝐼𝑛𝑠,𝑇 ,𝐶), as well as its

augmented version 𝑡 ′ = (𝐼𝑛𝑠,𝑇 ′,𝐶), where 𝑇 ′ is a permuted version of 𝑇 (which has the same
semantic meaning of𝑇 , and therefore the same completion𝐶), the hope is that language-models can
learn to be less sensitive to permutations (the orders of tokens which may be important for texts,
but the orders of columns are much less so for tables). This should lead to more stable behaviors
and more optimized performance on table-tasks.

Completion-level augmentations. At the completion-level, we observe that for more complex
table-tasks (e.g., entity-matching and error-detection), performing reasoning-steps (analogous to
chain-of-thought [74, 79]) can lead to better task performance. Therefore, for a synthesized training
task (𝐼𝑛𝑠,𝑇 ,𝐶), we augment the completion 𝐶 by inserting reasoning-steps before the final answer,
like illustrated in Figure 7, for models to learn to perform reasoning on complex table tasks. Here
we augment by leveraging ground-truth and language-model-generation, as follows.

Completion-augmentations by ground-truth.We observe that for the task of (T-9) Error-Detection,
vanilla language models are prone to produce false-positives, where the models would confidently
predict abbreviations or uncommon names as misspelled when no misspellings exist. Our intuition
is that if we require models not only to predict a misspelled value 𝑣 ′, but also explain the prediction
with the corrected version of 𝑣 ′, e.g., “Missisipi” should be “Mississippi” like shown in Figure 7
(left), then models will be forced to produce factual predictions grounded on actual corrections,
leading to higher accuracy (because it is hard to generate plausible corrections for false-positive
detection).
Therefore, in synthesized training tasks, we use the original value 𝑣 before we inject typos

from the synthesis-step (Section 4.2) as the target correction, to insert a reasoning step to the
effect of: 𝑣 ′ is misspelled and the corrected value should be 𝑣 , before the predicted answers in the
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Fig. 7. Augmented completions: for complex tasks like (T-9) Error-detection and (T-6) Entity-matching, we

insert reasoning-steps (marked in green) before answers, in the completion of our synthesized training tasks.

completion, like shown in Figure 7 (left). Such augmented-completions, when used in table-tuning,
encourage language-models to reason on complex table-tasks, and reduce false-positives on tasks
like error-detection.

Completion-augmentations by language-model generation. For tasks like (T-6) Entity-matching,
we find that when prompting language-models to reason “step-by-step” and explain before pro-
ducing yes/no answers, like shown in the completion of Figure 7 (right), it generally improves the
quality of the result, similar to what was observed in the NLP literature (e.g., chain-of-thought
reasoning [79]). However, vanilla language-models can still frequently generate incorrect answers
or reasoning-steps for a given pair of rows, making it unsuitable to use language-model generation
directly to augment our completions.

On training EM datasets (held separate from testing datasets), we instead give language models
the actual ground-truth decision (match/non-match) for each pair of input row, for it to generate
a chain of reasoning that is more likely to be correct (since the ground-truth answer is already
known). We insert the generated reasoning step (shown as the green paragraph in Figure 7 (right))
before the original completion 𝐶 , which when used to train language-models, can encourage them
to learn to reason with the right steps on complex table tasks like entity-matching.

Additional augmentations.Weperform additional types of augmentations, including “template-
level augmentation”, where we mix zero-shot task template and few-shot task template (which
appends multiple input-table/output-completion examples after the instruction 𝐼𝑛𝑠), as well as
“task-level augmentation” by synthesizing new types of table-tasks like discussed above, all of which
aim to improve task/data diversity in the training data for table-tuning.

4.4 Table-GPT as “table foundation models”

Using the synthesis-then-augment approach in Algorithm 1 as described in previous sections,
we produce diverse table-tasks 𝐴 = {(𝐼𝑛𝑠,𝑇 ,𝐶)}. We can now continue to train language models
such as GPT, using serialized (𝐼𝑛𝑠,𝑇 ) as the “prompt” (we will explore different ways to serialize
𝑇 in our experiments), and 𝐶 as the “target completion” that we want language models to learn
from (by minimizing language-modeling loss subject to regularization). This continues to change a
language-model weights until it “fits” the given table-tasks in our training data. We refer to this
process as table-tuning (analogous to instruction-tuning in NLP).
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Let𝑀 be a decoder-style language model, such as GPT and ChatGPT, let TableTune(𝑀) be the
table-tuned version of𝑀 . We argue that TableTune(𝑀) could serve as a better “table foundation
model” than𝑀 , if it performs better than𝑀 in the following scenarios:
(1) Out of the box zero-shot: when we use only instructions for𝑀 or TableTune(𝑀) to perform
table-tasks;
(2) Out of the box (random) few-shot: when we use instructions and randomly selected few-shot
examples to perform table-tasks;
(3) Task-specific prompt-tuning: when we optimize for a downstream task, using a small number
of labeled data, by performing prompt-tuning that selects the best instruction and examples;
(4) Task-specific fine-tuning: when we optimize for a downstream task, using a sufficiently large
number of labeled data, by performing task-specific fine-tuning on𝑀 and TableTune(𝑀).
If table-tuning is effective for language models to better understand and manipulate tables,

we expect that TableTune(𝑀) can outperform𝑀 on many of the scenarios above, which are the
evaluations we want to perform in our experiments below.

Lessons learned. We perform an extensive number of over 1000 train and inference experiments,
to table-tune language models, many of which are failed attempts (e.g., resulting models do not
generalize well). We report the lessons we learned in a technical report [7] in the interest of space.

5 RELATEDWORK

Table-related tasks. There is a fruitful line of research on table-related tasks in the data manage-
ment literature, addressing a wide array of table tasks, such as schema matching [39, 48, 57], entity
matching [20, 41, 44, 51, 54, 92], data transformation [19, 29, 30, 36, 42, 95], data cleaning [17, 31, 33,
49, 58, 59, 63, 73], list extraction [12, 16, 24, 40, 80], column type annotation [21, 34, 65, 85, 88], data
imputation [10, 21, 50], table augmentation [84, 90], etc. In the NLP literature, there are additional
table-related tasks involving natural languages, such as table-QA [14, 55, 66], NL-2-SQL [82, 87, 93],
table summarization [13, 28, 91], among many other important tasks.
In Table-GPT, we aim to produce a general-purpose table model that can generalize to many

seen and unseen table tasks, analogous to how ChatGPT can respond to new and unseen user
requests. Details of the tasks and datasets used in our study can be found in Section 4 and Section 6.
Language models and Table models. Since the introduction of the transformer [70], a class

of encoder-only language models, such as BERT [22] and RoBERTa [46], first emerged as popular
choices for NLP tasks. These models are strong in representation but are not generative in nature
(unlike GPT-like language models), which typically require “task-specific training/fine-tuning” for
each individual downstream task (using task-specific training data).

Table-models built upon “encoder-only” language-models, such as TURL [21] and TaBERT [86],
are similarly strong in representation learning, but cannot generalize to new and unseen table-tasks
without task-specific training, which is a main limitation that we want to overcome in this work.

Recently, a class of “decoder-only” language models that use only decoder modules from the
transformer architecture are gaining popularity, which includes GPT [11], Llama [67], and PaLM [8,
15], among many other models. These models are generative in nature, and are shown to excel in
new and unseen natural-language tasks (e.g., using in-context few-shot learning), which obviates
the need of task-specific training for each individual downstream task, and is a strong benefit of
“decoder-only” language models.

In terms of table-models, while there are existing efforts that leverage GPT-like generative models
for table-tasks (e.g., with prompt-engineering [38, 52, 56, 81]), we are not aware of any prior effort
that attempts to systematically build general-purpose table-models on top of generative GPT-like
models, that can generalize to new and unseen table tasks (similar to how ChatGPT can respond to
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new and unseen user requests). Table-GPT is a first attempt in this direction, which we believe is a
promising area for future research.
Instruction-tuned language models. ChatGPT and its academic counterparts take the gen-

eralizability of GPT-like models one step further, by using an approach known as “instruction
fine-tuning” (or simply instruction tuning), which fine-tunes language-models using (instruction,
expected-completion) pairs, that is shown to greatly enhance the underlying model’s ability to
follow human instructions and perform unseen tasks. There is a long and fruitful line of research in
the NLP literature dedicated to instruction fine-tuning, which include Flan [78], Self-instruct [76],
Supernatural-instruction [77], T0 [61], Tulu [75], Self-alignment [43], Instruct-GPT [53], Lima [94],
among others. Our “table-tuning” approach proposed in this work is inspired by instruction-
tuning research from the NLP literature, but tailors to table-related tasks (e.g., exploiting the
two-dimensional structure of tables).
Prompt-engineering. In additional to model fine-tuning, “prompt-engineering” [9, 81] is an

orthogonal class of techniques that improve language-model performance on downstream tasks,
by optimizing instructions and examples in the prompt (without changing model weights). In
the context of table-related tasks, pioneering prior work [37, 38, 52, 56] have shown that careful
prompting can enhance vanilla language models such as GPT-3 on a number of table-tasks.

6 EXPERIMENTS

We perform extensive experiments to evaluate table-tuned GPT relative to vanilla GPT on table
tasks. Our source code and training/testing data are released at [6] to facilitate future research.

6.1 Experiment Setup

Models Compared. We test the following models on table tasks.

• GPT-3.5 (text-davinci-002). We use the 175B “text-davinci-002” model from OpenAI (released in
2022), as one of the vanilla GPT models that we compare with. Note that our experiments predate
the “GPT-3.5-turbo” family of models released in 2023, which are different models.
• Table-GPT-3.5 (text-davinci-002 +table-tune). This model is obtained by performing table-tuning
on GPT-3.5 (text-davinci-002). We compare the performance of Table-GPT-3.5 with GPT-3.5.
• ChatGPT (text-chat-davinci-002). This is a version of the ChatGPT model known as text-chat-
davinci-002, available internally for testing. We use this as a second base model for table-tuning.
• Table-ChatGPT (text-chat-davinci-002 +table-tune). This is the model we obtain by performing
table-tuning on ChatGPT (text-chat-davinci-002), which we compare with the vanilla ChatGPT.
We use this second comparison to show the generality of table-tuning to different language
models (chat-style vs. completion-style models).

Our overall comparisons consist of two pairs of models that are table-tuned vs. vanilla un-tuned,
namely, (GPT-3.5 vs. Table-GPT-3.5) and (ChatGPT vs. Table-ChatGPT).
Hyper-parameters. By default, we use LoRA fine-tuning [32] (with 32 dimensions) and train for 2
epochs. We use a batch size of 32, a learning-rate multiplier of 0.1, and a weight decay of 0.02.
Training tasks and data. By default, we use 14 table-tasks as training, listed as T-5 to T-18 in
Table 2. We use the “synthesize-then-augment” approach (Section 4) to generate 1000 synthesized
table-tasks per task-type (except T-6: Entity Matching and T-12: NL-to-SQL, where labels are hard
to generate, for which we use manually-labeled benchmark data from [20] and [87] as training,
but the entire datasets are then never used again in tests). We use a 50:50 mix of zero-shot and
few-shot templates.
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Fig. 8. Quality comparisons between vanilla GPT-3.5 (text-davinci-002) and Table-GPT-3.5. All test bench-

marks are completely held-out during table-tuning (both the train/test splits of the benchmarks are unseen).
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Fig. 9. Quality comparisons between vanilla ChatGPT (text-chat-davinci-002) and Table-ChatGPT. All

test benchmarks are completely held-out during table-tuning (both the train/test splits of the benchmarks

are unseen during table-tuning).

Test tasks and data.We use 4 “unseen tasks” (T-1 to T-4 in Table 2) as our tests. We emphasize
that these tasks are unseen and not included in training (our training data consists of T5 to T18), so
that we can test the generalizability of table-tuned models to new and unseen table tasks. For (T-3)
Table QA and (T-4) Column Type Annotation, we use established benchmarks [55] and [21, 34, 68].
For (T-1) Missing Value Identification and (T-2) Column Finding, we use 1000 test cases generated
by randomly sampling from a corpus of real spreadsheet tables C𝑠𝑝 .
We also evaluate 5 “seen tasks” (T-5 to T-9 in Table 2), which are important tasks that we

want table-tuned models to learn from, so as to better understand tables. In order to test such
tasks, we use common benchmarks developed by others from the literature, but we ensure that
the test benchmarks are held completely separate and unseen in training. For example, for (T-5)
Row-to-Row Transformation and (T-7) Schema-Matching, we use synthesized tasks randomly
sampled fromC𝑤𝑡 andC𝑑𝑏 for training, but use manually labeled benchmark data from the literature
([30] and [39]) for testing. For (T-6) Entity-Matching, we use the 784 datasets [20] for training and
the DeepMatcher benchmark for testing [1]. For (T-8) Data-Imputation, our training table-tasks
are synthesized using tables sampled from C𝑤𝑡 and C𝑑𝑏 , while tests are generated using a corpus
of spreadsheet tables C𝑠𝑝 , which are completely different tables (spreadsheets vs. web-tables). For
(T-9) Error-Detection, we manually labeled a benchmark with real spreadsheet-tables [6], given the
lack of similar benchmarks and its value to Microsoft (again completely held-out in training).
Details. Details of the datasets and the evaluation metrics of these tasks, can be found in the
technical report [7]. Our train/test datasets can be downloaded from [6].
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Table 3. Detailed quality results of table-tuning, on both GPT-3.5 (text-davinci-002) and ChatGPT

(text-chat-davinci-002). Zero-shot is not applicable to row-to-row transformations, which requires ex-

amples (marked as “N.A.”). For all “Unseen” tasks, the tasks are held-out and unseen during table-tuning.

For all “Seen” tasks, the task is seen during table-tuning (e.g., using synthesized training data), but the test

benchmarks listed in the table below are held completely separate and untouched during training, so we still

test model generalizability to new and unseen datasets.

Task Type Task Dataset Zero-Shot Few-Shot Zero-Shot Few-Shot
GPT-3.5 +table-tune GPT-3.5 +table-tune ChatGPT +table-tune ChatGPT +table-tune

“Unseen”
(task not
seen in
training)

CF Spreadsheets-CF 0.461 0.713 0.683 0.817 0.699 0.807 0.804 0.849

CTA

Efthymiou 0.757 0.886 0.784 0.847 0.824 0.882 0.806 0.861
Limaye 0.683 0.755 0.719 0.853 0.742 0.769 0.832 0.854
Sherlock 0.332 0.449 0.528 0.538 0.455 0.483 0.521 0.553
T2D 0.776 0.875 0.830 0.915 0.828 0.887 0.853 0.912

MV

Spreadsheets-MV-
ColNoSep 0.261 0.294 0.383 0.441 0.299 0.351 0.468 0.474

Spreadsheets-MV-
ColSep 0.305 0.457 0.519 0.643 0.422 0.520 0.635 0.665

Spreadsheets-MV-
RowNoSep 0.768 0.851 0.774 0.882 0.822 0.840 0.859 0.894

Spreadsheets-MV-
RowSep 0.875 0.959 0.917 0.976 0.923 0.936 0.960 0.968

TQA WikiTableQuestion 0.450 0.486 0.455 0.478 0.513 0.521 0.520 0.528
SequentialQA 0.650 0.672 0.678 0.717 0.683 0.728 0.689 0.733

“Seen”
(task seen in
training, but
test data not
seen in
training)

DI Spreadsheets-DI 0.423 0.558 0.570 0.625 0.524 0.594 0.609 0.649

EM

Amazon-Google 0.153 0.657 0.659 0.676 0.239 0.566 0.680 0.701
Beer 0.500 0.727 0.815 0.923 0.741 0.923 0.783 0.963

DBLP-ACM 0.402 0.847 0.954 0.912 0.833 0.932 0.961 0.938
DBLP-GoogleScholar 0.206 0.861 0.809 0.896 0.632 0.912 0.823 0.924

Fodors-Zagats 0.083 0.872 0.872 0.977 0.809 1.000 0.872 0.977
Walmart-Amazon 0.268 0.691 0.519 0.711 0.206 0.678 0.664 0.824
iTunes-Amazon 0 0.788 0.826 0.943 0.393 0.862 0.833 0.929

ED Spreadsheets-ED-Real 0.058 0.565 0.319 0.552 0.058 0.545 0.444 0.551
WebTables-ED-Real 0.077 0.643 0.338 0.545 0.078 0.656 0.365 0.685

SM DeepM 1 1 1 1 0.857 1 1 1

R2R

BingQL-Unit

N.A.

0.202 0.404

N.A.

0.333 0.424
BingQL-Other 0.431 0.588 0.559 0.608
FF-GR-Trifacta 0.716 0.791 0.776 0.828

Headcase 0.622 0.711 0.689 0.800
Stackoverflow 0.662 0.745 0.800 0.759

6.2 Quality Comparisons: Unseen + Seen tasks

In Figure 8, and Figure 9, we compare the performance between (GPT-3.5 vs. Table-GPT-3.5), and
(ChatGPT vs. Table-ChatGPT), respectively, to see the benefit of table-tuning. There are 4 bars in
each task-group, where the first two correspond to zero-shot settings, and the last two correspond
to few-shot settings. We can see that across the board, table-tuned models show strong gains. Note
that this benefit is observed when both GPT-3.5 and ChatGPT are used as base-models, showing
the generality of table-tuning on different types of language models (completion vs. chat).

Table 3 shows a detailed breakdown of the results, at individual data-set levels. We can see that
across 27 test datasets, on 2 base-models (GPT-3.5 and ChatGPT), in 2 settings (zero-shot 2 and
few-shot), for a total of 98 tests in Table 3, table-tuned models outperform their vanilla counterparts
in 92 out of 98 tests (with the remaining being 3 ties and 3 losses), confirming its benefits.

6.3 Table-GPT as table foundation model: benefits in downstream uses

Like discussed in Section 4.4, in addition to showing benefits in out-of-the-box zero-shot and
(random) few-shot settings, table-tuned GPT models can potentially be used as “table foundation
models”, if they continue to show quality benefits on downstream tasks, with (1) single-task
prompt-engineering, and (2) single-task fine-tuning.

2Zero-shot setting is not applicable to row-to-row by-example transformations, given the by-example nature of the task.
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Fig. 10. Single-task prompt-engineering: quality comparison of 5 best prompt-templates (Efthymiou dataset).

Single-task prompt-engineering: We perform prompt-engineering for Table-GPT-3.5 and GPT-
3.5, on the column-type-annotation (CTA) task unseen during table-tuning (using the Efthymiou [21]
dataset), by selecting the best few-shot examples using 200 labeled examples (randomly sampled
from the ground-truth). Figure 10 shows that for the top-5 engineered prompts, Table-GPT-3.5
consistently outperforms GPT-3.5 on all 5 prompts.
Single-task continuous fine-tuning: We perform task-specific continuous fine-tuning, on Table-
GPT-3.5 and GPT-3.5, using labeled data for a specific task. Table 11(a) and (b) show the comparison
on CTA (using Efthymiou [21]) and Table-QA (using WikiTableQuestions [55]), respectively, both
of which are unseen tasks during training. In both cases, we vary the amount of training data on the
x-axis. As expected, the performance of both Table-GPT-3.5 and GPT-3.5 benefit from fine-tuning
with more task-specific labels, but with the same amount of labeled data, Table-GPT-3.5 continues
to dominate GPT-3.5. Looking from the perspective of y-axis, to achieve the same performance,
fine-tuning Table-GPT-3.5 requires a smaller number of labels than fine-tuning the vanilla GPT-3.5.
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Fig. 11. Single-task continuous fine-tuning: quality comparison using varying amount of training data.

6.4 Sensitivity Analysis

We perform various sensitivity analysis to better understand the effect of table-tuning.
Varying the number of training tasks. To see whether using more training tasks helps, we
sample 1/5/10 tasks from all of our training tasks, to perform table-tuning on each subset. We repeat
the process 4 times, and report the average from the 4 in Figure 12. As we can see, with a small
number of tasks (e.g., 1), table-tuning degenerates to single-task tuning, which actually hurts the
performance of other tasks (the performance of Table-GPT-3.5 with 1-task is lower than that of
vanilla GPT-3.5). Having more training-tasks, consistently improves overall model performance for
all tasks.
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Fig. 12. Vary number of training tasks. The red solid line and the green dashed line show the average

performance of Table-GPT-3.5 and GPT-3.5 over all tasks, respectively. Other lines show the breakdown of

Table-GPT-3.5’s performance on individual tasks, which are all generally improved with more training tasks.

Vary the amount of training data. Figure 13 shows the average performance on seen/unseen
tasks with different amounts of training data (where by default, we use 1000 table-task instances
per task-type). Table-GPT-3.5 improves with more training data on both seen and unseen tasks.
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Vary base-model Size. To understand how the size of the base-models affects table-tuning,
we use four variants of GPT, namely, text-ada-001 (350M parameters), text-babbage-001 (3B
parameters), text-curie-001 (13B parameters), and text-davinci-002 (175B parameters), as
base models. Figure 14 shows the average performance of base-models vs. corresponding table-
tuned models, on seen/unseen tasks. We can see that on smaller models (Ada/Babbage/Curie),
table-tuned models produce little benefit on unseen tasks, which however becomes much more
significant on larger 175B models. The ability to generalize to new tasks appears to be an ability that
emerges only on large models, consistent with similar observations in other contexts (e.g., [11, 78]).
Vary prompt templates. To test the robustness of our table-tuned models, for each unseen task,
we generate 5 different prompt variants (with different task descriptions, paraphrased using GPT
from a human-written instruction). Figure 15 shows the average performance over all unseen test
tasks for each prompt variant. While we see variations in performance with different prompts for
both Table-GPT-3.5 and GPT-3.5, Table-GPT-3.5 consistently outperforms the latter by more than
10 percentage points on all 5 variants, showing the robustness of Table-GPT to different prompts.
Vary table formats. There are multiple options to serialize a table into text, such as Markdown,
CSV, JSON, etc. We use the Markdown table format by default, because it is succinct, and GPT-
like models seem to prefer this format when generating a table response (likely because GPT is
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pre-trained on GitHub data, where Markdown tables are abundant). To understand the effect of
different table formats, we test table-tuning with two additional table formats, CSV and JSON.
Table 4 shows the average performance with different table formats, where Markdown performs
better on average.

Table 4. Quality of Table-GPT-3.5 with different table formats

Task Type Markdown CSV JSON

Seen (tasks used in training) 0.739 0.707 0.713
Unseen (tasks not used in training) 0.663 0.662 0.621

Overall 0.705 0.687 0.672

6.5 Ablation Studies

We perform ablation studies to understand the effect of different augmentation strategies (Sec-
tion 4.3), which we report in Table 5.

Table 5. Ablation studies of table-tuning

Task Type GPT-3.5 Table-GPT-3.5 NoSyn NoColPer. NoPromptVar. NoCOT

Seen 0.548 0.739 0.610 0.735 0.722 0.728
Unseen 0.547 0.663 0.607 0.661 0.657 0.666
Overall 0.548 0.705 0.608 0.702 0.693 0.701

No task-level augmentation (no synthesized tasks). Because we synthesized diverse table-tasks
for table-tuning (Section 4.2), our first ablation is to remove all such tasks from the training data.
The result is shown in Table 5 as “NoSyn". As we can see, the average performance on seen and
unseen tasks drops substantially, showing the contribution of the diverse tasks we synthesize.
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Table 6. Performance on NLP tasks using the GLUE benchmark, with and without table fine-tuning

Task Zero-Shot Few-Shot Zero-Shot Few-Shot
GPT-3.5 Table-GPT-3.5 GPT-3.5 Table-GPT-3.5 ChatGPT Table-ChatGPT ChatGPT Table-ChatGPT

cola 0.686 0.810 0.608 0.716 0.785 0.756 0.808 0.824
mnli_matched 0.698 0.725 0.763 0.784 0.743 0.771 0.824 0.817

mnli_mismatched 0.693 0.718 0.764 0.776 0.715 0.761 0.812 0.810
mrpc 0.725 0.779 0.699 0.740 0.770 0.752 0.748 0.770
qnli 0.235 0.181 0.301 0.322 0.136 0.149 0.220 0.202
qqp 0.796 0.795 0.817 0.815 0.818 0.785 0.812 0.840
rte 0.733 0.787 0.833 0.848 0.866 0.834 0.889 0.846
sst2 0.922 0.933 0.948 0.953 0.919 0.929 0.955 0.957
wnli 0.493 0.507 0.709 0.671 0.549 0.592 0.822 0.831

No table-level augmentation (no column permutations). We remove the table-level augmen-
tations by turning off column permutations. The result is shown as “NoColPer". We can see that
the average performance on seen and unseen tasks is lower, when this augmentation is disabled.
No instruction-level augmentation (no prompt variations). We then remove the instruction-
level augmentations, by using only one canonical prompt template for each task (without para-
phrasing). The result is shown as “NoPromptVar". We can see that the average performance of
seen and unseen tasks drops slightly, likely because the diverse types of table-tasks we include in
table-tuning, can mitigate the negative effect of using single instruction templates.
No completion-level augmentation (no chain-of-thought completion).Wedrop the reasoning-
based augmentation (e.g., COT) at the completion-level from the training data. The result is shown
as “NoCOT", which leads to lower performance on seen tasks.

Additional results. In the interest of space, we report additional experiment results, such as com-
parisons with existing table models, in our technical report [7].

6.6 Table-GPT on classical NLP tasks

To understand whether table fine-tuning may affect/degrade models’ performance on classical
NLP tasks, we evaluate both the table-tuned and vanilla models using 9 NLP datasets from the
GLUE benchmark [72]. Since the labels of some test datasets are not publicly available, we use
the validation sets as the test sets for all tasks.3 Table 6 shows the classification accuracy of table-
tuned and vanilla models on different tasks. For few-shot setting, we report the average accuracy
over 3 different trials. As we can see, Table-GPT-3.5 generally improves GPT-3.5 on NLP tasks
after table fine-tuning, even though NLP training tasks are not directly used in our training. Our
hypothesis is that the models’ ability of understanding instructions is improved after table fine-
tuning, thereby benefiting the NLP tasks. For Table-ChatGPT, the models’ performance is mixed
relative to ChatGPT. We hypothesize that ChatGPT is already well-tuned to understand instructions,
limiting the improvement here.

7 CONCLUSIONS AND FUTUREWORK

In this work, we propose a new paradigm called “table fine-tuning”, to continue to fine-tune
large language-models like GPT-3.5 and ChatGPT, such that the resulting models are better in
understanding tables and performing table tasks, while still being versatile in following diverse
human instructions for unseen tasks. Just like how instruction-tuning has turned into a rich and
fruitful line of research in the NLP literature, we hope our initial steps in table-tuning can serve as
a springboard for new research and more optimized models in this direction.

3Although the original GLUE benchmark has 11 datasets, the Diagnostics Main (ax) dataset does not have a labeled test/val
set and the Semantic Textual Similarity Benchmark (sstb) dataset is a regression task, both of we omit in our evaluation.
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