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We present HyWay, short for “Hybrid Hallway”, to enable mingling and informal interactions among physical and virtual
users, in casual spaces and settings, such as office water cooler areas, conference hallways, trade show floors, and more. We
call out how the hybrid and unstructured (or semi-structured) nature of such settings set these apart from the all-virtual and/or
structured settings considered in prior work. Key to the design of HyWay is bridging the awareness gap between physical and
virtual users, and providing the virtual users the same agency as physical users.

To this end, we have designed HyWay to incorporate reciprocity (users can see and hear others only if they can be seen and
heard), porosity (conversations in physical space are porous and not within airtight compartments), and agency (the ability for
users to seamlessly move between conversations). We present our implementation of HyWay and the user survey findings
from multiple deployments in unstructured settings (e.g., social gatherings), and semi-structured ones (e.g., a poster event).
Results from these deployments show that HyWay enables effective mingling between physical and virtual users.
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1 INTRODUCTION

Remote work became the norm during the extended work from home (WFH) period arising from the COVID-19
pandemic. Tools such as Teams [25] and Zoom [30] became the lifeline of work meetings, which tend to be
structured — scheduled, with an agenda, a predetermined set of invitees, and often with just a few dominant
speakers (or even one, as in a lecture). The need to support unstructured interactions, like hallway conversations
at a conference or chit-chat by the office water cooler, led to the development of newer “spatial” tools such as
Gather [13] and SpatialChat [23], but these are confined to users in virtual-only settings.

With the pandemic waning, employees have been returning to the physical workplace. However, the conve-
nience and flexibility of WFH have not been forgotten. This combination has led to the emergence of the hybrid
workplace, with a mix of in-person! and remote? users. In some cases, a subset of employees WFH, and in other
cases many or all employees WFH on specific days of the week. Hybrid has become the norm for conferences
and other events too, with remote attendance providing users the opportunity to participate without the hassle
or expense (or incurring the carbon footprint) of travel.

The hybrid workplace (or event) setting, however, has brought to the fore a key challenge that is exemplified
by the following quote from an article titled “Staying Visible When Your Team Is in the Office...But You're
WFH” [24]: “..if you plan to work remotely full-time or most of the time, how can you stay visible when your in-office
colleagues are likely to have far more exposure ... Colleagues working together in an office have plenty of organic
opportunities, from elevator rides to breakroom encounters ...”. Existing tools fall short either in not supporting
unstructured interactions, or in not supporting hybrid settings, or both.

In this paper, we present the design and implementation of and the deployment experience with HyWay, short
for “Hybrid Hallway”, which is a system to support unstructured and semi-structured, hybrid interactions. The
goal of HyWay is to enable the interactions and mingling that happen in a physical setting such as hallway, but
in a situation where some of the users are remote.

Users tend to be comfortable with physical interactions and mingling in unstructured settings because these
tend to be surprise-free and fluid. Awareness ensures that users know of the presence of others around, not just
those they are talking to but also others in the vicinity. They are often also able to overhear nearby conversation(s).
If someone they see or something they overhear catches their interest, users have the agency to move over and
join that conversation.

The key question is how best can we enable remote users to “plug in” while retaining the surprise-free and
flexible nature of such interactions. In HyWay, remote users join using large displays that are placed at various
locations in the hallway * (which we term as “physical zones”), with the ability to move seamlessly between the
zones using a map-based interface. Very little changes for in-person users — they engage with each other just as
in a purely-physical setting except that when they are in the vicinity of a display, they would additionally have
the opportunity to engage with remote users. Figure 1 shows an example HyWay deployment with 3 screens and
the respective HyWay zones.

1“in-person” and “physical” user(s) are used interchangeably throughout the paper.

2“remote” and “virtual” user(s) are used interchangeably throughout the paper.

3For ease of exposition and in keeping with our project name, we use the term “hallway” to generically refer to all informal gathering spaces,
including the lobby, atrium, cafeteria, etc.
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Fig. 1. HyWay deployed in an office workspace. Each setup comprises of a 55 inch display (used to interact with remote
users), and a 24 inch display (shows the presence and movement of remote users on the map), wireless mic (Sennheiser
SK-100 G3 [22]), speakers (Creative SBS-240 [6]) and powered by a 3.4 GHz processor with 32 GB RAM.

To bridge the awareness gap between the in-person and remote users, HyWay employs three design elements:
reciprocity, porosity, and map-based awareness. Reciprocity ensures that users — both in-person and remote —
can see and hear others only if they are themselves seen and heard. Porosity ensures that users engaged in a
conversation can overhear nearby conversations. Map-based awareness uses a skeuomorphic representation of
space, allowing users to be aware of others nearby.

Together, the above ensures that users are not locked into airtight conversations. Instead, users (both in-person
and remote) are fully aware of the presence of other nearby in-person and remote users, both through aural
(porosity) and visual (map) cues. This naturally facilitates agency. That is, just as in-person users in the hallway
are at liberty to move about, so can remote users move from one conversation to another using the map-based
interface.

We make the following contributions in this paper:

(1) The design of HyWay and its novel elements compared to prior systems, including reciprocity and porosity.
(2) The implementation of HyWay as a browser-based app.
(3) The learnings from multiple HyWay deployments and corresponding user surveys.

2 RELATED WORK

Studies have shown that ad-hoc, informal conversations are key to creative innovation in social and professional
contexts and are a critical factor when forming social bonds and building trust in a group [45, 49]. Here, we
present a survey of prior work on enabling such conversations.

Background on unstructured interactions in physical workplaces. Kraut, et. al [56] distinguished four
categories of interactions: planned (prearranged meetings), intended (explicitly sought by one person), oppor-
tunistic (anticipated by one party but occurring only when the parties happen to see each other), and spontaneous
(unanticipated by either party). We focus on these latter two types of interactions, which we together term as
“unintended” [56] estimated that unintended conversations made up 52% of the interactions that occurred in the
workplace they studied and accounted for much of the information flow there.
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In another study, Whittaker, et al. [74] found that 92% of the interactions they observed in two office settings
were not pre-arranged. These interactions were frequent and very short, with each interaction lasting under
two minutes on average. Furthermore, past study [57] have shown that the more a group engages in unplanned
interactions, the more productive they are in their respective projects. In fact, a lack of unstructured interactions
reduces the level of coordination and progress on projects [56].

Systems supporting unstructured interactions. Despite the critical role of unstructured interactions, only a
few systems have included features that make it possible to come across someone unintentionally and start up
a conversation. The media space work ([36], [42]) highlighted the use of audio and video connections among
distributed sites to help people notice the work activity of others in remote sites and make spontaneous contact.
However, explicit attempts to support serendipitous encounters through technology has so far been quite limited.
The main shortcoming of past attempts is that they have tried to bring together people who do not necessarily
have the context or the need to interact [56].

One media space system that did gain acceptance is Portholes at Xerox EuroPARC [39]. It allowed people to
stay aware of others by viewing a matrix of slowly updating video snapshots of the offices of a fixed set of people.
These views could prompt a user to establish a direct audio-video call with someone they saw in Portholes.

The hybrid workplace. Telecommuting is an old idea that dates back to at least the 1970s [69]. However, the
shift from physical to digital accelerated during the COVID-19 pandemic in 2020-2021, leading to organizations
adopting hybrid or even entirely digital ways to do their work [72]. Many companies believe that the post-
pandemic future of work will be hybrid. For example, Microsoft’s 2021 Work Trend Index Annual Report finds
that 66% of leaders say that their company is considering redesigning office space for hybrid work and 73% of
remote employees want flexible remote work options to continue [26].

Prior work on tele-presence for meetings has explored many variations in both social and technological factors
([59],[42]). The main focal point of our work arises from the hybrid collaboration defined by Neumayr et al. [64].
Hybrid ecosystems often comprise an interwoven mix of space, devices, and software, both for a single individual
(e.g., their home and office set-up) and for teams working together. One example of the initial steps in providing
specific support for such hybrid spaces is MirrorBlender [47], which provides a malleable videoconferencing
system for hybrid meetings. The authors suggest a WYSIWIS (What-You-See-Is-What-I-See) style 2D frame such
that every participant can see the same layout of mirrors, i.e., the video feeds, from other remote participants.
The goal of the study was to enable synchronizing and blending of different camera perspectives together such
that it would become easy for the participants to point at specific elements on a shared screen using their own
camera image for “pointing gestures”.

In this paper, we investigate social interactions beyond work-related tasks among workers in a hybrid work
setting. For example, we consider small conversations that happen at the coffee machines. We envision such
conversations happening between in-person users and remote users. Opportunistic (spontaneous and serendipi-
tous) and informal interactions throughout the workday play a major role in coordination, productivity, and the
well-being of groups [61]. Opportunistic talk happens at lunches [33], in hallways [60], and by water-coolers
[58]. This makes users gossip [65], have over-the-shoulder-learning [73], and have productive side conversations
even while seated at their workplace desks [34].

Current technologies and interfaces for unstructured meetings. It is instructive to place HyWay in the
context of existing systems. Unlike systems such as Teams [25] and Zoom [30], which do not provide users any
visibility into the goings-on beyond the call they are in, HyWay provides broad awareness. While systems such as
SpatialChat [23] and Gather [13] provide awareness and navigation using a map interface, an approach we also
use in HyWay, there are crucial differences. Unlike the point-and-click interface of SpatialChat and the ability for
users to teleport themselves into a distant conversation, HyWay ensures that users can only approach gradually,
just as they would in the physical setting, which helps ensure a surprise-free interaction. Furthermore, unlike both
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SpatialChat and Gather, HyWay does not compartmentalize the space into discrete rooms but instead provides
porosity (with suitable attenuation, as discussed in Section 5) to allow users to overhear multiple conversations,
just as it would happen in a physical setting. Finally, unlike these other systems, which are for a purely virtual
setting, HyWay operates in a hybrid setting, so the map used by remote users to navigate around corresponds to
the space that the physical users are in and so, for instance, even the overhearing of conversations is not arbitrary
but rather mimics what would have happened if a remote user was present physically on the floor.

Most videoconferencing platforms, such as Zoom [30], provide breakout rooms for enabling unstructured
mingling among participants. Users can have a focused in-group conversations and join other breakout rooms with
an awareness of the other rooms’ titles and membership. A few other platforms such as Discord [7], Unhangout
[28], and Remo [21] have provided advanced visualizations of the other rooms’ activities (e.g., icons next to
user avatars or usernames) to allow out-of-group members (i.e., users who are not part of a conversation) to
identify the active speaker in a room or which other out-of-group members are in the room. Encouraged by
these approaches that provide additional context on out-of-group activities in the vicinity, our work focuses on
building awareness among both physical and virtual users by providing a skeuomorphic map-based interface,
and the ability to overhear nearby conversations, thereby encouraging users to join such conversations.

Providing awareness in unstructured computer-supported virtual meetings. The challenges of feeling
disconnected and losing conversation context occurs not only in unstructured meetings, but also during meetings
that are held using computer-mediated communication platforms [36] that connect distributed teams and
facilitate informal social interactions. Consequently, this lack of awareness, as noted in [39], would lead to missed
opportunities to either collaborate or mingle with others [43].

To understand awareness in workplaces, previous researchers have primarily focused on studying asynchronous
communication tools such as email or instant messaging [48]. Several other studies have also focused on
understanding the benefits of peeking into conversations, e.g., in the context of text-based instant messaging ([41],
[40]) and chat rooms. To harness the power of casual conversations during workspace collaborations [55], group-
aware systems have created small social worlds or communities through large displays or personal workstations
([62], [46]). These systems have the potential to enable new collaborations across teams by supporting shared
video snapshots of offices (e.g., [39]) and lightweight peeks into other offices with a sense of tele-proximity
(e.g., [50]). These works enabled distant teams to transitions from weak to strong coupling by providing casual
communication opportunities.

Tele-presence robots in a hybrid world. The ability to move around a physical space through a tele-presence
robot is powerful. Such robots provide a sense of presence and agency to remote users as they can move around
more actively and freely in a physical space (e.g., HomeMeld [51]). Past research has explored the engineering
and human factors challenges to realizing the use of tele-presence robots in various contexts ([37], [66], [53],
[67]) involving collaborative [68] and non-collaborative [44] workplaces, respectively. For example, robotic
tele-presence has found use in settings such as classroom learning [70].

Tele-presence robots and HyWay present an interesting trade-off and hence the opportunity to leverage the
complementary strengths of each. Robots, especially human-sized ones [8], or better still humanoid ones [1],
would help remote users make their presence much more salient to other (in-person) users than as a video tile on
a display as in HyWay. Robots would also allow remote users to navigate to where they wish instead of being
tied down to where the displays are located or necessitating the expense of plastering a large space with several
displays.

However, these advantages of tele-presence robots come at a cost. Each robot typically costs thousands of
dollars [8], which is much higher than the hundreds of dollars it would cost for a large-screen display with
peripherals. Furthermore, having remote users just appear as video tiles on large displays avoids physical
constraints to navigation (e.g., a wheeled robot might not be able to navigate level changes), and accommodates a
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Fig. 2. Workflow between server and client in HyWay.

higher density of users (e.g., ~ 9 human-size faces could be accommodated on a 50-inch display versus just 1
remote user per mobile robot).

We believe that the trade-off between these approaches centers on the user density. If a large area is to be
covered with a relatively small number of remote users participating, it might be advantageous to have robots
as the means for the remote users to navigate the space. On the other hand, if the space is compact and so the
remote user density is high (as has been the case in our deployments of HyWay), it might be more cost-effective
to use large, fixed displays. In general, one could employ a combination of the two approaches, e.g., having highly
mobile users ride on robots while anchoring users on the fixed displays when they are stationary, say engaged in
a conversation.

3 DESIGN OF HYWAY

The physical experience defines the starting point for our design of HyWay. As noted in Section 1, in a physical
hallway setting, users enjoy surprise-free and fluid interactions. Our goal in HyWay is to preserve these benefits
for in-person users while enabling remote users to enjoy the same benefits as best as possible.

3.1 Hardware Setup

In HyWay, we deploy large screens (along with cameras, speakers, and microphones) at set locations in the
physical space (Figure 1) to enable remote users to be “present”. While this choice limits the set of locations
where remote users can be present, this has not proved to be a bottleneck in our deployments so far (Section 8)
and offers multiple benefits.

Compared to the approach of having remote users call in to the mobile devices such as smartphones or tablets
of in-person users, HyWay imposes minimally on the in-person users (who would only have to be in the vicinity
of a screen if they wish to engage with the remote users) and enables a shared experience in a manner that is
difficult with a small-screen personal device.

3.2 HyWay Client and Server Architecture.

HyWay, facilitates its users to join calls, on-demand, and that too without any per-call invitation link. Remote
users can simply launch HyWay whenever they want using an instance-specific HyWay URL.

Under the covers, every user in HyWay has a unique user ID, which is application-specific and remains the
same across multiple instances of and multiple sessions of the HyWay application. This ID is obtained from
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an authentication service, which is Azure Active Directory (AAD) in our implementation. Every HyWay zone,
whether physical or virtual, starts up a call with a unique call ID. We use Azure Communication Services (ACS)
for this purpose. When a user’s client connects to a call, the communications service creates a communication
service ID for that user’s session.

Figure 2 illustrates the workflow of the system. @ A unique call ID is assigned to each physical and virtual

zone. However, no calls are started at this stage. @ When a remote user joins HyWay, the user’s client joins
each of the per-zone calls identified by the unique call IDs (calls are initialized by ACS behind the scenes). In
instances where there are many zones, for reasons of efficiency, the client joins only a subset of the calls in its
vicinity (Section 6.2). @ Now, the communication service creates and maintains a mapping between the user ID

and the communication service ID, which persists during the user’s HyWay session. @-@ When users want to
communicate with one another, they join the corresponding calls (identified by the same call IDs) to receive the
audio and video feeds @

3.3 Bridging the Awareness Gap

As touched upon in Section 1, awareness of the presence of those around is key to enabling a surprise-free
environment, where users are comfortable mingling and engaging in informal conversation. Awareness arises
from a combination of visual, aural, and spatial information and cues, so the challenge in HyWay is to enable
these as effectively as possible for both in-person and remote users.

Ensuring mutual awareness among in-person users does not require any special effort since this is routine in
the physical hallway conversation setting. Ensuring such awareness among remote users is also not challenging
given the experience with audio/video conferencing tools, although the common practice of users keeping their
microphones and cameras turned off might not jibe with informal interaction. The more challenging task is
ensuring awareness across in-person and remote users (bridging the “awareness gap”) given the constraints of
the typically small number of HyWay displays that would be deployed in the physical space.

To bridge the awareness gap, HyWay includes the following elements.

First, reciprocity (Section 4) makes in-person and remote users aware of each other’s presence by ensuring that
users can participate by seeing and hearing others only if they are themselves seen and heard by others. While
remote users can often “participate” in agenda-driven online meetings (e.g., a business discussion or a university
lecture) while leaving their microphone muted and camera turned off, we believe that the ability to see and hear
others is key to enabling mingling in informal and typically agenda-less settings. Therefore, HyWay incorporates
a combination of technical enforcement and social constraints to ensure reciprocity.

Second, porosity (Section 5) ensures that conversations in HyWay are not airtight compartments as online
meetings typically are. Just as users in a physical hallway would be aware of and often also able to overhear bits
of conversations in the vicinity, porosity enables HyWay users — both in-person and remote — to hear and be
heard in multiple nearby conversations. Of course, such overhearing would need to be suitably muffled to reflect
the attenuation over distance that would happen in a physical setting, where the conversation being overheard
takes place some distance away from the user.

Third, HyWay uses a map-based visualization (Section 6) to make in-person and remote users aware of each
other’s presence. Compared to existing systems such as Gather.Town that also use a map-based interface, HyWay’s
design is different in being skeuomorphic, with the virtual map mirroring the physical floor. This enables a
natural mapping between the “locations” of the in-person users and that of the remote users, and transitions
between such locations. To minimize the need for toggling between the map view (needed for neighbourhood
awareness) and the call view, we overlay the call view on the active map and also provide a “neighbourhood
view” showing the avatars of nearby users, thereby enabling the user to have neighbourhood awareness even
while in the call view (See Figure 3).
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3.4 Bridging the Agency Gap
Awareness naturally leads to the need for user agency, i.e., the ability of users to move between conversations as
they wish. We wish to enable both in-person and remote users to enjoy such agency.

An in-person user who overhears another conversation or sees other users — in-person or remote — on the
floor, could simply walk over to the other location to join that conversation. The only constraint is that interaction
with remote users would be confined to the locations where the screens are installed.

A virtual user could do likewise by navigating their avatar on the map to get to the location of interest. However,
in keeping with our goal of surprise-free interaction, such navigation, even though it is virtual, is subject to the
constraints of the physical space. The speed of movement is akin to that of a in-person user who is actually
walking on the floor (so there is no point-and-click teleporation in contrast to systems such as SpatialChat) and
walls, furniture, etc. act as barriers that need to be navigated around. So, if a user sees (on the map) that another
user is on the other end of the floor, they can be assured that it will be a while before the other user is within
earshot and so can calibrate their discussion accordingly.

Porosity would ensure that a virtual user whose avatar is on the move would hear an ever-changing mix of
“nearby” conversations as they traverse the floor. HyWay automatically juggles multiple audio streams under the
covers to provide a natural and seamless experience, while also being resource efficient in terms of the number of
audio streams subscribed to by the virtual user. We discuss agency further in Section 6.

4 RECIPROCITY

The goal here is to ensure that users who participate in HyWay can be seen and heard by others just as well as
they can see and hear others. This would be akin to the physical setting where a user who steps into the hallway
to mingle with others does so while being seen and heard by others and not by somehow hiding themselves.

The challenge is in ensuring reciprocity for remote users. Our overall approach is to meld technical enforcement
with social constraints, which we discuss in detail next. Through technological enforcement, we ensure that (a)
camera and microphone are used only when users (both in-person and remote) are in their camera’s field of
view (FOV), or in the HyWay zone (in the case of in-person users), (b) both remote and in-person users are made
aware of each other’s presence using face bubbles on the map, and (c) remote users should not be able to use an
image or video proxy to circumvent reciprocity.

4.1 Enforcing ON State for Camera and Microphone

Unlike the typical audio-video conferencing applications, HyWay does not provide an on/off switch for the
camera or the microphone. If a remote user wishes to get onto HyWay, they would need to have their camera
and microphone turned on.

Since the remote user might be at home or another location, the user might need a way to filter out their
surroundings and other activities happening, for them to be comfortable having their camera and microphone on.
Our design leverages existing work on background filtering and noise suppression which is part of existing video
conferencing system such as Teams [25].

Furthermore, just as an in-person user has the option to step away, say to answer a phone call in private, we
provide remote users the option to put HyWay on hold to attend to their private activity. While on hold, the user
can no longer see or hear any activity on HyWay and likewise they cannot be seen or heard either. However, the
resources such as the calls that the user’s client is part of are retained, so that rejoining after the hold period is
much more lightweight than starting afresh.
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Fig. 3. (a) The physical floor view, (b) the remote user call panel view, and (c) the map view (with physical and virtual user
bubbles marked).

4.2 Representing Remote and In-person Users through Face Bubbles

A remote user can be seen as an avatar on the HyWay map. However, there is no representation of an in-person
user on HyWay. To maintain reciprocity between remote and in-person user, we represent the in-person users
standing in the FOV of the camera as face bubbles on the HyWay map. To create the face bubbles, we use the face
detection feature of Azure Cognitive Services Face API [10]. The Azure Face-Detect API generates face bounding
boxes for the in-person users present in the FOV. We extract the faces from these bounding boxes and present
them as face bubbles with a red halo on the HyWay map. Similarly, remote user avatars, captured during login, is
also represented as face bubbles with green halo on the map (Figure 3(c)) — helping distinguish the two classes of
users. Furthermore, to accommodate users who are colour blind, we make the halo of the remote users a dashed
circle, as can be seen in the “map view” shown in Figure 3(c).

Finally, the face bubbles of users in the vicinity, with the bubble size as a function of the proximity, are also
included in the “neighbourhood view” shown in Figure 3(b). This helps the user be aware of those in their vicinity
even while they are busy conversing in the call panel and so not looking at the map.

4.3 Liveliness Detection

It is possible for a remote user to have their camera on and still not be in view. For instance, the camera’s FOV
could be occluded with a lens cap, or the camera could be pointed away from the user, or an enterprising user
looking to game the system could even point the camera towards a picture (or video) of themselves. We term
such attacks as spoof attacks.
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Table 1. Liveliness Detection Experiment.

Tnput Number of samples Face-spoofing detector Eye-mouth movement detector Proposed Approach Ground Truth
Spoof not detected | Spoof detected | Spoof not detected | Spoof detected | Spoof not detected | Spoof detected | Live | Spoof
Live Person 20 18 2 20 0 18 2 20 0
Photo of a person rendered on a tablet screen 20 15 5 1 19 1 19 0 20
Video-recording of a person rendered on a tablet screen 20 6 14 2 18 2 18 0 20
Person holding their face image 20 17 3 0 20 0 20 0 20

To detect and defeat such attempts, we employ a combination of technical enforcement and social constraints.
The former is used where attempts at circumventing reciprocity might otherwise go unnoticed. HyWay uses
liveliness detection to ensure that camera feed is of a live human face. Our liveliness detector involves a
combination of face-spoofing detector [38], and eye-mouth movement detector. The face-spoofing detector extracts
histograms corresponding to YCbCr [76] and CIE L*u*v* colour spaces [75] and uses an ExtraTreesClassifier [9]
to distinguish a genuine face sample from a spoof attack. However, a user can game this detector by sending a
genuine face image through a virtual camera device. To defeat such attempt, we use an eye-mouth movement
detector on top of the spoof detector. To increase the robustness, we reject negative (spoofed) samples based on
the spoof detector and check for eye and mouth movements on the positive (real) samples.

We evaluated our methodology using CASIA FASD [77] test dataset. This dataset comprises 30 subjects, with
each subject containing a mixture of 3 genuine and 9 spoof attack video clips. We randomly sampled a subset
of images and videos corresponding to the real people and their spoof attacks (photo/video recording of the
corresponding person).

Table 1 shows the robustness of our approach (spoof detector + eye mouth movement detector) against various
attacks. When a printed photo of a user is held in front of the camera, the spoof detector failed (i.e., it failed to
detect the spoofed samples) 17 out 20 times. However, when the camera was instead pointed at the same photo
but rendered on a tablet screen, the spoof detector did a little better (as the image quality was somewhat worse
compared to the print) but still failed 15 out of 20 times. When the photo was replaced with a video on the same
tablet screen, the failure rate dropped to just 6 out of 20 times. This is counter-intuitive, since we would have
expected the video to look more “real” than a static photo and so the spoof detector should have failed more.
We believe the decrease in the failure rate in the case of video is because of the poorer image quality compared
to a static photo, which allows the detector to more easily identify spoofing. For all these cases, our proposed
approach, which additionally incorporates the eye-mouth movement detector, is more effective in detecting
spoofing, as reported in Table 1.

We rely on social constraints where technical means are challenging but social means are much more feasible.
For instance, even our liveliness detection such as that outlined above can be gamed. The camera could be replaced
with a virtual camera device that reads from a prerecorded or live stream video. However, in a social context,
such attempts would be easily detected and frowned up by other users, thereby discouraging such behavior.

4.4 Adaptive Camera and Microphone Operation

The “presence” of the remote users is confined to the displays and their view of the physical space is determined
by the FOV of the camera mounted on the display. So, there are limits to how well remote users can be seen and
how well they can see, which, in turn, can pose challenges to reciprocity. For instance, in-person users who are
standing behind a display may have no inkling that their conversations are being overhead by a remote user
who is on the screen but staying silent. Likewise, two remote users who are talking to each other while the
physical floor is seemingly empty might not be aware that an in-person user who is out of the view of the camera
is listening. To mitigate such issues, we make the the operation of the camera, microphone and the speakers
adaptive to the context of both the users and the physical setting.
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Fig. 4. Peripheral awareness on HyWay for remote users based on their gaze change.
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Fig. 5. Adaptive mute and un-mute on HyWay. (a) Mic and speaker are ON when HyWay camera detects in-person users (b)
and OFF when no users are detected. All depicted persons are in-person users.

4.4.1 Peripheral Vision. The viewing angle of a modern display is very wide, e.g., 140-170° for an OLED
display [15]. However, the FOV of a webcam is much narrower, e.g., 65-90° [5]. As a result, remote users on a
display can often be seen by in-person users who are outside the FOV of the camera, which goes against principle
of reciprocity. To bridge the awareness gap between the in-person and remote users, wide angle cameras are
mounted onto the physical displays. This ensures that the FOV of the camera corresponds to the viewing angle
of the display or the camera image can be trimmed to match the viewing angle of the display. On the client end,
the camera stream is split into three horizontal overlapping segments of 90° FOV each, as shown in Figure 4. The
remote user’s default view is the center tile, which is rendered as the largest tile, keeping the other two smaller.
When the remote user scans to the left, HyWay detects this using the gaze tracker and expands the corresponding
peripheral tile as shown in Figure 4. The gaze tracking algorithm uses the regression tree based face keypoints
detector [52]. The coordinates of the pupils are then isolated from the face landmarks and compared to the center
coordinate of the eye. The gaze is subsequently tracked based on the relative position of the pupils from the
center of the eye.

4.4.2 Adaptive Muting and Unmuting. Unless we have a 360° FOV of the camera and viewing angle of the display
(e.g., a circular display) — both of which are hard to achieve with commodity hardware — there will be a blind
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Fig. 6. Over-the-air versus controlled porosity. All depicted persons are in-person users.

spot (Figure 5), where in-person users and the remote users cannot see each other. Such a blind spot could create
awkwardness noted above, where in-person or remote users might engage in sensitive conversation without
being aware of the presence of others nearby.

To mitigate this issue, HyWay mutes or unmutes the speaker and microphone attached to the display on the
physical floor depending on the context. Specifically, if no in-person users are seen in the vicinity of the display,
we assume that the remote users, if any, on that display are engaged in conversation only amongst themselves.
So, we mute both the speaker and the microphone to ensure the remote users conversation is not heard on the
physical floor (e.g., by in-person users who are in the blind spot), and equally, the remote users are not able to
overhear conversations among such in-person users.

However, when there are in-person users in the FOV of the camera, they and any remote users would likely
be engaged in a conversation, which we believe would mitigate the above concern and hence the speaker and
microphone could remain unmuted. Specifically, in-person users in the blind spot would likely become aware of
the presence of the remote users and the in-person users in the FOV of camera could alert the remote users to
the presence of in-person users in the blind spot, to avoid any awkwardness.

5 POROSITY

As discussed, porosity enables users, both physical and virtual, to overhear conversations in the vicinity. We start
by explaining the need for “controlled porosity” over an alternative that we term as “over-the-air porosity”, and
then turn to the details of enabling controlled porosity.

5.1 Over-the-Air versus Controlled Porosity

Consider the setting depicted in Figure 6, with two physical conversation zones separated by hallway space that
we call the “in-between” region. In theory, the voices of both the in-person and the remote users in zone 1 would
be carried over the air to zone 2, where the microphone would pick up the sound and deliver it to the remote
users in zone 2. However, there are multiple challenges with such (physics-based) over-the-air porosity.

First, the self-noise or equivalent input noise (EIN) [19] of the microphone in zone 2 could drown out any
distant voice emanating from zone 1. For example, if the EIN of the microphone is 30 dB, a soft conversation
(50-60 dB) would drop below the noise floor at a distance of 10-30 m and therefore be completely drowned out by
the noise from the viewpoint of the remote users in zone 2. In comparison, the threshold of hearing for a (young
and healthy) human is 0 dB [17] (corresponding to a sound pressure level (SPL) of 20 yPa [18]), which means that
the same sound could still be heard by the in-person users in zone 2.
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Fig. 7. Porosity - Zone volume drop as a function of the relative distance from Zone.

Second, the speaker volume setting in zone 1, which determines how loud the voices emanating from the
virtual users are, would attenuate the sound further if the volume is turned down, making it even more difficult
for the zone 2 microphone to pick up the voices.

Third, even if the above technical issues were somehow circumvented, over-the-air porosity would mean that
voices from not just the remote zones but also from the in-between region would be picked up. This could be
problematic since unlike the in-person users who position themselves willingly in the vicinity of the zones (where
we have a privacy notice displayed prominently), the users who happen to be traversing the in-between region
would, in general, have not consented to participating in the system. So, we would not want the microphones to
pick up the voices of these users.

In view of these challenges, HyWay employs (software-)controlled porosity, wherein the voices within each
zone are picked up by just the local microphone and the audio streams from the various zones are mixed, after
suitable attenuation, to create a composite stream that, in effect, incorporates porosity. The microphone sensitivity
threshold is set so as to filter out voices from outside the zone. One of the advantages of such controlled porosity
is that the user can control the extent of porosity that they would like, including, in the extreme case, opting for
no porosity at all, as we explain below.

5.2 Calibrating Porosity

In theory, sound intensity (and hence the over-the-air porosity) drops off with distance as per the inverse square
law [14], which suggests that controlled porosity should follow a similar trend. However, such a drop-off only
holds in free space. In a space with obstructions, such as walls and furniture, the drop-off tends to be steeper.
This calls for an empirical approach to calibrating porosity.

We conducted small-scale controlled experiments (elaborated on in Section 5.3), which yielded the following
key observations:

(1) Users found it extremely difficult to focus on an ongoing conversation in the zone they were in if another
conversation was overheard with a volume level that was greater 15% of the normal (i.e., within-zone) level.
Note that the exact value varies with the number of zones with active conversations at that time (Section
5.3).

(2) When listening to background conversations, comprehensibility rapidly dropped with an increase in the
number of active background conversations, with most users being unable to follow anything when there
were 4 or more such active conversations (see Section 5.3). In comparison, in a physical setting, users can
tune out such background chatter but this is far more difficult to do in a virtual setting.
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We believe both of these differences arise because controlled porosity in HyWay does not provide an indication
of the direction of the overheard conversation. In the absence of such a cue, users were unable to filter out
background noise as effectively as they could in the physical setting.

The extent of these issues varies with the nature of the overheard audio source and from person to person.
Therefore, in HyWay, we provide the user with a slider to control the degree of the porosity at an individual level.
Based on these observations, the porosity function (Figure 7) is designed to have the following characteristics:

(1) As soon as the virtual user exits a physical zone, the volume of audio emanating from that zone is reduced
to 15% of the normal volume. This leads to a disjoint drop at the beginning of the graph.

(2) The volume decay is extremely rapid at first followed by a more gradual delay. This ensures that far away
zones are reduced to noise and do not overwhelm users.

In mathematical terms, we define a virtual user’s normalized distance from a zone i’s center (d;) as:

distance of the virtual user’s avatar from zone i

d; (1)

max_distance
where max_distance refers to the greatest possible distance, i.e., the length of the map diagonal in Figure 9.
All the graphs in (Figure 7) show the decay in the audio volume of a zone with respect to d;. As noted before,
the volume starts at 15% (adjustable by the individual users) except when the user is inside the zone, which

corresponds to d; = 0. To let users listen to up to 4 conversations (beyond which comprehensibility becomes
background

very difficult), we define a reference point d; that indicates the radius within which 4 nearby zones are

covered. Note that d?ac}cgmund would depend on the layout of the zones (i.e., how close or far apart these are),

which might be different across locations.

Our aim, thus, is to allow users to hear audio from clusters that are beyond dibmkgmund but not be able to

make out the details of the conversation (so as to not overwhelm the users). In our small scale experiments, we

observed that this effect is achieved when the volume is set to half the background volume level. As such, till

d?ekound e volume decays to half the initial background volume. For most map configurations, dfmdcg round

is a small fraction of max_distance, so the initial volume decay is far more steep. Initial iterations of HyWay
utilised a linear step function (Figure 7b), which was later replaced with a smoothed version (Figure 7c). For
smoothing the volume, we utilised Bezier functions [4] as they provided the best experience in our small-scale
experiments compared to power law and exponential decay. In addition, if there is an intervening wall between a
zone and the virtual user’s location, we scale down the zone’s background volume by a constant factor of 0.3 (i.e.,
70% volume reduction) to account for sound muffling by walls. We defer to future work a more careful model that
takes into account both nature and the type of walls as, for instance, has been done for room acoustics simulation
and virtual acoustic environments [54].

5.3 Controlled Empirical Study of Porosity

We conducted a controlled experiment to investigate the effectiveness of porosity and the impact of the number
of zones with background conversations. Specifically, we wanted to understand how the number of conversations
overheard impacts the optimal porosity level for the users.

5.3.1 Experiment Setup. Upon recruitment, the 10 subjects were each briefed about the HyWay system and the
concept of porosity, and the intent of the experiment. After the initial briefing, each participant was put in a
virtual conversation zone and was subjected to 2-3 scenarios with a varying number of nearby active background
conversations. Participants were placed in each scenario for roughly 4-5 minutes and they participated in the
experiment for a total of about 30 minutes. During each 4-5 minute scenario, the participant had to converse
with another person in their own conversation zone, and were also asked to adjust porosity to the optimal level.
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Table 2. Experiment Parameters.

I Independent Variable | Dependent Variable | Control Variable | Confounding Variable ||

H number of conversation zones [2,3,4] ‘ porosity value [0-100] ‘ number of people per conversation zone [2] ‘ conversation bias & people bias H

Specifically, they were asked to set the porosity level such that they could get a sense of the nearby conversations
while being able to meaningfully engage within their own active conversation. This porosity level was recorded
by the researcher upon completion of each scenario. The researcher reset the porosity level to 0 at the beginning
of each scenario to minimize the learning effect and bias from previous scenarios. To avoid device variation,
we ensured that the audio/video hardware in the physical zone and the machine configuration of the users
participating virtually was identical. Each user was provided with a Lenovo Thinkpad X1 Yoga laptop with an i7
processor and 16GB of RAM during the experiment.

5.3.2  Study Parameters. As shown in Table 2, we had 1 independent variable — number of background conversation
zones (2, 3, 4), and 1 dependent variable — porosity level [0, 100], which means that the porosity level can be
set to anywhere between 0% (zero volume, so background conversations are not heard at all) to 100% (such
conversations are heard without being attenuated). We controlled the number of people per zone to 2, and let the
participants talk on a topic replicating natural conversations. We acknowledge that there might be bias related to
the topic of conversation, which might have impacted our participant’s perceived optimal porosity level.

5.3.3 Data Analysis. We had a total of 29 data points in the format (x, y), where x represents the number of
active background conversation zones that can range from 2 to 4, and y represents the optimal porosity level
as adjusted by the participant for the chosen number of background conversation zones. We normalized all of
our values, and then applied the Pearson correlation test, which is a measure of linear correlation between two
sets of data [35]. We got r = -0.2675. Negative r value in our context implies that the number of conversation
zones and optimal porosity level are negatively correlated. This further demonstrates that, with the increase in
number of conversation zones, the optimal porosity level for the end user will decrease. Furthermore, we passed
all of our data points into a Decision Tree Regressor [63] to get an idea of the average optimal porosity level for
each configuration. As observed in Figure 8, the optimal porosity level regressed progressively decreases with an
increase in the number of background conversation zones, which is consistent with the above correlation results.

6 AGENCY IN USER MOBILITY

In a physical hallway setting, users have the ability to move around and join new conversations as they wish.
Indeed, such agency in mobility is a natural consequence of awareness, which has been a key design focus of
HyWay. In-person users on HyWay can simply move around — either to a chosen physical zone to engage in a
new conversation or away from all zones — just as they would in a purely physical hallway setting. So, we focus
here on providing remote users with similar agency.

To enable remote users on HyWay to navigate from one conversation to another, we have designed and
developed a map-based interface (see Figure 3 and Figure 9) that allows remote users to seamlessly navigate to
different conversations happening in the hallway, just as they would in the physical setting.

To move from one location to another, a remote user would move their avatar on the map using their cursor
keys. This ensures gradual movement unlike a point-and-click interface, such as teleportation in SpatialChat [23].
This helps ensure a surprise-free experience on HyWay, where users have the assurance that others cannot
appear unexpectedly.

We designed a skeuomorphic map-based representation of the real-world physical space. This is a key distinction
from systems such as Gather.Town [13] that also use a map-based interface, which is typically synthetic. The
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Fig. 8. Decision Tree obtained from the data points collected during the experiment. As clear from the tree, the regressed
optimum porosity value regressed decreases with an increase in the number of conversation zones. The high error values is
recorded because participants chose high difference values when changing porosity as the number of active calls increased.

correspondence of the map in HyWay to the physical space ensures consistency of experience across in-person
and remote users. For instance, the set of conversations in the “vicinity” that a remote user in a zone overhears
through porosity approximates what an in-person user in the same zone would overhear. Furthermore, the direct
correspondence between locations on the map and those in the physical hallway means that in-person and remote
users can move to the “same” location if they so wish. For instance, if an in-person (or remote) user moves from
one zone to another, a remote (or in-person) user they were conversing with could do the same and thereby
continue their conversation in the new location.

The map in HyWay consists of three object layers: (1) the bottom layer depicts the floor texture (e.g., wooden,
carpeted, marble), (2) the middle layer consists of items such as furniture (e.g., tables, chairs), and indoor plants
to give a realistic feel to the user, and (3) the final layer consists of the user avatars (face bubbles) representing
remote and in-person users (see Figure 3).

We define collision boundaries on the map layers, which restricts the user avatars from stepping over objects
(such as furniture), navigating through the walls, and going beyond the defined boundaries of the space. Such
restrictions help maintain parity in the movement of remote users and in-person users, thereby contributing to
the surprise-free operation of the system, e.g., remote user cannot cut through walls and furniture and show up
in a new location faster than in-person users making the same trek.

We define conversation zones on the map, where users can congregate and have conversations. A physical
zone is one where there is a display on the physical floor and so in-person users and remote users can mingle
with each other, while a virtual zone is one where there is no display on the physical floor and hence remote
users alone can get together. The map in Figure 3 shows both physical zone (“kitchenette”), and a virtual zone.
Porosity ensures that users in virtual zones can still overhear and be overheard by nearby in-person and remote
users. Since all users, both in-person and remote, are depicted on the map, users are aware of who is around and
so could overhear conversations, much like in an all-physical setting,.

In our current implementation, remote users are unmuted only when their avatar is within the confines of a
conversation zone. When they are on the floor and outside all the conversation zones, they remain muted but can
overhear muffled conversations from the zones in their vicinity. Although in principle we could have the remote
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users be unmuted at all times, leaving them muted except while in the conversation zones helps reduce porosity
clutter (as pointed out in Section 5.2, users disliked overhearing too many background conversations), besides
simplifying the task of dynamic call management (Section 6.2). Next, we discuss two technical challenges that
arise from the agency that remote users have in moving about in the floor: calibration of the speed of movement
and dynamic call management.

6.1 Auto-Calibrating Speed of Remote Users

While the design aspects discussed above (e.g., a map layout that reflects the physical layout, collision boundaries
that confine remote user avatars to the paths that in-person users can take) help with parity in the movement
trajectories of the in-person and remote users, and thereby avoid surprises, there is another key element: the
speed of movement of the remote user avatars. Ideally, the speed of movement of the remote user avatars should
be consistent with the speed of in-person users on the floor, so that the time taken for both classes of users to get
from say Zone 1 to Zone 2 on the floor is similar.

Having the speed of remote users match that of in-person users is challenging in general. For instance, the
speed of movement of the latter might be dependent on the context, e.g., slower when a user needs to weave
through a crowded conference hallway during the coffee break than when a user is walking through a sparsely
populated office floor. Therefore, rather than configuring a fixed speed, which might be invalid in some or many
settings, in HyWay we devise a simple procedure to auto-calibrate the speed. This would automatically help
ensure that the speed is appropriate for the setting on hand.

Our auto-calibration procedure is based on the sightings of the same in-person user in different physical zones
over time. We detect and match faces using the Face - Verify API [10]. * Say, an in-person user is last seen in
Zone 1 at time t; and then next seen in Zone 2 at time t,. At = t, — t; then provides an upper bound on the travel
time for the in-person user between zones Zone 1 and Zone 2. However, there are many possibilities: users might
not take the direct path from Zone 1 to Zone 2 or they might pause on the way (say, to chat with someone), or
different users might walk at different speeds.

To overcome these issues, HyWay measures travel time for multiple users and multiple walks by each user
to obtain a distribution like the one pictured in Figure 10. Then, we pick a low percentile, specifically the 10"
percentile, as our estimate of the travel time from Zone 1 to Zone 2 along the direct path and with no stops. ° To
verify our estimate of travel time, we also perform a controlled experiment where we ask a set of users to walk
directly from Zone 1 to Zone 2 at a pace that is normal for them. Since there would be a spread of speeds across
the users, we take the median (50" percentile) of this set of recorded times to be the “ground truth” of the direct
travel time. As shown in Figure 10, the travel time estimated by auto-calibration is a good match for the “ground
truth” obtained by having a controlled set of users walk directly from Zone 1 to Zone 2.

After estimating the travel time between Zone 1 = Library and Zone 2 = Kitchenette (Figure 9), we estimate
the speed of the remote user’s avatar as the in-game distance between Zones 1 and 2 (i.e., 68.5 units, where a
“unit” represents the smallest updatable distance on the map, which is set by the game layer (Section 7), and
corresponds to 0.26 meters on the physical floor) divided by the estimated travel time (15.00 seconds), yielding a
speed of 4.56 in-game units per second. This is the speed at which the avatar would move if the remote user
keeps a cursor key pressed continuously.

Finally, HyWay at present only allows user avatars to move in one of four directions — up, down, left, or
right, corresponding to the four cursor keys pressed individually. Therefore, the in-game distance between two
locations is computed with this constraint in place and the avatar speed calibrated accordingly. If we were to
augment HyWay to allow more flexible movement (e.g., diagonal movement, say by pressing two cursor keys

4Note that such face matching is distinct from face recognition.
SWe avoid the minimum because it is susceptible to spurious face sighting and matching
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Fig. 9. HyWay map for the office workplace from Figure 1. Staircase, Library, and Kitchenette represent the physical zones.
The map also includes virtual-only conversation zones.
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Fig. 10. Histogram representing the distribution of time taken for multiple walks from one zone to another. The orange
distribution shows the time recorded by HyWay camera during deployment. There are 169 such samples with 10" percentile
as 15 seconds. The grey distribution shows the time taken by users in our controlled experiment. There are 32 such samples
with a median of 13.63 seconds.

simultaneously), the in-game distance would have to be computed accordingly. The rest of the methodology to
auto-calibrate speed would carry over as is.
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Fig. 11. CPU usage of browser thread and audio service when recorded over the deployed system for 16 active zones. For the
all-calls-always-connect approach, time 1-80 seconds indicate the increase in CPU usage as the client attempts to connect to
all the 16 zones, sequentially. The red line represents a much lower CPU usage using dynamic call management approach.
Under the dynamic call management, time 1-80 represents when the remote user does not move and stays at a location
which is far from all zones. The time stamps after 60 seconds represent a random walk around the map simulating normal
user behaviour. Client runs on system with an Intel Core i7-8650U Quad-core at 1.90 GHz, 16 GB RAM at 1867 MHz. The
experiment was done with 16 zones to show distinctive difference between the two approaches.

6.2 Dynamic Call Management

As the remote users move around, the ambient sounds they hear also change, just as it would happen in a physical
setting. Under the covers, HyWay has each remote user’s client join multiple calls, one corresponding to each
zone, as we elaborate on in Section 7. The question is how the user client should manage these multiple calls.

Our initial approach in HyWay was simply to have each client join the calls corresponding to all the zones
right up front at initialization time, before the remote user’s avatar is allowed to join any conversation zone.
While being simple, this all-calls-always-connected approach has three downsides: first, increased startup time
because of the need for the client to join all the calls up front (which needs to happen synchronously by acquiring
locks on the main thread, for the reasons noted in Section 7); second, increased CPU load on the client; and third,
increased demand on network bandwidth. All of these issues are exacerbated when the number of zones is large.
For instance, in Figure 11, with a total of 16 zones, the initialization phase lasts over 80 seconds and the CPU
utilization rises to 80%, making the client sluggish.

As an alternative, we devised a dynamic call management approach, wherein each client only joins the calls
corresponding to the zone it is in and the zones in the vicinity. The zones in the vicinity are defined by two
factors. The first is the porosity neighbourhood, i.e., the zones (up to 4, see Section 5) which are in the vicinity of
the remote user on the map. The second arises from the speed of the movement of a remote user’s avatar versus
the time taken to join a new call. The faster that the avatar can reach a new zone, the more in advance the joining
of the call corresponding to that zone must be initiated. It takes 300ms to connect to or disconnect from a call,
so multiplying this time with the speed of avatar movement (4.56 units/second) we obtain a trigger distance of
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Fig. 12. Three layered architecture of HyWay.

1.37 tiles from a zone for the client to initiate the process of joining the corresponding call. This helps ensure a
seamless user experience.

Accordingly, with dynamic call management, as the remote user moves around the map, we connect to the
zone(s) which the user is approaching and disconnect from the zone(s) which are now far from the user. The
benefits can be seen in Figure 11, where long startup delay and the high CPU load are both avoided. To make it
easy to visually compare the all-calls-always-connected and dynamic call management curves, we initiate call
connections in the latter case only after the 80 second mark, which corresponds to when the client has connected
to all calls in the former case.

In summary, dynamic call management helps in drastically reducing the CPU utilization and making it
independent of the total number of zones on the map. With this approach we can now scale the map and the
client to support a large number of zones.

7 IMPLEMENTATION

We separated HyWay logically into three main layers (i) Map layer, (ii) Game Layer, and (iii) Call layer, as shown
in Figure 12. The idea here is to decouple components in a way that can support multiple maps and allow anyone
looking to deploy an instance of HyWay to define (a) the game physics, e.g., navigation rules such as the allowed
movement directions (e.g., 4 (up/down/left/right) or 8 (additionally including the diagonal directions)), using
cursors along with keys, etc., and (b) custom properties such as collision, wall muffling for porosity, etc.

The first layer is the Map layer, where users define a virtual representation of the physical space and its
properties to make it realistic. Here we used tools such as Microsoft Visio [29] and Adobe Photoshop [2] to
create a realistic virtual representation of the space. Layered on top of this, we have the Game layer that has
been implemented using an HTML 5 based game engine — Phaser3 [20] — which helps users navigate the space
defined in the map layer. The topmost layer is the Calling layer, where we leverage Azure Communication
Services (ACS) [3], which is set of communication APIs (e.g. calling APIs, video APIs etc.) to enable on-the-fly
communication between users.

Azure Communication Services (ACS). In HyWay, we require custom calling experiences for both the remote
and the in-person users. ACS provides a set of APIs to enable Internet-based audio/video calling and provides Ul
libraries to create custom layouts and experiences. To create a space with multiple concurrent conversations that
gives HyWay users the ability to overhear nearby conversations, we start multiple calls and suitably attenuated
the audio from these calls to provide users a distance-based porosity experience. Each zone has an associated call
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identified with a unique group ID, which enables everyone in a particular zone to join the same call and interact
with each other. We also create custom galleries, for instance, to have a larger video tile for the in-person users
who are on the physical floor (see Figure 3).

User Client. We built a React-based single-page application with Fluent UI [12] and Phaser 3 [20] to load a
top-down, RPG (Role-Playing-Game) style browser game interacting with ACS calling components where each
avatar represents the user in virtual space. The Phaser GameScene embeds a map mirroring the physical floor.
We started with the floor map of the physical space which allowed us to understand the boundaries, collision
objects and scale of the selected space. Next, we added textures to this floor map using Photoshop. The top view
of objects such as furniture and plants, representing their counterparts on the physical floor, were added on the
map (see Figure 3).

In the next step, we defined collision boundaries based on object locations by dividing the map into tiles in
the Tiled [27] app. Phaser uses this collision configuration to ensure that user avatars on the map do not cross
collision boundaries and only move within the allowed spaces.

The game map allows the physical users to get a sense of the location of the virtual users. It also allows the
virtual users to navigate the map and participate in different conversations happening on the floor by leveraging
the porous nature of the calls, as discussed in Section 5. When a user client connects to HyWay, we connect the
user to calls corresponding to multiple conversation zones in the vicinity, as explained in Section 6.2. A virtual
user can take part in a call by moving to the location of the conversation and hitting the Space key to open up
the call panel. Client-side implementation of HyWay comprised 2981 lines of code (LoC), excluding json configs,
map binaries and standard node dependencies.

HyWay server. We have developed a Node.js-based server that keeps track of the current locations of different
virtual users. When new users join HyWay, the client initiates a socket connection with the server. The server
then communicates the current state of the users, i.e., the locations of the users across the call zones, to the client
app. The client app uses this state information to display user avatars on the map. When a user navigates through
the map, location updates are sent to the server, which broadcasts these to the other clients. The clients then
update the remote-user avatar’s position on the map The server-side implementation of HyWay comprised 78
LoC (excluding json configs and standard node dependencies.)

HyWay Inference server. We built an inference server using a python-based web-framework called FastAPI [11].
We have trained models for liveliness and gaze detection, and for defishing, i.e., reversing the distortion in a fish
eye image (see Sections 4.3 and 4.4.1). These have been hosted as REST APIs, which take images as input and
return an inference. Each client extracts frames from the call video streams or from the local camera, and invokes
these APIs at regular intervals.

8 USABILITY STUDY

Since early 2022, we have deployed HyWay at 5 events, with an intent to put our conviction to test and gather user
feedback that has helped shape subsequent iterations. These deployments have helped us better understand the
relationship between the familiarity among the participating users, the topic of discussion, and the layout of the
space to concepts such as porosity, reciprocity, and agency. Table 3 summarizes the various HyWay deployments. ®
For the first four deployments (Section 8.1), we examined user experience through surveys (27 respondents in all).
In the Event 5 deployment (Section 8.2), we supplemented the survey (29 respondents) with interviews with a
subset of the participants (10).

5The deployments reported in this paper were approved based on a privacy review. Furthermore, the survey form and methodology used in
our deployments and the controlled user study have been approved by our IRB.
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Table 3. Various deployments and the nature (facets) of these events.

Event Space Familiarity | People Familiarity | Topical Connection Duration Engagement format Audience size & mix
Country A, Event 1 | Medium to High Medium to High Medium 3 days, 4 hours/day Demos, Coffee breaks ~ 15 in person, ~ 65 remote
Country B, Event 2 Low Low to Medium High 3 hours Demos, Coffee breaks ~ 20 in person, ~ 40 remote
Country B, Event 3 High Medium Low 4 hours Informal ~ 100 in person, ~ 25 remote
Country B, Event 4 Medium High Low 3 hours Informal ~ 10 in person, ~ 7 remote
Country B, Event 5 Low Low High ¢ 2 sessions, 3 hours/session Demos ~ 50 in person, ~ 70 remote
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Fig. 13. (a) Overall HyWay experience. (b) Participation mix.

Note that our focus on events means that these deployments were confined in space and time, thereby
mitigating concerns pertaining to privacy that might arise in the context of always-on 24x7 deployments. We
defer exploration of the latter to future work.

Participants. Participants in all the deployments belonged to the same organization, Microsoft. Email invitations
were sent to these participants, describing the nature of the setup and a brief tutorial on how to use the system.
In all the events, the participants generally had no prior knowledge or experience of using HyWay. However,
they were experienced in using existing video conferencing services such as Teams [25] and Zoom [30]. Some
participants were aware of services such as Gather.Town [13] and AltspaceVR [31]; however, only a few knew
how these services worked. Participants were free to use the system and no incentive was provided in any of our
deployments.

Event space and setup. Event 1 hosted series of talks separated by coffee breaks. Three HyWay zones were
deployed during these breaks to enable informal mingling between the in-person and remote users. In addition,
HyWay was used to host 16 demos spread across the floor map. The audience navigated the floor map and
joined different demo sessions, which they learnt about either from the demo titles or by overhearing nearby
presentations through porosity. Event 2 also hosted a cohort of users who presented their work in a series of talks.
HyWay was again used to enable informal mingling amongst both in-person and remote users during the coffee
breaks. Event 3 was a social event in a building atrium, where in-person attendees mingled with one another
over wine and appetisers. Three HyWay conversation zones were set up to enable remote users to join in. Event
4 brought together a small cohort of users representing different groups of the organization, celebrating their
success over wine and snacks. Two HyWay conversation zones were set up to include attendees who could not
make it in person. Event 5 was a large hybrid poster event where we had both in-person and remote attendees
engaging with both in-person and remote presenters.

8.1

At the end of each event, we reached out to the participants by email and asked them to share their experience
with HyWay via an anonymous online survey. The survey comprised 11 questions for the in-person participants

Results from Initial Deployments (Event 1 — Event 4).
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Fig. 14. (a) Remote users’ experience as compared to in-person experience. (b) Benefits of floor map as an agency.

and 16 questions for the remote participants. Some of these questions provided checkboxes to allow selecting more
than one choice while others used radio buttons to only allow a single choice. The estimated time to complete the
survey was 5-7 minutes. In total, we received 27 responses. Participants also provided their descriptive opinions
in the comments section of the survey.

Overall, the participants’ response has been positive, as shown in Figure 13. Virtual user, V7, 7 from Event 2
said ‘T had a feeling of social interaction with people new to me in a way that was much more like in-person meetings
versus just showing up on a Teams call. It was invigorating and engaging, and I really enjoyed the engagement ...”,
and Vo said ‘Tt creates a shared/common space for virtual and remote team members. It seems great for serendipitous
chats ...”. Even participants who voted “poor” indicated that they had a better hybrid experience when compared to
an all-virtual setup experienced on other video conferencing platforms. For instance, Vs from Event 2 mentioned
that the “Combination of remote and in-person conversations (when they worked) were much better than in Teams.”.
However, at times the system crashed unexpectedly, “and long load time to restart [HyWay | meant that I missed
large chunk of poster session.”

While the overall experience of using HyWay was positive, it also became clear that this is just the first step
and there is more work to be done before a remote user can find the experience to be as good as attending in
person, as indicated in Figure 14(a). Some of the descriptive feedback was about improving the UI fidelity. For
example, V; from Event 3 said, “The UI is of low fidelity. I don’t have an avatar to represent myself, just a square
(sprite) with my name on it.” To address this, we introduced (from Event 4 onwards) face bubbles to represent
in-person and remote participants on the map. This provided users the ability to recognize others and thereby
engage more effectively (as we touch on in Section 8.2).

There were instances when conversations among remote users unintentionally spilled over into the physical
realm and disturbed physical users. For example, V; from poster Event 2 mentioned that T had some conversations
with only remote participants at an ‘empty’ station where no one was physically present. We didn’t realize that our
conversation was loud enough to disturb people at a nearby station. I'm not sure what would have helped in that case,
maybe a way to control volume at the physical station?” Concerns such as this motivate augmentation of HyWay
with adaptive mute/unmute (Section 4.4.2).

In all our deployments, we have used a map interface to provide users, both remote and in-person, awareness of
who else is around, thereby enabling them to discover people and engage with them. As shown in Figure 14(b), the
majority of respondents found the map to be useful. However, Events 3 and 4 were held in compact, single-room
spaces, so some remote participants found the map interface to be not so relevant.

We observed that events where users have strong familiarity with the space or with other participants were
the ones where the skeuomorphic representation of space was found to be particularly useful. Many participants

7V and P stands for remote (virtual) and in-person (physical) participants.
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Fig. 16. (a) Ability to hear muffled conversations. (b) Motivation to join new conversations.

shared similar opinion as participant P;; from Event 3, who said “Being able to chat with folks joining remotely
while also interacting with people in the physical space was nice and being able to switch between the various stations
(while providing the same capability to the remote attendees) was a good bonus.”

It is very natural for an in-person attendee to experience the buzz and the energy of an event. The porous
nature of the environment not only facilitates experiencing ambient noise (buzz) but also provides the ability to
overhear nearby conversations, thus enabling seamless transition between conversations. We believe porosity is
one of the key tenets to enable remote attendees to have as close to an in-person experience as possible. Our
survey results captured a similar sentiment (Figure 15(b)). It was promising to observe that this was not perceived
as an annoyance or distraction. Some of the attendees explicitly called out moments where they recognized
the voice from a nearby conversation and reached out to engage. Participant Vs in Event 4 stated, T love the
concept of the ambient audio, so that people virtually can tune in to things happening around them, not just the
active conversation. The visualization of the space and movement between different areas is super interesting to for
when you are remote.” Similarly, participant V; in Event 4 stated, “Loved the informality; porosity made it feel much
more real; spatial layout/mapping of the building/space was super cool!”.

Most remote participants were able to overhear nearby conversations when using HyWay (Figure 16(a)), yet we
found many not finding it sufficient to motivate joining new conversations (Figure 16(b)). As we take a closer look
at the results, we again observe that strong ties (familiarity) with people play an important role in the perceived
value. Most of these remote users who responded “not really” were attending events where their familiarity with
other participants was low.
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Fig. 17. HyWay setup during the hybrid poster event (Event 5). The adjacent distance between each booth was ~ 7 ft.

This is probably an expected outcome even for an in-person attendee with weak-ties with other participants.
In fact, in-person participant P4 in Event 3 (which involved informal mingling in a social setting) stated, .. I was
able to say ‘hey [Name], what are your thoughts’, but I don’t think I ever even introduced myself, so those on the call
didn’t know who we were ... ”. In the future, we intend to explore alternate nudge techniques that might make it
easier for remote users to join and participate in conversations with less familiar people, making it an experience
that is perhaps better and beyond what is possible for an in-person attendee. At a broader level, we explored
whether such a system can help foster relationships between people who are geographically separated, and we
have had encouraging results, as shown in Figure 15(a).

8.2 In-depth User Feedback from Event 5

Event 5 was a large hybrid poster presentation event, where users presented their work either remotely or
in-person (Figure 17). Email invitations were sent to all the participants, describing the nature of the setup and a
brief tutorial on how to use the system.

The survey results from the previous deployments only give us a high level understanding of the participants’
experience with the HyWay system. In the case of Event 5, we additionally conducted in-depth 1:1 interviews
with a subset of the participants (Table 4) who had completed the survey and volunteered to be part of the
study (10 interviewees out of the 29 survey respondents). These interviews allowed us to probe deeper into the
participants’ experience during the event. No incentives were provided to the participants for their participation
in the interview. All interviews were recorded, transcribed, and reviewed. After open coding of the transcripts
(breaking participants’ response into discrete parts, i.e., codes), we used axial coding (drawing connections
between the codes) to examine user responses. [71].
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Table 4. Interview participants’ demographics and their current work status.

ID Gender | Experience with any social VR platforms Work type
RD; (Remote Demoer) M No Permanent work-from-home
RD; (Remote Demoer) M No Permanent work-from-home
PD; (Physical Demoer) F No Hybrid
PD; (Physical Demoer) F No Hybrid
PDs (Physical Demoer) M No Hybrid
V Ay (Virtual Attendee) M No Permanent work-from-home
V Ay (Virtual Attendee) M No Hybrid
V A3 (Virtual Attendee) M No Hybrid
EO; (Event Organizer) M No Hybrid
EO; (Event Organizer) M Yes Hybrid

Findings. We present our findings from: (1) the participants’ high-level feedback from the survey and (2) learnings
from their subsequent in-depth interviews.

Survey results from the event were similar to the results from our prior deployments. In total, we received 29
responses (24 remote and 5 in-person participants). Of these, 4 rated their experience as “excellent”, 10 as “good”,
8 as “average”, and 7 as “poor”. Based on the descriptive comments in the survey, the respondents who rated
their experience as “poor” reported technical issues (e.g., audio/video equipment issues or Ul flickering) as their
predominant concern.

Map as an enabler for agency — discovery and engagement — also received positive responses, with 20 (out of
24) remote participants voting the map-based interface to be either “extremely useful” or “somewhat useful” in
discovering poster zones on HyWay. Describing the experience in the comments section of the survey, remote
participant V; stated, “It [map interface] allowed people to move in and out of the conversation in a more fluid way
than you can in video conferencing platforms.” Also, 21 (out of 24) remote participants liked the porosity feature.
However, a few participants, who identified themselves as remote demoers, reported dialing down the porosity
level to have a more focused discussion during the poster event.

Participants’ feedback from the interviews.® Most participants (Table 4) mentioned this was a first-time
experience for them at a hybrid poster event. When asked about their experience with other virtual interaction
platforms such as Gather.Town [13], most of the participants indicated that they never had experience with such
platforms. However, all the participants had the experience of attending in-person poster events.

Almost all of the participants in our interview study have adopted a hybrid work style, except for 3, who have
a full-time WFH arrangement. They all mentioned that they miss out on the short, serendipitous conversations
that used to happen in the hallways, by the water cooler, and the kitchenette areas. A few participants, who
described themselves as extroverted, came up with ways to recreate those unstructured conversations with their
colleagues. For instance, remote attendee V A, who is a manager, stated, T used to ping people and say ‘Hi, what’s
going on?’, whenever I saw their status ‘available’ on Teams chat.”

Our post-deployment interview centered on 5 main themes, covering the important aspects of our system
design, implementation, and user experience:

(a) Informative and easy-to-use 2-D map interface. All participants found the 2-D map-based interface to
be informative and easy to navigate. One of the remote participants, VA;, mentioned that the map provided a
“bird’s eye floor plan” that helped him look over different poster booths. He added that .. it was kind of a bird’s
eye floor plan. I thought that was pretty cool ... I had the option of kind of looking at all the titles of the rooms ... so I
could kind of plan out a little bit which ones I was looking at.”

8The interview responses have been transcribed verbatim, without fixing the grammar and only adding words within brackets where needed
for clarity.
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An in-person attendee, EO,, who was also an event organizer, compared his HyWay experience to that with
a social VR platform, AltspaceVR. Specifically, he found the 2-D map experience in HyWay (from a previous
occasion when he was a remote participant on HyWay) to be better than the 3-D map experience in AltspaceVR.
He stated, “In a 3-D space like AltspaceVR, it is difficult to look around as I needed to frequently flip my avatar’s view
to know who is around me.” However, on a 2-D map he could see all the face bubbles and know who is around
him in an easy and convenient way.

(b) Spatial awareness from porosity and face bubbles. Porosity provided an augmented spatial awareness
to the remote participants. It provided a sense of being present in the crowd. In fact, remote attendee V A; stated,
“.. the voice got louder as I got there [specific poster booth]. And I'm like, ‘OK, I'm on the right way’, and I got into the
meeting, midway.” However, remote demoers frequently dialed porosity down to have a focused interaction. In
this regard, remote demoer RD, stated, ‘T kind of got overwhelmed with the other background voices, so I played
with it [porosity slider] and made the porosity setting as little as possible ... but when I did it, it [background voices]
Jjust seemed like white noise. You know, like I could not [really] even make out words.”

Users found the face bubbles on the map beneficial in two ways. At a basic level, these provide an indication of
the congregation of people in various locations, thereby enabling users to make navigation decisions accordingly.
For instance, remote attendee V A; stated, “You could see how many people were there in each room, which was nice
because maybe you don’t want to jump into a room and have a one-on-one conversation, but then there were other
times where [ was like, ‘oh, that’s great, this guys is like not so busy right now.” So, I'm going to go back and have a
one-on-one conversation.” Furthermore, some users also found face bubbles beneficial as they were able to see who
was where. For instance, remote demoer RD; stated, “During the event, I was able to recognize people [from my
organization] who were coming towards my booth. They too were able to recognize me and came to my booth to
have informal conversation.” However, many participants mentioned that due to the nature of the event, they did
not pay attention to the face bubbles as they were so many of them. One remote participant VA; said, T guess I
viewed it [the event] more as like a ‘star’ interaction ... not so much across like attendee to attendee ... maybe if there
was a coffee break room then I could have paid more attention to it [face bubbles].”

(c) Hybrid vs. in-person experience. As mentioned before, all the participants stated that attending a hybrid
poster event was a first-time experience for them. Importantly, all the remote participants liked the HyWay
experience better than an in-person event. Remote attendee VA, said, ‘T went [around] and talked to all of them
[presenters] in a very short period-of-time without having to jump between multiple engagements.” Similarly, a
remote demoer RD; stated, ‘Tt [HyWay ] gave me a booth like experience, one which you see during an actual
[in-person] poster presentation.”

To probe the reasons for their overall positive experience on HyWay, we asked the remote participants to
compare their experience on HyWay with that as an in-person attendee in a past poster event. VA; said, “The last
time I went to a tech conference was a couple years ago. And I remember one of the presenters had, like so many
people around ... You’re like looking through [peoples’] heads to try to see the [poster] board, and they’re not quite big
enough.” However, on HyWay he was able to view all the posters without any hindrance. He further stated, ‘7
really like the fact that I could see everything that I wanted without humans interfering my vision.”

One poster demoer, RD,, called out the greater level of audio clarity he had compared to being an in-person
presenter when interacting with an in-person attendee. He compared his experience with attending an in-person
conference, where the noise level in a poster session overwhelmed his ability to interact with the audience. In
this regard he mentioned, ‘I found that at larger conferences it is difficult to have a conversation when there’s lots of
others around, louder conversations going around. So, this [HyWay ] really hit the mark on that ... like just having a
very clear [auditory] conversation.”

(d) Participants’ engagement with the hybrid audience. All the demoers were able to engage with a
variety of participants. Some participants like RD;, and PD; mentioned that they were able to tag-team with
their remotely present co-authors to engage effectively with the HyWay audience. Physical demoer PDs also
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mentioned that the map interface provided awareness about the remote participants. PDs stated, T was trying to
be very aware of when people were appearing on that [map] screen.” To interact with them he leveraged one of his
co-authors who was remote and spoke to the remote attendees. In this regard, PD; said, “.. I had a co-author who
was remote ... there were times when I stepped further away from the system [poster screen] to take some questions
from in-person attendees. My remote co-author spoke specifically to those who were attending virtually, and then we
both had times where we covered each other on both fronts.” When asked about what if the in-person audience
had some questions that only his co-author could answer, PD; mentioned that he was able to coordinate with
his co-author when such a need arose. He said, ‘T would say some of that coordination happened when someone
[in-person] asked me a particular question. A question that my coauthor was in a better position to answer. I'd step
closer to the screen and raised my voice slightly and then introduce the person [in-person attendee] and bring the two
spheres together.” PDs, however, emphasized that there is a learning curve in building such a coordination with
remote users. He said, “.. [but] all this requires awareness of that envelope [hybrid space]. Like how far is too far,
and how far is far enough.”

Though demoers like PD3 were able to improvise their interaction with remote and in-person audiences, there
were other demoers (both remote and in-person) who did face inconvenience when interacting with a mix of
audiences. For example, PD, stated, “On HyWay you have some of your audiences behind you [in-person audience]
and some of your audiences in front of you [on the screen], so you’re constantly whipping your head back and forth.
Anytime, like one group, is always gonna feel left out. I had an in-person audience that kind of just walked by because
I'was presenting to someone online.” However, she further emphasized that such situations are also common during
in-person poster events.

Some participants in the interview study also reported limited interaction between in-person and remote
audiences. PD; attributed this limitation to the small size of remote users’ video tiles. She said, ‘T think it’s more
challenging for a remote person because they’re very small on my screen, I think there’s not a good way for them to
communicate with anyone else except for me.” On a similar note, RD; (while visiting different poster zones as a
remote attendee) felt that the in-person audience was more inclined to interacting with the physical presenters.
The main bottleneck that he faced was his inability to reach out to the in-person audience. He stated, “Who would
initiate the discussion [at times] became a bottleneck on [HyWay].” In this regard, PD, suggested that mannequins
could be used to represent remote users. She said, “Don’t know if you need to just put like a mannequin and have
that mannequin represent arrival of a remote person. That will help me understand who are the virtual presenters.”
Based on this feedback, we believe there is a need to increase the salience of the remote participants in HyWay.

(e) System issues and effectiveness of off-the-shelf audio/video equipment. We sporadically faced
system issues related to audio/video devices (e.g., lag from the browser app in launching camera and mic devices)
throughout the event. This resulted in some of the remote participants exiting HyWay early. In this regard, virtual
attendee VA3, who faced such an issue said, “At first, it was [uh] problematic because when I joined, for some reason
I didn’t have audio. I mean, I had audio. I could hear everybody, but nobody could hear me. I had to unjoin or leave
and then come back and then my audio worked. Overall, it was a little disorienting at first because I wasn’t sure since
it was my first-time experience. I wasn’t sure how I was supposed to behave.” Similar opinion were shared by the
physical demoers. PD; mentioned that she lost some of the audience due to an audio glitch that happened at the
start of the event. She said, “.. in the beginning because of those device issue I lost a few audience because the one
who joined just couldn’t hear or they couldn’t see the screen, so they were completely lost.”

Interruption issues arising from off-the-shelf audio/video equipment also accounted for a majority of the poor
experiences reported by the participants. The HyWay system leveraged built-in TV speakers and webcam-based
mics [16]. EO,, who was one of the event organizer mentioned that there is a small learning curve before we
can provide a suitable audio experience to the participants. He said, “There is some learning curve here ... as we
get a bit more familiar with the system, we could personalize the audio experience for different demoers [remote/in-
person].” He highlighted some of the orientation issues in-person demoers faced with respect to the position of
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the webcam-based mic. EO, said, “We did not have exclusive mics, instead we capitalized on the mics that were
inbuilt inside the webcam we used ... I asked the presenter to face the camera as much as possible to avoid any voice
break.” EO; and EO, both mentioned that in the future they plan to use parabolic mics [32] to enable a focused
conversation between a remote and an in-person user. Though the event space had poster booths set ~ 7 ft apart,
both the event organizers mentioned that the use of webcam-based mics resulted in noise from the physical
space that interfered with remote demoers’ ability to have a focused conversation in their poster zones. EO;
said, “Webcam mics picked up a lot of noise from the event space. Unfortunately, those mics don’t have inbuilt noise
suppression.” Based on this feedback, we believe that there is an opportunity to use Al-based noise filtering and
tune the mic sensitivity to improve the audience experience in the future.

9 DISCUSSION
9.1 Summary of Findings

First, the HyWay system design made it easy for the participants to use the system in all the five deployments.
We found that the face bubbles on the map beneficial in two ways. At a basic level, these provide an indication
of the congregation of people in various locations, thereby enabling other users to make navigation decisions
accordingly. Furthermore, some users also found it beneficial to be able to see who was where. Also, all the
participants found the 2-D map-based interface beneficial as it was informative and easy to navigate. For remote
audience, porosity provided a sense of the event buzz and energy. Participants navigated the floor map and learnt
about the different demo sessions either from the demo titles or by overhearing nearby presentations through
porosity. However, a few remote participants reported dialing down the porosity level to have a more focused
discussion during a poster session.

Second, from the interview study, we learnt that attending a hybrid event was a first-time experience for most
of the participants. Nevertheless, most of the remote participants liked the HyWay experience better than an
in-person event. They attributed this preference to a greater level of audio clarity, and the absence of obstruction
by other users when viewing the poster titles and content. Importantly, both the in-person and the remote demoers
were able to engage effectively with a variety of participants, both in-person and remote. In fact, for some demoers,
the design of HyWay made them explore new ways to manage various participants. For example, one in-person
demoer was able to tag-team with his remotely present co-author to engage effectively with the HyWay audience,
both in the physical and virtual spaces. Though the overall experience of the participants was positive, some
participants faced inconvenience when interacting with a mix of audiences. These participants mentioned that
there is a learning curve involved in addressing both the in-person and remote audience concurrently as any one
of them could feel left out when interacting with the other set.

Lastly, while the use of off-the-shelf audio/video devices was effective, this also accounted for most of the poor
experience reported by the participants. Responses from the event organizers highlight the fact that providing
personalized experience and quick troubleshooting of audio issues for different audiences requires greater
familiarity than they had with the audio/video equipment as well as the space where the event is being organized.

9.2 Some Limitations of HyWay and Directions for Future Work

9.2.1 Localization of Physical Participants on the Virtual Map. Currently, virtual user avatars are tracked and
depicted on the map continually, so other users are aware of their location and presence at all times. However, the
physical participants, are only localized and their face bubbles depicted on the map when they are in a HyWay
zone; their presence and movement outside of the zones is not tracked or depicted. In the future, we plan to
explore ideas such as WiFi-based localization to accurately track the physical participants throughout the space
and depict them on the map. We believe that the resulting enhanced awareness would promote greater interaction.
For instance, once their presence and location is made readily and continually through physical user avatars,
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virtual users can navigate accordingly to connect with the physical users. Although HyWay would, at present,
only allow them to converse in the designated physical zones.

9.2.2 Directional cues. Awareness and navigation are central to the user experience in HyWay. While audio
porosity aids awareness, at present it does not give any cues on the direction of the overheard audio. In the future,
we plan to explore spatial audio, along with visual cues, to help users know where the source of the overheard
audio is and thereby navigate towards it if interested. We believe this would approximate the real world, where
a user’s senses help them locate sound sources, thereby providing a more immersive experience to the remote
users.

9.2.3  Accessibility. While HyWay’s design, including the map-based interface and audio porosity, work well for
users who are sighted and able to hear, these could be challenging for users with disabilities such as the blind
and the deaf. In the future, we plan to explore ideas such as tactile feedback, visual cues, and word clouds to
make HyWay accessible to a wider cross-section of users.

10 CONCLUSION

People working remotely is no longer an exception and instead the new norm. At the same time, users value
the physical workplace, conference, and other such settings. As we transition to this new hybrid world, we
believe that enabling serendipitous and ephemeral conversations and mingling across physical and virtual users
is important and a key shortcoming of existing conferencing systems.

In this paper, we have presented HyWay with the goal of addressing this need while making the experience
equitable for all users — physical and virtual. The design of HyWay focuses on bridging the awareness gap, with
techniques such as reciprocity, porosity, and map-based visualization and navigation, to enable a surprise-free
interaction among users, just as when everyone is in-person. Furthermore, physical and virtual users in HyWay
have the agency to move between conversations, just as users do in a physical hallway. The findings from the
multiple deployments of HyWay are encouraging, with many of the features being well-received by users, while
also pointing to shortcomings and the resulting opportunities for improving the system in future work. Among
these are using spatial audio and visual cues to augment the porosity experience, and leveraging the computing
substrate provided by HyWay to make hallway mingling and conversations accessible to the blind and the deaf.
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