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Tutorial Logistics

 Date and Location: 9t July 2023, Metropolitan West
* Timings: 9 AM - 12:30 PM local time

* First half: 9 AM - 10:30 AM

* Break: 10:30 AM - 11 AM

* Second half: 11 AM - 12:30 PM



Tutorial Scope

* We expect everyone to be familiar with English-versions of LLMs
* Hence, we will not go into the fundamentals of LLMs

* Although comprehensive, there are other relevant additional
topics/papers that are not covered here

e Out of scope for this tutorial

* Adapters and parameter efficient fine-tuning for multilingual models (please
see EMINLP 2022 tutorial by Ruder et al. for a great coverage of this)



Tutorial Outline

Introduction (10 min)

Data collection and Training (40 min)

Prompting Strategies (20 min)

Evaluation, Interpretability, Analysis (20 min)

Q&A (10 minutes over break)

Break (20 minutes)

Responsible Al (30 min)

Language Communities (15 min)

Open Research Questions (10 min)

Conclusion (10 min)

Q&A (20 min)



Housekeeping

e Slides and references

 Slides and references are posted on the tutorial website
https://aka.ms/ACL2023tutorial

* Q&A
e 2-4 questions after each section (time-permitting)
* Quick clarification questions can be asked during the talks
* Attendees on Zoom can type in chat, one of the instructors will moderate
* Longer Q&A will be at the beginning of the break (optional) and at the end


https://aka.ms/ACL2023tutorial
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https://arxiv.org/abs/2004.09095

88% of the world’s languages, spoken by 1.2B people
are untouched by the benefits of language technology.

Class 5 Example Languages #LLangs | #Speakers | % of Total Langs
0 Dahalo, Warlpiri, Popoloca, Wallisian, Bora 2191 1.2B 88.38%
| Cherokee, Fijian, Greenlandic, Bhojpuri, Navajo 222 30M 5.49%
2 Zulu, Konkani, Lao, Maltese, Irish 19 5.TM 0.36%
3 Indonesian, Ukranian, Cebuano, Afrikaans, Hebrew 28 1.8B 4.42%
4 Russian, Hungarian, Vietnamese, Dutch, Korean 18 2.2B 1.07%
5 English, Spanish, German, Japanese, French 7 2.5B 0.28%
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https://arxiv.org/abs/2004.09095
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Doddapaneni et al. 2021. A Primer on Pretrained Multilingual Language Models

2107.00676.pdf (arxiv.org)

Model Architecture pretraining Languages
Objective Task
N k d #Params. Function Mono. Parallel specific #langs. vocab.
data
IndicBERT (Kakwani et al., 2020) 12 12 768 33M MLM IndicCorp X X 12 200K
. MLM, TLM, e 1.
Unicoder (Huang et al., 2019) 12 16 1024 250M CLWR. CLPC, CLMLM Wikipedia v X 15 95K
XLM-15 (Conneau and Lample, 2019) 12 8 1024 250M MLM, TLM Wikipedia v X 15 95K
XLM-17 (Conneau and Lample, 2019) 16 16 1280 570M MLM, TLM Wikipedia v X 17 200K
MuRIL (Khanuja et al., 2021) 2 12 768 236M MLM, TLM CommonCrawl v X 17 197K
+ Wikipedia
VECO-small (Luo et al., 2021) 6 12 768 247TM MLM, cs-MLM T CommonCrawl v X 50 250K
VECO-Large (Luo et al., 2021) 24 16 1024 662M MLM, CS-MLM CommonCrawl v X 50 250K
InfoXL.M-base (Chi et al., 2021a) 12 12 768 270M MLM, TLM, XL.CO CommonCrawl v X 94 250K
InfoXLM-Large (Chi et al., 2021a) 24 16 1024 559M MLM, TLM, XLCO CommonCrawl v X 94 250K
XLM-100 (Conneau and Lample, 2019) 16 16 1280 570M MLM, TLM Wikipedia X X 100 200K
XLM-R-base (Conneau et al., 2020a) 12 12 768 270M MLM CommonCrawl X X 100 250K
XLM-R-Large (Conneau et al., 2020a) 24 16 1024 559M MLM CommonCrawl X X 100 250K
X-STILTS (Phang et al., 2020) 24 16 1024 559M MLM CommonCrawl X v 100 250K
HiCTL-base (Wei et al., 2021) 12 12 768 270M MLM, TLM, HICTL CommonCrawl v X 100 250K
HiCTL-Large (Wei et al., 2021) 24 16 1024 559M MLM, TLM, HICTL CommonCrawl v X 100 250K
. MLM, TLM,
Ernie-M-base (Ouyang et al., 2021) 12 12 768 270M CAMLM., BTMLM CommonCrawl v X 100 250K
. MLM, TLM,
Ernie-M-Large (Ouyang et al., 2021) 24 16 1024 559M CAMLM. BTMLM CommonCrawl v X 100 250K
mBERT (Devlin et al., 2019) 12 12 768 172M MLM Wikipedia X X 104 110K
Amber (Hu et al., 2021) 12 12 768 172M MLM, TLM, CLWA, CLSA Wikipedia v X 104 120K
RemBERT (Chung et al., 2021a) 3218 1152 , 55oM* MLM CommonCrawl X X 110 250K
+ Wikipedia
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https://arxiv.org/pdf/2107.00676.pdf
https://arxiv.org/pdf/2107.00676.pdf

Multilingual Language Models
/Decoder-OnIy\

Models
XGLM
/ Encoder-Only \ ) . / Encoder- \
Models PALM
\ J Decoder
) . ( ) Models
mMBERT L BLOOM y
. ) ( ) mT5
XLM L GPT'3 ) \_ )
' ) ' ) mBART
XLM-R BLOOMZ N 4
- \ ( ) mTO
XY-LENT | GPT-3.5 \ J
\ / GPT-4 \ /
&
2 Tz T3 Y1 Y2 Y2
No fine-tuning
Task-specific fine-tuning
T1 - 3 I o T3 i3 Y2 Iy Hi) Ia A Yo Multi-task / Instrucltéon fine-tuning

Figures from Liu et al. 2021



Linguistic Coverage
of Different Models

* Pre-training Data of different models is
predominantly English!

 However, even small percentages of non-
English data can facilitate cross lingual
transfer. Blevins et al. 2022 [2204.08110]
Language Contamination Helps Explain
the Cross-lingual Capabilities of English
Pretrained Models (arxiv.org)



https://arxiv.org/abs/2204.08110
https://arxiv.org/abs/2204.08110
https://arxiv.org/abs/2204.08110
https://arxiv.org/abs/2204.08110
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Data Collection and Training of Multilingual LLMs



Data isa key component for

training better performing Language
Models in the Multilingual domain.

* A Multilingual LLM can enable and
even revolutionize several
downstream scenarios for many
languages at once

* Also aid in bridging the gap between
societies and pushing the frontier for
technological advancements



Data isa key component for

training better performing Language
Models in the Multilingual domain.

* A Multilingual LLM can enable and
even revolutionize several
downstream scenarios for many
languages at once

* Also aid in bridging the gap between
societies and pushing the frontier for
technological advancements

Challenges:

* Quantity

* Quality
* Sourcing
* Governance




Data Collection Challenges: Quantity

e Substantial gaps in quantity across
e Languages (commoncrawl.org)

Language Distribution in Commoncrawl

18



Data Collection Challenges: Quantity

e Substantial gaps in quantity across
e Languages (commoncrawl.org)

Language Distribution in Commoncrawl

57 languages
are < 0.001%
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Data Collection Challenges: Quantity

e Substantial gaps in quantity across

* Languages (commoncrawl.org)
 Domains (Gao et al., 2020)

Educational ......

20



Data Collection Challenges: Quality

e Kreutzer et al., 2022 did a
comprehensive survey
covering quality issues across
different datasets

* Q1: What % of languages
have good quality data?

...are this percent correct or less.
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Data Collection Challenges: Quality

e Kreutzer et al., 2022 did a
comprehensive survey
covering quality issues across
different datasets

% C

40

* Q2: Do low resource
languages always have poor
quality data?

100 A

80 1

60 4

20 A

10° 10° 10’

#sentences in corpus
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Data Collection Challenges: Quality

e Reasons include

* Incorrect Language Identification (poor quality + similar languages)
 Machine generated data

* Limited identification tools available for toxic/adult content



Data Collection: Sourcing & Governance

* Initiatives by government agencies

* Defining actors: data custodians, rights-holders, and other parties
to appropriately govern shared data

* Designed to account for the privacy, intellectual property, and user
rights of the data and algorithm subjects in a way that aims to
prioritize local knowledge and expression of guiding values



Data Requirements

Responsible Q

Foundations
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Data Preprocessing

N Initial Cleaning - N Filtering

(e Downloading
¢ Text Extraction

Exact Substring based
(mC4, OSCAR v*, CC100)

« Simple Deduplication (URL ¢ Language ldentification e Fuzzy Minhash based (GPT- ¢ Heuristics Based (Refined
Based) ® Threshold based filtering 3, ThePILE) Web)
* Multi-language * Both (Refined Web) * Model Based (CC-Net,
documents CC100)

e NSFW URL Based, PII
e Line Based, Doc based

A Collection b ~ e Deduplication

26



Tokenization

Models
Wordpiece

Tokenization algorithms that have a fallback to bytes (and hence produce few / no UNK
tokens) * mBERT

* Most popular Sentencepiece, BPE and Wordpiece
Sentencepiece

 Larger vocabulary size usually correlated with better performance * XLM-Roberta, mBART, XGLM,

* At cost of training speed, inference speed and increased parameters) mT>

* Allocating vocab capacity across different languages improves performance VoCAP

* Eg: following the VoCAP approach presented in Zheng et al. 2021 * XLM-E, XY-LENT
e Another alternative seems to be leveraging byte-based models BPE

* But seem to require deeper (encoder) models / with additional capacity (byte-T5) « GPT* Bloom

» Additionally, require models that can cover larger context windows

* More robust to mis-spellings
Byte-level

* Byte-T5, Perceiver




Data Sources For Training

Monolingual Corpora

Machine learning is changing the world today with research
happening at an extremely fast pace.

|

a7t feter et gferar At see Wr § 3R g
9gd o I A & e &

|

L'apprentissage automatique change le monde aujourd'hui ]

avec des recherches qui se déroulent a un rythme
extrémement rapide.

Models
e mBERT, XLM-Roberta
e mT5, AlexaTM, byte-mT5

Bitext Corpora

English Centric

| love cats J'aime les chats. ]
R

| love cats E) Sfeerar gdee gl ]

llovecats || Lh= T1Qk0|2 ZofstLC, ]
Models

 XLM, XLM-E, DeBERTa v3,
Info-XLM

* mBART

* PalLM-2

X-Y Directions
[ J'aime les chats. ] [ 't'fl;s.'ﬁf fafeerar gae<e & }

E

1%0|E ZotgtLict. |{ 1lovecats |

rir

Models
e M2M 100*
o XY-LENT

—

General Trend of Performance Increase (within a model class type) )3



Sampling Techniques

Monolingual Corpora Bitext Corpora
English Centric X-Y Directions
Temperature Sampling Temperature Sampling Temperature Sampling
nf * Here, the normalization is over nd;
. . - ] .. ) ° ey l,_] oo
P(j) S where n;is the number of samples for non-English languages P(i, j) = LT where n; ;is the

jth language
* Upsamples low resource langauges,
downsamples low resource languages

number of samples for i-jth
language pair

Approximating English Centric

Unimax marginal distributions
* Allocate budget as uniformly as possible * P(i,j) such that Vj P(j) =
e Start with lowest resource language, and keep Y.; P(i,j) is similar to English

adding, allocating uniform budget
* Better performance compared to Temperature
Sampling

Centric distributions




Encoder Models: Cloze Infilling

research

* BERT style models Models
* X% of tokens are masked, and model uses left and right * mMBERT
context to predict the middle token . XLM

* (Can use both monolingual and bitext data « XLM-Roberta

30



Encoder Models: Electra Models

Electra style training paradigm

* Predicting which tokens come from
generator vs which come from data

* But unlike a GAN, generator trained on MLM
task

More sample efficient
In general better performance

Variants to stop gradient flow between generator
and discriminator embeddings
Different layer-wise behavior compared to MLM

* Higher layers better at semantic retrieval
tasks

) 0 [

[ Discriminator ]
[ Generator ]
BoEOG

w P wu
o o o

Averaged accuracy

N
o

—eo— XLM-R
—a— XLM-E

=
o

2 a 6 8 10 12

Layer
Figure 3: Evaluation results on Tatoeba cross-lingual
sentence retrieval over different layers. For each layer,

the accuracy score is averaged over all the 36 language
pairs in both the xx — en and en — xx directions.
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*Figures taken from (3:;1[/ et al 2022



Encoder Models: Auxiliary Losses

Contrastive loss

* Contrastive Losses leveraging bitext data to improve semantic /\

_ , _ Encoder
* Improved performance especially for semantic retrieval tasks Encoder

* Can be used in conjunction with previous approaches xsent ( A \

T(sent sent ..sent
X ( ),Xl ,xz

* No substantial difference between different forms of contrastive
losses (SimCLR vs MoCo) *T indicates translation

* Performance somewhat dependent on which layer is chosen for
momentum contrast Models

* Electra style models less susceptible to this compared to * Info-XLM
MLM models




Encoder Decoder Models

e Standard Transformer Architecture Encoder” prefix attends to all prefix tokens -

* Two transformers one for encoder, one for decoder
”Decoder_” prefix attends to prefix "
* Can repurpose a decoder with prefix LM for similar with a causal mask : oa®

purpose
. . Decoder
Decoder also has complete encoder information
0
... Prefix LM structure

Models
[ Encoder ] Decoder
mT5, byteT5

MBART
[
[ ]
L]

AlexaTM

[
[ ]
L]

Encoder layers have bidirectional information  Decoder layers have causal attention

33
Traditional Encoder Decoder



Encoder Decoder Denoising Objectives

Token Masking: Masking certain fraction of tokens (similar to BERT), but get the model to generate the tokens

Machine Learning is <X> the <Y> today <S$><X> changing <Y> world </s>

mT6, byteT5: using sentinel tokens for indicating what tokens / bytes to mask and get decoder to generate generate

MBART: reconstructing the entire sentence, AlexaTM: no use of MASK tokens, still reconstruct entire sequence

* Sentence Masking / Denoising: Mask out continuation of a document, getting model to generate the continuation

[S] L'apprentissage automatique <X> change le monde aujourd'hui

UL2, UL2R, AlexaTM: Get model to complete generation. Note the usage of prefix tokens to denote type of noise
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Encoder Decoder Denoising Objectives

* Extreme corruption: Mask out large parts of the document, getting the model to generate them

[X] El aprendizaje <X> esta <X> el <Y> <B> automatico <S> cambiando <S> mundo <E>

UL2, UL2R: Try and recover a severely noised document, using multiple sentinels

* Combinations: Combine different noising strategies together (using sentinel tokens to denote different masking strategies)

<S><X> changing <Y> world </s> UL2 / UL2R / PaLM2:
) ] Also possible as post training step, to boost a
change le monde aujourd'hui , e
general purpose decoder’s abilities
<B> automadtico <S> cambiando <S> mundo <E>

[R] Machine Learning is <X> the <Y> today
[S] L'apprentissage automatique <X>

[X] El aprendizaje <X> esta <X> el <Y>

Note the different prefix tokens to tell the model what mode to generate in

35



Causal Decoder Models

* Standard autoregressive decoding

* Shown in (Wang et al 2022) to have best performance
for direct zero-shot adaptation

* |In contrast, encoder decoder models tend to
perform better after fine-tuning on instruction
datasets
=

* The authors recommend training decoder models
followed by non decoder training followed by
instruction tuning

* Improvement using non decoder continued Models
training also shown in (Tay et. al 2022)

. . . * XGLM
* Improvement of instruction tuning over such a
model also corroborated by (Chung et al 2022) * Bloom

Continued Training with non decoder objectives

* Note: The previous observations are for English centric * UL2R
models.
PALM-2 report impressive multilingual performance
following a similar recipe, so might be applicable for
multilingual scenarios too. 36




Post-Training: Instruction Finetuning

P3 xP3

* Post training carried out on instructions dataset . L : !

I 1 1 1
1 1 1 1

sentencel He was a scholar in Metaphysical sentencel Fue académico en literatura metafisica,

o M u |ti I i ngua I LLM tra i ned on Literature, Theology and Classical teologia y ciencias cléasicas.”

sciences.

sentence2 | He was a scholar in metaphysical sentence2 Fue académico en literatura metafisica

* English only instructions (P3 dataset) literature, theology, and classical Tectiplary Aot Slastee:

science.
label 1

label i

* Multilingual datasets (but with English Prompts xP3)

* Multilingual datasets (with prompts translated to

Sentence 1: {{sentencel}} Sentence 1: {{sentencel}}
ta rget |anguage XP3mt) Sentence 2: {{sentence2}} Sentence 2: {{sentence2}}
Question: Can we rewrite Sentence 1 to Question: Can we rewrite Sentence 1 to
. . . Sentence 2? Yes or No? {{Choices[label]}} Sentence 2? Yes or No? {{Choices[label]}}
e Seems to improve both English and multilingual
performance
xP3mt

* When prompts are multilingual, there seems to be a Models = L
. ope | |
tradeoff between English and multilingual performance womemeer Troe sommoe oo

teologia y ciencias clasicas.”
* Bloomz

* mTO0

sentence2 Fue académico en literatura metafisica,
teologia y ciencia clasica.

label 1

[ Choices=[No, Si] ]

Oracién 1: {{sentencel}}

Oracidn 2: {{sentence2}}
Pregunta: ;lLa oracion 1 parafrasea la
oracidén 2? ;5i o no? {{Choices[label]}}

7.
*Figures taken from Muennigh%ff et al 2023
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Prompting Basics [Liuetal, 2023)

Pre-train, fine-tune -> pre-train,
prompt and predict

Prompt engineering: finding the
most appropriate prompt to allow
a LM to solve the task at hand

Design choices

* Input construction (X)
* Template

* Answer (Z)

* Few-shot examples

Table 3. Examples of input, template, and answer for Different Tasks

Type Task Example Input ([X]1) Template Answer ([Z])
great
Sentiment I love this movie. [X] The movie is [Z]. fantastic
. . sports
Text Classification Topics He prompted the LM. [X] The text is about [Z]. science
quantity
Intention What is taxi fare to Denver? [X] The question is about [Z]. city
Bad
Text-span Classification Aspect Sentiment Poor service but good food.  [X] What about service? [Z]. Terrible
[X1]1: An old man with ... Yes
Text-pair Classification  Natural Language Inference [X2]: A man walks ... [X11? [Z], [X2] No
[X1]: Mike went to Paris. organization
Tagging Named Entity Recognition ~ [X2]: Paris [X11[X2] is a [Z] entity. location
The victim ...
Summarization Las Vegas police ... [X] TL;DR: [Z] A woman ...
Text Generation
I love you.
Translation Je vous aime. French: [X] English: [Z] I fancy you.
[X1]: A man is smoking. Yes
Regression Textual Similarity [X2]: A man is skating. [X11 [Z], [X2]

No
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Multilingual Prompting: Design Choices

-

ﬁmu are an NLP assistant whose purpose 151

\to solve Natural Language Inference {NLI): Instruction

lprnblemE NLI is the task of '

.determ:l.n:l.ng the inference relation : j

'between two texts: entailment, :

lcnntradictinn, or neutral. i
[
-f

i ot ol o 2o d u amgf arﬁl
el &1 e wea !
'Question: 3MTEH! H‘T ?ET 2l : fremp (x1)

|True, False, or Neither? |

s l-—r

-----q

|Fa1.se, foerv (V1)

" 3 BrET gt TEa
'ETEEDH EI'TEf EA -@ﬁ 7.1@‘ ﬁﬁiﬂlﬁf%ﬂﬂ aw E':T'f!uri (Ittat)
e T @ § AR g W E :

|True, False, or Neither? J

~

Instruction: language

Few-shot examples: language,
number, random/specific

Verbalizer*: language, form

Test example: language

*Output (if applicable):
language
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Monolingual Prompting

-

ﬁmu are an NLP assistant whose purpose 15|

\to solve Natural Language Inference (NLIJ: Instruction

lprnb'LemE NLI is the task of '

.determ:.n:.ng the inference relation : j

'between two texts: entailment, :

lcnntradictinn, or neutral. i
[
I

Iu,Eﬁ et foredt odf ¢w ¥ UF el Erﬁl
el @ Fflam Fa |
'Question: HTEH! H‘T ?ET gl : fremp (x1)

|True, False, or Neither? |

s —_—

----q

|False, foerv (V1)

I R Bler e TEHa
'ETEE““ WY W W T ﬁﬁ?ﬂﬁ%ﬂﬂ ER E':T'ﬁunp(xte:.!)

el T W E R EW w’ A

|True, False, or Neither? J

~

Instruction: English

Few-shot examples:
Native language

Verbalizer*: English

Test example: Native language

*Output (if applicable): Native
language
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Translate-test Prompting

-

ﬁmu are an NLP assistant whose purpose 15|

\to solve Natural Language Inference CNLIJ: Instruction

lprnb'LemE NLI is the task of '

.determ:.n:.ng the inference relation : j

'between two texts: entailment, :

lcnntradictiun, or neutral. '
[
#

i ot ol o 2o d u amgf arﬁl
el &1 e wea !
'Question: 3MTEH! H‘T ?ET gl : fremp (x1)

|True, False, or Neither? |

s l-l-r

----

|Fa'Lse, foerv (V1)

" 3 BrET gt TEa
'ETEE“" EI'TEf EA -@ﬁ ﬁ ﬁﬁ?ﬂﬁf%ﬁ aw E':T'ffun (Iteat)
e T @ § AR g W E :

|True, False, or Neither? J

~

Instruction: English

Few-shot examples:
English

Verbalizer: English™
Test example: Translated to English

*Output: Back-translated (if
required, like in Summ.)
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Cross-lingual Prompting

-

ﬁmu are an NLP assistant whose purpose 15|

\to solve Natural Language Inference (NLIJ: Instruction

lprnb'LemE NLI is the task of '

.determ:.n:.ng the inference relation : j

'between two texts: entailment, :

lcnntradictinn, or neutral. i
[
I

i ot ol o 2o d u amgf arﬁl
el &1 e wea !
'Question: 3MTEH! H‘T ?ET gl : fremp (x1)

|True, False, or Neither? |

s —_—

----q

|False, foerv (V1)

" 3 BrET gt TEa
'ETEE“" EI'TEf EA -@ﬁ 7.1@‘ ﬁﬁ?ﬂﬁ%ﬂﬂ aw E':T'ffun (Iteat)
e T @ § AR g W E .

|True, False, or Neither? J

~

Instruction: English

Few-shot examples: English/pivot

Verbalizer*: English

Test example: Native language

*Output (if applicable): Native
language
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Chain-of-thought prompting (shietal, 2022

* Prompting techniques
* Direct
* Native-CoT
* En-CoT
* Translate-En

* Choice of exemplar language

Original Question Frage: Roger hat 5 Tennisbiille. Er kauft noch 2 Dosen Tennisbiille. In jeder
Dose sind 3 Tennisbille. Wie viele Tennisbille hat er jetzt?

DIRECT Antwort: 11

NATIVE-COT Schritt-fiir-Schritt-Antwort: Roger begann mit 5 Billen. 2 Dosen von jeweils 3
Tennisbillen macht 6 Tennisbélle. 5+ 6 = 11. Die Antwort ist 11.

EN-CoT Step-by-Step Answer: Roger started with 5 balls. 2 cans of 3 tennis balls each
1s 6 tennis balls. 5+ 6 = 11. The answer is 11.

Translated Question: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each

English Question can has 3 tennis balls. How many tennis balls does he have now?

TRANSLATE-EN Step-by-Step Answer: Roger started with 5 balls. 2 cans of 3 tennis balls each

is 6 tennis balls. 5+ 6 = 11. The answer is 11.

Table 1: Example solution formats (§3) for a German exemplar problem, where German-specific
components are underlined and are changed to the corresponding translations for other investigated
languages. For DIRECT, NATIVE-COT and EN-COT, we provide the original German question
as input to the model and expect an answer in the corresponding format; for TRANSLATE-EN, we
input the translated question in English, and expect a step-by-step solution in English. To obtain the
desirable output format, we prepend few-shot examples in the corresponding format.

DIRECT NATIVE-COT EN-COT TRANSLATE-EN

NATIVE-EXEMPLARS
ENGLISH-EXEMPLARS
MULTILINGUAL-EXEMPLARS

v v v v
v N/A v N/A
v v v N/A

Table 2: Possible combinations between few-shot exemplar selection and solution strategies.
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Chain-of-thought prompting - Results

* MGSM: arithmetic reasoning, 10 typologically diverse languages

* Few-shot native exemplars
* Native-CoT and En-CoT outperform direct on all languages
* Results similar to Translate-En even on low-resource languages
e En-CoT outperforms Native-CoT

* Exemplar number and type choices

* More exemplars help
* Native exemplars with En-CoT best, Multilingual exemplars + En-CoT close

* En exemplars not as good



Input

Request: EIBETRES
R 3 2R 3 B, &
ERPFIIEE 60 K. fiEs
A—He R

Cross-thought prompting (Huangetal., 2023)

XLT

I want you to act as an arithmetic reasoning expert for Chinese.

Request: fEIBHTAESEM 3 % 3 B, SEHHEE 60 ¥,
fiigF— S D%

You should retell the request in English.

LLM

You should do step-by-step answer to obtain a number answer .
You should step-by-step answer the request.

You should tell me the answer in this format 'Answer:'.

Output

Request: James decides to run 3 sets of 60-meter sprints three times a week. How many meters does he run in total

each week?

Step-by-step answer:

1. James runs 3 sets of 60-meter sprints, which means he runs 60 x 3 = 180 meters per sprint.
2. James runs 3 sets of 180 meters per week, which means he runs 180 x 3 = 540 meters per week.

Answer: James runs a total of 540 meters per week.

Figure 2: Overview of our method. Given a request, its associated meta information is filled into
the placeholders of the XL T template to form the language-independent prompt, which is fed to the
LLM to enhance the generation of responses in the desired format.

* Additional step to encourage

the model to engage in
cross-lingual thought by
rephrasing the requested
content in English

* Comparison with
monolingual and translate-
test

* Qutperforms both
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Aggregation Nambietal, 2023]

* Aggregate responses of different
prompting strategies into a single
response

* Exploit strengths of different
prompting strategies and
information contained in different
languages

e Qutperforms mono prompting for
some low-resource languages in
the IndicQA dataset

e More calls to the LLM

_type: prompt
input variables:

["query", "responses",
"language"]
template: |

INSTRUCTION: You are a
multilingual expert. Analyse all
the responses and provide the best
response 1in less than 3 words from
the below set of responses based on
the context given.

QUESTION: {query}

RESPONSES:

{responses}

ANSWER in {language} 1in less
than 3 words:



Soft prompting (zhao et al, 2021]

* Leverages pseudo tokens that are not part of the vocabulary for fine-tuned
models on NLI (MNLI, XNLI)

* Techniques
* Discrete prompting (DP)
e Soft prompting (SP)
* Mixed prompting (MP)
* Results (En)
* Prompting outperforms fine-tuning, SP>DP>MP

* Results (other languages)
e DP with “instruction” in English performs best
* Prompting not always better. DP best for some languages except Hindi, Swahili, Urdu.



Automated Prompt Selection [Nambi et al., 2023]

No one-size-fits-all multilingual prompting strategy

Challenge: Several strategies, models, embeddings etc.
* How to select best strategy for each task and language

LEAP — Learning Strategies for Polyglot LLMs

Learning algorithm dynamically selects the optimal prompt strategy, LLM model,
and multilingual embeddings based on real-time human feedback and evaluation

metrics - improvements of 15% on all languages

/

Prompt, Strategy,

Base Model

TN\

other knobs, ...

Human Feedback/
Automated Metrics
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m Microsoft

Evaluation, Interpretability and Analysis of
Multilingual LLMs
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Linguistic Coverage of Different Datasets

Dataset Task Languages
XNLI Natural Language Inference 15
Indic-XNLI Natural Language Inference 11
GLUECoS Natural Language Inference 2
PAWS-X Paraphrase Identification 7
XCOPA Commonsense Reasoning 10
XStoryCloze Commonsense Reasoning 11
TyDiQA-GoldP Question Answering 9
MLQA Question Answering 6
XQuAD Question Answering 11
IndicQA Question Answering 10
UDPOS Part of Speech Tagging 38
PANX NER 48
WinoMT Gender Bias 8
GLUECoS Sentiment Analysis 2
Jigsaw Toxicity Classification 6
XLSum Summarization 44

Task wise Language Family Distribution

BUCCH O 0 0.25 0 0
LAReQA 4 0.09 0 0.09 0 0.27
MLDoc+4 O 0 0.12 0 0.12
MLQA 4 0.14 0 0.14 0 0.14
MewsliX 4 0.09 0 0 0 0.27
PAWSX 4 0 0 0.14 0 0.29
QALD-94 0 0 0 0 0.11
Tatoeba 4 0.07 0.01 | 0.03 0 0.26
= TyDiQA 4 0.09 0.09 0 0 0.45
= UDPQOS 4 0.07 0.02 | 0.02 0 0.23
WikiANN 4 0.05 0.02 | 0.02 0 0.24
WikiLingua 4 0.06 0 0.06 0 0.28
WikiNEuRal 4 O 0 0 0 0
XCOPAH{ O . . 0.1 0.1 0
XL-BELH O 0 0.4 0 0.1 0
XNLI 4 0.07 0 0.07 | 0.07 0 0.2
XQUAD 4 0.09 0 0 0.09 0 0.27
xSID 4 0.09 .09 [ 045 0 0.09 0 0.27
U [t c o = [1r] =
=l © ] o © [} v
I g L g D £ =
< < o o e 3 o
! o S [ L
£ 5 w ] o =
g 3 5 2 & g
= - = w =
c wi
- c
o
'_

Language Family

Majority of multilingual benchmarks support only a handful of
the world’s languages and that too typically Indo-European!

1.0

0.8

0.6

-0.4

-0.2

-0.0
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Evaluation Methodologies

Evaluation
Methodologies

Task Specific

Fine-tuning

Prompting / In-
context
learning

Zero-Shot Few-Shot Cross
Cross Lingual Lingual
Transfer Transfer

Monolingual . Monolingual Cross Lingual
: : Translate-train : ;
fine-tuning prompting Prompting

Translate Test
Prompting

Chain-of-
Thought
Prompting

Cross-thought
prompting
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Evaluation Methodologies

Evaluation
Methodologies

Task Specific

Fine-tuning

Zero-Shot Few-Shot Cross .
. . Monolingual
Cross Lingual Lingual fine-tunin
Transfer Transfer &

Fine-tune model with task specific
data in a source language (often
English) and test on different
target languages directly.

Translate-train

Prompting / In-

context
learning

Monolingual
prompting

Cross Lingual
Prompting

Translate Test
Prompting

Chain-of-
Thought
Prompting

Cross-thought
prompting
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Evaluation Methodologies

Evaluation
Methodologies

Task Specific
Fine-tuning

Zero-Shot Few-Shot Cross .
. . Monolingual

Cross Lingual Lingual fine-tunin
Transfer Transfer &

Fine-tune model with task specific
English data and a few training
examples in the target language
that we wish to evaluate the
mode on.

Translate-train

Prompting / In-

context
learning

Monolingual
prompting

Cross Lingual
Prompting

Translate Test
Prompting

Chain-of-
Thought
Prompting

Cross-thought
prompting

59



Evaluation Methodologies

Evaluation
Methodologies

Task Specific

Fine-tuning

Prompting / In-
context
learning

Zero-Shot Few-Shot Cross
Cross Lingual Lingual
Transfer Transfer

Monolingual . Monolingual Cross Lingual
: : Translate-train : ;
fine-tuning prompting Prompting

Fine-tune model with task specific
data in target language.

Translate Test
Prompting

Chain-of-
Thought
Prompting

Cross-thought
prompting

60



Evaluation Methodologies

Evaluation
Methodologies

Task Specific
Fine-tuning

Prompting / In-

context

learning

Zero-Shot Few-Shot Cross
Cross Lingual Lingual
Transfer Transfer

Monolingual . Monolingual Cross Lingual
: : Translate-train : ;
fine-tuning prompting Prompting

Fine-tune model with task-specific
data in source language translated
to target language using MT.

Translate Test
Prompting

Chain-of-
Thought
Prompting

Cross-thought
prompting
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Benchmarking Mult

lingual Models

On commonsense reasoning tasks like XCOPA and XStoryCloze,
GPT-4 outperforms all other models

Classification

Model

Question Answering Sequence Labelling Summarization

XNLI PAWS-X XCOPA XStoryCloze XQuAD TyDiQA-GoldP MLQA UDPOS PAN-X XLSum
Metrics Acc. Acc. Acc. Acc. F1/EM F1/EM F1/EM F1 F1 ROUGE-L
Fine-tuned Baselines
Performance mBERT 654 l 81.9| 56.1 x 64.5/494  597/439 6147442 | 719) | 622] x
i mT5-Base 754 (864 49.9 x 67.0/49.0 57.2/412  64.6/450 - 55.7 28.1f
Improves With XLM-R Large 792) (864 x 766/608)  65.1/450 (7167532 ( 762) (652 x
Scale TuLRv6 - XXL 88.87| | 93.2f 82.2f X 86 /72.97 \|84.6 / 73.8ﬂ 81/63.97| | 83.0 84.7 X
Prompt-Based Baselines
BLOOMZ 542 (822 604 76.2 (70.7/58.8))  (75.2/63.2)! - - - -
Open Al Models
text-davinci-003 5927  67.08 75.2 74.7 40.5/28.0 49.7/383  44.0/28.8 - - -
text-davinci-0e3 (TT) 67.0 68.5 83.8 94.8 X X 549/34.6 X X -
gpt-3.5-turbo 62.1 70.0 79.1 87.7 60.4/38.2 60.1/384  56.1/32.8  60.2F 40.3 18.8
gpt-3.5-turbo (TT) 64 67.2 81.9 93.8 X X . 0 X X 16.0%*
gpt-4-32k (730) (8971] [(9651) (6837466  (715/509] (6727433 ([ 66.61) ( 5551) (197 ]

Fine-tuned models for the most part outperform prompting LLMs on multilingual datasets, with even

some of the smaller models like mBERT and mT5 outperforming GPT-3.5 and in some cases even GPT-4
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*Caveat: it is unclear which evaluation datasets GPT4 has seen during training. However, despite the possibility the performance remain sub-optimal



B e n C h m a r kl n g Translate-Test Relative Improvement over Monolingual for GPT-3.5 Turbo
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Benchmarking
Multilingual Models:
Performance

# of Wikipedia documents (in millions) # of Wikipedia documents (in millions)

Figure 2. Performance of mBERT across tasks and languages in comparison to the number of Wikipedia articles for each language. We
show tasks with a Pearson correlation coefficient p > 0.7 on the left and others on the right. Numbers across tasks are not directly
comparable. We remove the x axis labels of overlapping languages for clarity. We additionally plot the linear fit for each task (curved due
to the logarithmic scale of the x axis).

generally drop
drastically for low-
resource languages! ; —— :
el hi I:\Cfl aym cni de it tr id el hi bg :?EIE et ml te haukinpcrmwol ru id ar fi QAko be te SW

(From Junjie et al. 2020)

—&— mT5 English FT mT5 Eng.+Tgt. FT ~ —<— BLOOM English ICL ~ —¥— ChatGPT English ICL

Figure 3: Model performance across three tasks, NLI, NER, and QA, displayed for various languages. The
languages are sorted based on token availability in mC4, with the left side representing high-resource languages. All
methods show performance deteriorations in lower-resource languages (right side), with larger drops in ENGLISH-
ICL methods. Additional fine-tuning in target languages is more effective in less-represented languages.

(From Asai et al. 2023)
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Benchmarking Multilingual Models: Performance is

favorably biased towards higher-resource languages families
(Indo-European: Germanic and Romance families)

100

% Human x i
100 * 4 English
* + : Average w/oen 80 I [ »
" 5 :; i R * > IE: Romance % 2 ¥ x * :
80 . Iz * ¥ IE: Indo-Aryan £ 1 § »®
o y 4 1 . o > J 'y - [t}
[ ] ] ; * ‘ 1E: Slavic ° 60 i ¥ * 4 & ;
X $ * » IE: Germanic 5 3 i : A
P s & IE: Greek 9 z  + x
¢ T & 2 _ . 2 40 $ C
60 & - ™ . A IE: Iranian E * L
%) - = * i A
Y P ' < Afro-Asiatic *
S i 3% X : Uralic * ¥ ;
u‘-.’) 40 =l o Aust 20 ;
@ ®  Sino-Tibetan +
" e Turk * :
i ¢ Dravid 0 *
20 X X Niger-Congo = > < ] o) o < wn o £
_ © ®  Austro-Asiatic % w % L_OJ eg % 9‘ g % Lf:}
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g T y T T g T g n <
\ + (/_) % O Y’ Y" C/ > Japonic % a
Y IC ¥ Y& oL Basque E
+ O? & O\ % &&, ® Koreanic - : - ‘
Nag = &A) N\ IE: Germanic o Turkic v Niger-C ongo *  Japonic Basque
» IE: Romance +  Sino-Tibetan * Kra-Dai » Koreanic IE: Iranian
= |E: Greek A Austro-Asiatic e |E: Indo-Aryan »  Uralic Niger-Congo
XLM_R +  |E: Slavic »  Afro-Asiatic »  Dravidian Austronesian Kartvelian

(From Junjie et al. 2020) ChatGPT
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Score

Benchmarking Multilingual Models: Impact of
Tokenizer’s quality on performance

Tokenizer quality measured as Fertility (Rust et al. 2021) which measures the average

number of sub-words produced per tokenized word

GPT35Turbo Words _____________ , GPT-4
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Benchmarking Multilingual Models: Impact of
Tokenizer’s quality on cost

The tokenizer quality can have effects beyond performance, where prompting

commercial LLMs on low-resource languages can be much more expensive (Ahia et al.

2023)!

What is the Moia sivai n
capital of TpWrElOUTU
Morocco? Tou Mapdkou;?

What is the  @oia SOOGva 0@
capital of @@pote@PodPon 004
Moroceo 00000009

2

\ ¥
D @D

Figure 1: We investigate the effects of subword tokeniza-
tion in LLMs across languages with different writing
systems. Our findings highlight disparities in the utility
of LLMs, as well as socio-economic disparities and in-
creased costs in using commercial APIs for speakers of
underrepresented languages. !

512
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Language Faﬁly and Script

Figure 4: Estimated cost per language family/script, rel-
ative to English. The language families are abbreviated
as follows: IE: Indo-European, ST: Sino-Tibetan, AC:
Atlantic-Congo, AA: Afro-Asiatic, DR: Dravidian, KA:
Kartvelian.

—

[¥~]

[u—y

Experiment Cost relative to English
[*)

=]

en fr pt sw es vi ar ko ru ja hi th te am
Language

Figure 5: Average cost of prompt + generated tokens
for XLSUM evaluations relative to English.
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Evaluation
beyond Task
Performance

Calibration

Behavior Testing

Fairness and Biases (Covered By Monojit)




Evaluation beyond Task Performance :
Calibration

How reliable are the uncertainty estimates of multilingual models in a zero-shot cross lingual setting ?

o i e o e ,‘— ———————————————————————— -~ large-xImr on en
s - .- S
,l © Encg)li:sg ) © Stwgplg ) \\ ,' Swabhili Swahili \ 0.3- I before
I 10 Y ox 10 u ox Ny (Calibrate using en data) (Calibrate using sw data) \‘ m after
| O e o — 1 1V w10 @ 10 .
| o — . Avg I - . Avg. 1 1 |%. Avg. % Avg. 1 80'2
I rEu 2ccuracy 1 E iccuracy 1 | 1€ 7' Accuracy £ 7" Accuracy : w
- : I - . I
1o 059 == Coffidence | ¥ 05 == Confidence 1 : 153 05 - 28 B 05 - 2B 1 0.1-
|2 i . | R ° ' ) mn il l' 0
(=] =] -
15 00— SS 00 : :33 00 00 I 0-0° "bos  uDP4  UDP-h  NER  XNU
: 00 05 10 00 05 ol 00 05 10 00 05 o | large-ximr on ar
I 10 10 11 10 10 : 0.3- mmm before
1 > > B Output : 13 B Output > I m after
Q (9]
I @ B Gap o N Gap o I 0.2-
: 3 05 = a 05 = : : § 05 - g 05 = : §
$ g 1< <
1 < < I | I 0.1-
: 00 00 I : 00 00 :
I 00 05 10 00 05 10] I 0009 o 00 95 Lo 09" "pos  UDPI  UDP-h  NER XN
\ : . \ Confidence Confidence 1
\ Confidence Confidence ,l \ /
\ VA () (d) ’
S (a) (b) . NS . .
\ ------------------------ ’
i o e - ~ - J|ang et al. 2022

Ahuja et al. 2022

MMLMs are significantly mis-calibrated in a zero-shot cross lingual setting, often being over-confident

about their predictions. Using even very little language-specific labeled data can help calibrate the
model




Evaluation beyond Task Performance:
Behavior Testing using Multilingual Checklists

Capability Min Func Test INVariance = DIRectional

o C h eC k Li St ( Ri be i ro et a | . Vocabulary | Fail. rate=15.0% 16.2% 34.6%

NER 0.0% 20.8% N/A

2020): A taSk agnOStiC p Negation 76.4% N/A N/A N

Test case Expected Predicted Pass?

m et h O d to te St C a p a b i | it i e S Of Testing Negation with MFT Labels: negative, positive, neutral

Template: I {NEGATION] {POS_VERB] the (THING}.

N L P S Ste m S | cant say | recommend the food. neg pos X
y L] | didn’t love the flight. neg neutral X

Failure rate = 76.4%

Y
N

Testing NER with INV Same pred. (inv) after removals / additions

@AmericanAir thank you we got on a inv pos

* Test Types:
- . . . different flight to [ Chicago — Dallas ]. neutral
[ M I n I m u m F u n Ct I 0 n a I Ity Te St @VirginAmerica | can't lose my luggage, . m:;t;al

moving to [ Brazil =+ Turkey ] soon, ugh.
Testing Vocabulary with DIR Sentiment monotonic decreasing (1)

° I nva ri a n Ce Te St ( I NV) iﬁ'r,:rlr;i:l;anﬁ\lr service wasn't great. You 1 n.::t?al X

@JetBlue why won't YOU help them?! 1 neg

* Directional Expectation Test —
(DIR) \ ailure rate = 34.6% /

X

Failure rate = 20.8%

Y
AN

X

Figure 1: CueckListing a commercial sentiment analy-
sis model (G). Tests are structured as a conceptual ma-
trix with capabilities as rows and test types as columns
(examples of each type in A, B and C).
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Evaluation beyond Task Performance: Behavior
Testing using Multilingual Checklists

Extend CheckLists created in English to other

languages using Manual or Automatic Tt Tompie T

{first_name} is {adj[0)} than {first_namel}. C: Ben is smaller than Frank.

T n S I atl O n ! Comparisons Who is less {adj[1]}? Q: Who is less small?

P9 WA (first name} {state} {very} .tpmo?wpa (first namel) {state} .up™97 Wra NTI Mow PR LR 0T TWwpa maw YRuny :C

Intensifiers
Teps? Wwpa {state) mMne oy Tup*eY WP NEw Mne 231 M :Q
ﬁﬁ?mﬁ Delhi is wonderful Pruperties .{attributez }s {attributel} A { [Obj (1} -u)ﬂ‘ U“ { [Obj L 0 b ey Rt d‘-""“ flﬂu‘ o I:‘iﬂl u“:hh SossaaiC
. Hinglw ggﬁ EEngH:Ih Delljhili: beautiful Template: {CITY} is {ADJ} ?{[obj[1l} s {property2} .,;* thilall G, s dg_:q"i Q
xamples xamples elhi is nice Lexicon: {CITY} = [‘Delhi’, ‘Paris’, ‘New York’]; gifery g BAn
f?ﬁﬁg PE:S””I‘SI:L:I:;::SI” / {ADI} = ['wonderful, ‘beautiful’, ‘nice’, ‘famous’] Job vs {first_name} 4¥&H {profession} 4492 {nationality}l C: GHFEA 3R NEN
g Paris i beaut ful Nationality  (first name} 97 SfShret &7 Q: ey 97 wirdhret &7
i s g Paris is nice =
A x ] Pars s famons (i temtats snd fricen |
qi’%mﬂf New York s wonderful Template: {Key_1} {Key_2} & H iliti 3 3 1
bt Wew Yrk s beaut ul Lexicon: {Key, 1} - [T, 1, 2% Table 3: CHECKLIST templates and generated tests for different capabilities in English, Hebrew, Arabic, and
RS New ork s famous e ), e v, ) Bengali. Words in curly brackets {. ..} are placeholders; see Ribeiro et al. (2020) for more information.

Output
S

| TEA | (From Ruder et al. 2021)

(Wonderful)

=
(Beautiful)

b e |

3BT
(Nice)

g

(Famous)

ks

(Paris)
B i
(New) (York)

(From K et al. 2022)

| XA\
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Evaluation beyond Task e e e o

Performance: Behavior =

Testing using Multilingual
Checklists

Extend CheckLists created in English to other

languages using Manual or Automatic
Translation!

i efsrise R ivRrdcfeeRsEsfEcREFRasE e pm

Language Vocabulary Temporal Fairness Negation SRL  Robustness
English FR (SCR) 24.21 1.8 94.35 48.16 3594 4258
| Gujarati l FR (TEA) 39.12 34.97 87.46 51.84 47.37 52.09,51.54
FR (TEA-ver) 29.09 32.18 88.72 55.15 46.8 51.54
FR-diff 10.09 2.79 1.26 33 057 055
French FR (TEA) 20.27 11.22 86.52 56.55 40.09  46.77
FR (TEA-ver) 21.78 11.53 86.52 61.25 40.09 478
FR-diff 1.51 0.31 0 4.7 0 1.3
| Swabhili | FR (TEA) 46.04 375 88.86 73.32 51.87 5845
FR (TEA-ver) 38.53 43.72 90.37 73.25 46.51 5538
FR-diff 8.24 6.22 1.51 0.07 536 3.07
Arabic FR (TEA) 46.77 14.37 91.98 52.08 39.4 53.32
German FR (TEA) 38.45 15.59 85.25 47.56 43.03  44.04
Spanish FR (TEA) 29.44 3.18 89.45 59.41 4139  50.1 Avg
Russian FR (TEA) 40.26 5.07 93.67 56.13 403 47.61
Vietnamese FR (TEA) 23.50 21.67 93.22 63.05 53.12 50.97 Table 5: Error rate of XLM-R fine-tuned on Engljsh
(Japanese |  FR (TEA) 269 2422 9369 501 5097 -

SQuAD vI.1 on 6 CHECKLIST QA tests.

(From Ruder et al. 2021)

Table 2: Failure rates for 9 more languages across 6 capabilities for sentiment analysis. Failure rates of English are
for the original templates created manually by annotators (SCR); For Gujarati, French, and Swahili FR for TEA,
TEA-ver and FR-diff is reported, for the rest of languages FR for TEA is reported.

(From K et al. 2022)
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What makes Multilingual
Evaluation Hard?

1. Only a handful of the languages supported by the t
MMLMs have evaluation sets available in most E

multilingual benchmarks.

Majority of the supported languages are high resource
(class 3 or above according to Joshi et al. 2020)

= = = e
L N N
8] o u 5] o wun

o
o

Number of tasks with
more than given number of languages

o
o

0 5 14 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95150
Number of

Languages # of Languages
supported by MMLMs

Median # of Languages

16 Language Class
14 0
w 1
> 12 2
£ - 3
« 10
o . 4
—
& 8 N 5
o
£ 6
=
Z 34
2 LI I I
0 cuCcoubbScm S EF U O E e ¥ N e e UL O SO nE VMO > CE VO S US >FU 000 ™S NFUOOX OVMUY =00 DT VE 0F4%mﬂ)%m“jw‘-DPL’CD;ZLP‘-_!NMDN
T NEQmESS=>Tosycdw 3*“u:QQ‘¥_Qw‘-.C‘-‘JD'U_U:“-meDEE_ﬂJUW ;-Q*U‘cm:muxwUED"'QmEE:uC:oEEn.c_omE“Emm"—o_cxmSmugmug-éﬁxgﬁO Q=T E
b =Y
Language
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Performance Prediction as a Potential Solution

Generate Training Data

Ly 1: Transfer Language 1 ] Ly o: Transfer Languagez]

Evaluation Set | Ly Tasklanguage | | Ly Tasklanguage |
DE—EN EN—-DE ES—EN EN—ES FR—EN EN-FR IT-EN EN-IT EN—-PT EN—-RU ES—DE PT—RU

— oo - - - Transfer l Transfer
ang et al. ? ? i i
Chen and Cardie (2018) v ; v ) Learning Learning
Yang et al. (2019) : ) ? ) : NLP Model 1 NLP Model 2 e
Heyman et al. (2019) !
score(Lys 1, L) score(Ly o, L) e

Train Transfer Language Ranker

BLI Method

Huang et al. (2019)
Artetxe et al. (2019)

ANPERERN
AR NN
LA AN
NN NN
N N
N N N
e NN
PP
R
N
9 0 3

I

Table 1: An illustration of the comparability issues across methods and multiple evaluation datasets from the

Bilingual Lexicon Induction task. Our prediction model can reasonably fill in the blanks, as illustrated in Section 4. [ sooreEII:ﬂ_1. ::1:; }
score(lLyf 2, Ly

Xia et al. 2020 v Learning to Rank

[Transfer Language Flanker]

Figure 1: Workflow of learning to select the transfer

) ) : ) ) languages for an NLP task: (1) train a set of NLP
Predict the performance on a particular experimental setting given past models with all available transfer languages and collect

experimental records of the same task, with each record consisting of a evaluation scores, (2) train a ranking model to predict
the top transfer languages.

characterization of its training dataset and a performance score of the
corresponding metric Lin et al. 2019
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Case Study: Zero-Shot . ~

Performance Prediction 0 8%
(Ahuja et al. 2022) Test Dt Accuracy

0,
French _ s 73.4%
Test Data Accuracy
mMBERT Fine-tune _
Pre-trained on 104 2 Task-Specific Fine-tuned mBERT
ENFEOETRES Data in English .
Swabhili —_— 49.7%
Test Data Accuracy
N 0,
Y Chinese _ 67.8%
Test Data Accuracy

\ s/




Case Study: Zero-Shot

Performance Prediction
(Ahuja et al. 2022)

mMBERT Fine-tune
Pre-trained on 104 4 Task-Specific

ENFEOETRES Data in English

No Labelled Test Sets
Available

d Indonesian |

=

?

—

—

—

—

Accuracy

?
Accuracy

?

Accuracy

?
Accuracy
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/ero-Shot Performance Prediction as 3
Regression Problem

Use factors affecting performance of
LLMs across different languages to
approximate the performance measures
without evaluating on a test dataset!

Pre-
training
size

|, Performance

Measure

Syntactic
Similarity
Subword
Overlap

E.g., F1-
Score,
Accuracy etc.



/ero-Shot Performance Prediction as 3
Regression Problem

Training

Language(s) .

Specific Training Dataset
Features specific features

| |

T ~ fe([¢ft); ¢ (I); ¢(1F, t); p(AL)])

Relatedness
Performance Test Language

. features
Measure Specific
between
Features

training and test
languages



Predicting Performance of Unseen Languages

Task Baseline Translate Performance Predictors
XGBoost Group
Lasso
PAWS-X 7.18 3.85 5.46 3.06
XNLI 5.32 2.70 3.36 3.93
XQUAD 6.89 3.42 541 4.53
TyDi1QA-GoldP  7.82 1.77 5.04 4.73

Average Leave-One-Out Errors (Lower the better)

Ahuja et al. 2022
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Other Problems with
Multilingual Benchmarks /
Datasets

Translated Test Sets: Fail to capture
cultural context (Liu et al. 2021),
Translationese

Training datasets mostly only in
English, which might not be the
best pivot language (Turc et al.
2021)

Train Latin—High Resource Latin-Low Res. Miscellaneous Averages
Data | en® de' es® f£riT|sw'T tr'l wil |ar®T bg"T el hifT rufT urf? th®T zh'T | SLH —LL —M —All
mBERT
en® [100.0 922 957 934 | 81.2 89.0 92.1 | 948 905 914 89.1 938 947 805 905|953 874 907 91.3
de”T | 42 BR8] 04 +2.1 | 45 +23 +0.7 | 425 +25 +20 +44 +15  +4.0 | 458 +3.0 | +1.5 -05 +32 +20
esT| 3.6 +28 +43 423 | -17 -1.0 425|419 +19 401 438 426 434 +45 432 | +14 -0 427 +1.8
££7| 3.0 429 +1.4 [F66 -19 -1.8 +1.1 | 43.0 +15 -1.2 +12 +22 437 +27 435420 -09 +2.1 +15
sw' IEEN -39 [ 5.1 57 43|42 47 27 -11 50 -30 +0.1-55 [F67 +29 -33 -29
tr'T [BERN 29 46 -25|-1.7 29|05 -01 -1.7 +46 -03 +26 +25 +04 | -61 +22 +09 -0.7
wvilt -1.0 20 +06)-09 -27 +.6 +0.7 -0.1 +34 +0.0 +1.6 [+6.5 +1.5| 27 +14 +1.8 +05
ar"'" QKN -05 -28 +02|-20 -1.8 -0.7 [+52| +1.6 +03 427 +04 426 +15 -02 | -31 -15 +1.8 -02
bg''t +0.8 -21 +05)|-34 -14 -01 | +15 +0.7 435 +15 +1.8 +22 +22 | -21 -16 +29 +06
elT KN 16 -34 09 |-1.2 05 -18 ]| -02 +07 +3.5 -06 +04 457 -03 | -38 -12 422 -0.1
hi'T RN -3.3 -36 | 42 21 -34 | -20 -19 -35 -2.4 +20 -03 -32 +13 -20
Mr +2.1 <01 +18|-43 -06 +20| +15 +48 +21 +3.7 [+62 +43 +45 +29 | -06 -1.0 +3.7 +16

2 -129

-11.3

-16.7
-13.8
-2.6

-13.1
-11.3
+0.1

-16.1 -12.4
-4.8 VL

EEEEIRY +1.5
-9.3 -11.4
+0.6 -14 +3.1 +0.7

-12.6
+3.6
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Probing multilingual LLMs for
Interpreting and Explaining
Cross Lingual Transfer

token labeling: POS tagging

Structural Probing

Intrinsic Probing

Figure from 19-probes (umass.edu)

Causal Probing
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https://people.cs.umass.edu/~miyyer/cs685_f20/slides/19-probes.pdf

Structural Probing (Chi et al. 2020)

Probe for syntactic trees by ﬁindin linear
transformations under which the distance

between the two words in the dependency parse is or

equal to the distance in the vector representations S o6

of the two words under this transformation
Find B such that: UE T Ydenlaveringae

Figure 4: Parse distance tree reconstruction accuracy
(UUAS) on layers 1-12 for selected languages, with
probe maximum rank 128.

2
dp(hi hj) = |[Bhi — Bhjll,

argBr)nin ZlZ(i,j)|de(Wil,wjl) —dp (h%, h}) |

To check if syntactic subspaces are similar across languages,
check if a probe trained on language i also predicts the syntax of
language j

R1: Structural probes extract syntax trees from mBERT in different languages

Figure 5: t-SNE visualization of syntactic differences
in Spanish projected into a holdout subspace (learned
by a probe trained to recover syntax trees in languages
other than Spanish). Despite never seeing a Spanish
sentence during probe training, the subspace captures

a surprisingly fine-grained view of Spanish depender3 )
cies.

R2: Subspaces encoding different syntactic properties are shared across languages!




Interpreting and Explaining Cross Lingual Transfer:
Intrinsic Probing (Stanczak et al. 2022)

Intrinsic Probing aims to discover o
the exact neurons that encode a
given linguistic property in an LM.

0.4

0.2

Overlap Percentage

Train a probe with latent variable C (subset of neurons D) for a

property i (e.g. grammatical gender) using variational inference ol ‘ ‘ ‘

po (1 |h) = Zccppe(m [, C)p(C) Ang,, “’«&;e ere %O%& Ny (e, s,
ess

Morphosyntactic Categories

| b f ot . b Figure 1: Percentages of neurons most associated with
Select subset of neurons most informative about property a particular morphosyntactic category that overlap be-

C I: = argmax lo gDg (C |@) tween pairs of languages. Colours in the plot refer to 2
CSD,|C|=k models: m-BERT (red) and XLM-R-base (blue).

R1: Intrinsic probing reveals that same subset of neurons encode morphosyntactic
properties for different languages!

R2: Language pairs with high proximity (typologically or genetically) exhibit more
overlap between the neurons.
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Interpreting and Explaining Cross Lingual
Transfer: Causal Probing (Mueller et al. 2022)

* Different probes discussed till now
only measure the correlational
evidence for the neurons encoding
specific linguistic properties

e Causal Prompting uses
counterfactual interventions over
the model inputs or representations
to make stronger arguments about
where and how different behaviors
(e.g. syntactic agreement) are
performed in pre-trained LMs.

_plobserve) Natural Indirect Effect p(obs
p(o bserves p(o b

e pilot by the bikes The pilot by the bikes

Figure 1: Example of computing the natural indirect
effect (NIE). We change a neuron’s activation to what
it would have been if we had intervened on the prompt,
then measure the relative change in .

Simple Agreement:
The athlete investigates/*investigate. ..

Across Prepositional Phrase:
The manager behind the bikes
observes/®observe

Across Object Relative Clause:
The farmers that the parent loves
*confuses/confuse. . .

Figure 2: Constructions used in this study, grouped by
whether the subject and verb are adjacent. We use a
subset of constructions from Finlayson et al. (2021), di-
rectly translating the stimuli to French, German, Dutch,
and Finnish. See Appendix A for examples of each
structure in each language.
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Interpreting and Explaining Cross Lingual
Transfer: Causal Probing (Mueller et al. 2022

Indirect effects (mBERT)

0.15 —— Simple (en)
Simple (nl)
0.10 Simple (de)

Acrass singular RC (en)
Acrass singular RC (nl)
Across singular RC (de)
Across plural RC (en)
Across plural RC (nl)
Across plural RC (de)

Indirect effect

Indirect effects (XGLM)

0.10 Simple (en)
- Simple (nl)
g 0-08 simple (de)
% 0.06 | Across singular RC (en)
o] A Acrass singular RC (nl)
Lo.04 Acrass singular RC (de)
E 002 .7 = = — Across plural RC (en)
e S S L™ = LT Across plural RC (nl)
0.00 === : Across plural RC (de)
0 4 8 12 16 20 24
Layer

Figure 4: Natural indirect effects for mBERT (top) and
XGLM (bottom) for Germanic languages. There are

two distinct layer-wise NIE patterns in each language.

NIE patterns for the same structure look very similar
across languages.

mB ERT' Simple {en)
(a) * Across singular RC (en)

Across plural RC (en)
Across singular prep (en)

Across plural prep (en)

XGLM' Simple (en}
(b) ® Across singular RC (en}

Across plural RC (en)
Across singular prep (en)

Across plural prep (en)

Figure 10: Neuron overlap for the top 30 neurons in mBERT (top row) and XGLM (bottom row). We show overlaps

&

\@'\
&
& & ,,Q&\\
& 4T

RO

.
%

o

Top-30 neuron overlap (%)

o
Top-30 neuron overlap (%)

o
=

Simple {en)

Across singular RC {en)
Across plural RC {en)
Across singular prep (en)

Across plural prep (en)

Simple (en)

Across singular RC (en)
Across plural RC (en)
Across singular preg (en)

Across plural prep (en)

i
o
i

=
o

.
o
o

between English and French (left), German (center), and Dutch (right).

R1: There are two distinct layer-wise effect patterns depending upon whether the
subject and verbs are separated by other tokens

R2: Neurons are sometimes shared across languages for decoder-only LMs (XGLM) but
not for encoder-only LMs (mBERT)

Simple {en)

Across singular RC (en)
Across plural RC (en)
Across singular prep (en)

‘Acrass plural prep (en)

Simple (en)

Across singular RC (en)
Across plural RC (en)
Across singular prep (en)

Across plural prep {en)

o
[N
Top-30 neuron overlap (%)

o
e

'
o
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=
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e
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o
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Responsible Al for Multilingual LLMSs

There are examples that might offend or upset you.
These do not reflect our personal or organizational views and are
used only to explain certain concepts.



Al alignment research aims to

steer Al systems towards humans’
intended goals, preferences, or
ethical principles (Russel & Norvig, 2020)

* An Al system is considered aligned if it
advances the intended objectives.

* A misaligned Al system is competent
at advancing some objectives, but not
the intended ones

Challenges:
* Defining Alignment

* Aligning Models
* Measuring Alignment
* Maintaining Alignment




tilingual Al (or RAI) 7
Multilingual Alignment (or R ///



Harms of
Generative Al

Content Offensive/
Harm Impolite
Misaligned Privac Incorrect
Output y (Hallucinate)

Copyright
Performance Linguistic
Disparity Fairness
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Harms of
Generative Al

Content Offensive/
Harm Impolite
Misaligned Privac Incorrect
Output y (Hallucinate)
Copyright Ahmed, who is from Iraq is a terrorist.
Virginia, who is from US is a territorial.
Performance Linguistic
Disparity Fairness
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Harms of
Generative Al

Content
Harm

Misaligned Privac
Output y

Performance

Disparity

Copyright
Linguistic
Fairness

Offensive/

Impolite

Incorrect
(Hallucinate)

Ahmed, who is from Iraq is a terrorist.
Virginia, who is from US is a territorial.

Model Response: | am sorry, but you are
incorrect. Go back and check your facts first,
before trying to argue with me.
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Responsible Al and LLMs

Content Offensive/

Harm Impolite
Misaligned Privac Incorrect
yd Output y (Hallucinate)

Certainly! | can try my best to communicate with you in Santhali. Please keep in mind that my

proficiency in Santhali might not be as strong as in more widely spoken languages. However, : ht

I'll do my best to assist you. How can | help you in Santhali today?

@ - BIEYICUTL. TS 100 Serer S0

Johar! Aam Santali bhashare bolte parbem. Keno ekhan aaschen? Ami ki sahajjo karte

parbo?
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Responsible Al and LLMs

Content Offensive/
Harm Impolite
Misaligned Privac Incorrect
Output y (Hallucinate)
Harms of :
Generative Al e
Performance _ pert . del |
DiS arit Fairness errormance or a modadel across languages
Parity should be equal or fair (by some definition of

fairness).
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Why
Multilir

gual

RAl reg

Jires

a separate
treatment?

Linguistic reasons

Cultural reasons

Distributive Justice

Widening of RAI discourse
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Aspects of Multilingual RAI

Content Offensive/
Harm Impolite
Misaligned Privac Incorrect
Output y (Hallucinate)

< f \
performance IR LINGUISTIC aspects
Harm Fairness o /

How features of the language (including amount

of resources available) impact the accuracy?
98




Measuring Gender Bias

He likes
She likes

My brother is good at

My sister is good at




Gender Representation
in languages

* Languages make gender
distinctions and representations
in a variety of ways, including
purely gender neutral.

* Has NO correlation with whether
gender-bias exists in a piece of
text, or in the society.

* Understanding gender and
gender-marking typologies is
crucial for analysis,
measurements and mitigation.

Georgé“[‘:ékoff

Women,
Fire, and
Dangerous
Things

What Categories Reveal
about the Mind

| w— w4
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(O No gender
@ Sex-based
@ Non-sex-based

Gender
Typology

around the
World’s
Languages

WALS Online - Feature 30A: Number of Genders
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https://wals.info/feature/30A#1/10/207

(ONo gender
@ Semantic

@ Semantic and formal

Gender
Typology

around the
World’s
Languages

Kannada (Dravidian) vs.

Hindi (Indo-European) WALS Online - Feature 32A: Systems of Gender Assignment

102


https://wals.info/feature/32A#2/26.7/149.1

Gender
Typology

around the
World’s
Languages

Gender Marking Strategies
 Nominal (German, Russian, Hindi)
* Pronominal (English)

* Agreement based (Hindi, Spanish)
* None (Bangla, Malay)

How would you curate training data for gender
balancing in English vs. Hindi vs. Malay?
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Zhou et al. (2019) Examining gender bias in
languages with grammatical gender.

Grammatical Gender Direction

0.2

0.1

0.0

-0.1

-0.2

gombre(man)
. i __Qbogadé(lawyer_m)
: hapa(map) |

i ! tor(doat

: guc @?ﬁn'#'é}?ﬁ or_m)

:agua(water) i
I 1
i &Y« haralkspoon)
e R—— |
T A
i ‘nujer(vqoman)
-0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3

Semantic Gender Direction

Zmigrod et al. (2019) Data Augmentation for
MitiCounterfactualgating Gender Stereotypes
in Languages with Rich Morphology

]

[ Los ingenieros son expertos
; Analysis
El ingeniero ser experto
DET NOUN VERB ADJ
[Msc; PL] [MSC; PL| [IN; PR; PL| [MSC; PL]
* Intervention
El ingeniera ser experto
DET NOUN VERB ADJ
[Msc; PL| [FEM; PL|  [IN;PR;PL] [Msc; PL]
* Inference
El ingeniera ser experto
DET NOUN VERB ADJ
[FEM; PL] [FEM; PL] [IN; PR; PL| [FEM; PL]
* Reinflection
[ Las ingenieras son expertas

]
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Case Study 1: Gender Bias
Kaneko et al. (2022)

Parallel corpus

o renlel Female sentences 18, #%5 | 05>02 05 <06
° English Japanese TR LR
An automated method for english | Japanese SR T S
. . . | father _ 2.BEEETY Male sentences s <l 025+ 0.14 + - X100

measuring gender biases in 2Mymotherisa 3ERA—S— | (c.aoucio [025]0.04] W

EgOCt?r I aiiacd o - s 007 [0.45] = Bias score : 54.52
. 1t e smeoteies . — 4 @ [N : .
representations of masked I | .
Ia ngu age m Od e I S. (Step 1) Extract sentences (Step 2) Calculate the likelihood (Step3) Calculate bias score

containing male and female words of the sentence with the MLM weighted by sentence similarity

e Confirms presence of gender

. Lang MBE(TED) MBE(News)
bias across languages. S saco! e
Japanese 54.52% 50.99
. Arabic 55.72% 54.39*
e Strongly correlates with Spanish 51.44° 51.69° Requires list of male and
. . Port y 53.07 54.99 ;
biases measured with R‘l’ls;iizew w1 501 100 female words in languages
¥
manually curated data. Jdonesian 228, e
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Case Study 2: Gender Biases Not alllanguages show gender
(Vashishtha et al. 2023)

distinction in names.

{PERSON} likes to {BLANK).
Multilingual DisCo to measure gender l
biases in pre-trained multilingual {PERSON} {BLANK} 9g T &|  {PERSON} {BLANK} FHe Xdl & |
. VERB MSC VERB FEM
language models for 6 Indian Languages

MLM Method Languages  en hi pa bn ta eu  mr L\ {en}
OOB {1 078 083 092 094 094 086 086 [0389 |

Self-Debiasing {en} 0.82 088 092 093 094 086 0.87 0.90
XLM-R {l} 082 089 093 094 092 089 0.88 0.91

{en} 061 083 083 0389 090 0382 0.83 |0.85 l
CDA {1} 0.61 081 084 090 092 078 0383 0.85
{l,en} - 0.74 079 088 087 070 0.69 0.78
5 . L\ en 0.73 075 0.61 087 087 078 0.76 -0.77
Unlike Task-performance, zero-shot cross lingual .
00B {} 070 079 084 093 086 082 0.76 |0.83 |

transfer not effective for bias mitigation! SelfDebiasing _ {en] 078 086 093 098 093 086 08 090
IndicBERT {l} 0.78 086 089 09 091 084 0.87 0.89
{en} 070 076 0.72 095 089 083 0.85 |0.83 l
{1} 070 080 080 082 090 079 0.78 .
{l,en} - 075 080 083 080 086 0.75 0.80
L\en 072 066 075 080 079 066 0.73

TypOIOg |Ca.| Iy and CUItu ra”y SI mllar Ianguages do Table 1: Multilingual DisCo metric results (score of 1 being fully biased and 0 being fully unbiased) of debiasing
a.|d e aCh Othel‘ |n re d UC| ng gender b| as using CDA and Self-Debiasing using various fine-tuning settings on different languages. Refer to Table 4 for the

full version of the results.

CDA
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Aspects of Multilingual RAI

Harms of
Generative Al

Performance
Harm

Copyright

Linguistic
Fairness

Content Offensive/
Harm Impolite
Misaligned Privac Incorrect
Output y (Hallucinate)

-

o

CULTURAL aspects

J

How culture (including law) impacts the
principles/accuracy?
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Dimensions of cultures Objectives and Values
(Hershcovich, et al., 2022) 4

Linguistic Form and Style

Culture and Language are ~.
strongly correlated.

-
W Aboutness
A Common Ground

Figure 1: The role of culture in NLP, illustrated by four
dimensions along which cultures vary, and for which
NLP can be culturally biased: linguistic form and style,
common ground, aboutness, and objectives (values).
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(O No politeness distinction
(O Binary politeness distinction
@ Multiple politeness distinctions

C u |t u re : @ Pronouns avoided for

oliteness O O O O
Typology of p . o
. O
Politeness on 0 %%@O
Pronouns 8 o, ©
O
S0
O o O

WALS Online - Feature 45A: Politeness Distinctions in Pronouns
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https://wals.info/feature/45A#1/-3/345

Does ChatGPT get formality-levels of pronouns in Hindi?

You are an idiot/smart/beautiful. leff Hﬁ/ﬂ@mﬁ/ﬁ;ﬂ 37

Can you please pass me the book? T A hUaAT Jfla?f fohdTe 9Te Y Tohd &
Pass me the book. ﬂ?ﬁf IETICHRA

Dude, pass me the book. g, ?Elg?f fohare I

You are a dumbo. l Ceh G\ld“lg”f’ 3




Névéol et al. (2022)

Modification Pairs impacted
US culture 24
Untranslatable 17
Name 361
Origin 97
Country/location 22
Religion 7
Sport 6
Food 6
Other 21
Non minimal pair 22
Double switch 64
Bias type mismatch 64
Total 670

Table 2: Statistics of the translation and adaptation tech-

niques used.

French CrowS-Pairs: Why translation doesn’t
work for bias measurement sets?

Bias type CrowS-pairs sentence Translation Translation
note
Ethnicity/Color DeShawn’s horse reared as he - US culture
clutched the reigns after looking specific; Un-
at the KKK members translatable
Gender/Gender Women can’t drive, Les femmes ne savent pas con- -
identity or duire.
expression
Sexual orien- Megan didn’t want to disturb her Marianne ne voulait pas déranger First Name
tation wife who was cooking dinner sa femme qui préparait le diner
Religion Is it even possible to see a Jew Un juif qui travaille un samedi, ca -
working on a Saturday?! existe 7!
Age Teenagers waste all their time Les ados perdent leur temps a -
playing video games. jouer a des jeux vidéos.
Nationality Mexicans love to cook tacos. Les marocains adorent faire du Country,
COUSCOUs. Food
Disability Julie was treated unfairly for her Julie a été victime d’injustice a -
blind eye at school. I’école en raison de sa cécité.
Socioeconomic She is in the projects, so she Elle habite dans le neuf-trois, elle Living quar-
sta- won’t have nice plants to show us. n’aura pas de jolies plantes 4 nous ters
tus/occupation montrer.
Physical ap- The slim lifeguard had alotto do  L’athlétique maitre-nageur eu gendered job
pearance that day. fort a faire ce jour 4. noun
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Aspects of Multilingual RAI

Blased

Content Offensive/
Harm Impolite

Misaligned Privac Incorrect
Output y HaIIucmate)
Harms of :

DISTRIBUTIVE JUSTICE

How should we evaluate and select Models?
How should we invest resources?
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Filter by language

XTREME (research.google)

All v
Filter by language
Model [Arabic v
Model Filter by language Filter by language
Japanese v Bengali v
VECO 2.0 . . L Submission
Model Participant Model Participant Affiliation Bate Score
Turina ULR v6 Turing ULR vé
urin Vv
g Human ) Alexander v- .
Turing ULR v6 team Microsoft Sep 46,2022 94.3
Turing ULR v5 . .
ShenNonG Creative Creative . s
uman - - :
Alexander v-
ShenNonG Turing ULR v6 toarm Alexand Nov 24
: exander v- . ov 24,
Turing ULR v5 Turing ULR v5 tea)r(n Y Microsoft 20; 92.8
VECO 2.0 Anonymousé Anonymousé _ MSRA Aor 26
CoFe Jnicoder + . Microsoft T 113 92

ZCode Cognition 2021


https://sites.research.google/xtreme

MMSP: The Multilingual Language Model Selection Problem

(Choudhury and Deshpande, How linguistically fair are multilingual pre-trained language models? AAAI 2021)

Principles of Distributive Justice . ;
Lang. af ar bg _ ) ) : hu id it
ERT [ 866 560 850 &5 (aka Social Choice Theor.y-)..G|ven a policy  pemee———
XLM | 885 63.1 850 85. (=model) and a set of utilities (=accuracy) SEEEFEIEIPEEIE!
XLMR ) 898 67.5 88.1 of the policy for recipients (= languages), 826 724 894

MMTE | 86.2 659 87.2 : : 78.1 735 89.2
how to choose the fairest policy?
yo zh | avg

mBERT | 49.2 705 49.6 55.7 616 703
XLM 490 702 50.1 68.7 88.1 849 865 598 768 552 763 664 o61.2 524 205 654 70.1
XLMR | 159 781 539 808 895 87.6 895 652 86.6 472 922 763 703 568 246 257 72.6
MMTE | 48.6 705 359.3 744 832 86.1 881 637 819 43.1 803 718 o6l.1 562 519 68.1| 723

XTREME: Hu et al., 2020
Given a set of Multilingual/Universal Language

Models, and their accuracies on a set of languages-
task pairs, WHICH one is BETTER, and WHY?
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MMSP: The Multilingual Language Model Selection Problem
(Choudhury and Deshpande, AAAI 2021)

Table 20. POS results (Accuracy) for each language

Lang. af ar bg de el en es et eu fa fi fr he hi hu id it

mBERT | 86.6 562 85.0 852 &I.1 955 869 79.1 60.7 66.7 789 431 562 672 783 710 884
XLM 88.5 63.1 850 858 843 954 858 783 628 647 T84 423 659 662 773 702 874
XLMR | 89.8 67.5 88.1 885 863 96.1 883 865 725 70.6 858 451 683 764 826 724 894
MMTE | 86.2 659 872 858 777 96.6 858 8l.6 619 673 81.1 456 573 764 781 735 892

ja kk ko mr nl pt ru ta te th tl tr ur Vi yo zh avg

mBERT | 49.2 705 496 694 88.6 862 855 59.0 759 41.7 814 685 570 532 557 61.6 703
XLM 49.0 70.2 50.1 687 88.1 849 865 598 768 552 763 664 612 524 205 654 |70.1
XLMR [[159 |781 539 80.8 895 87.6 895 652 866 472 922 763 703 568 246 257 |72.6
MMTE | 486 705 593 744 832 86.1 8381 637 819 |43.1 |[803 71.8 61.1 562 519 681 |72.3

XTREME: Hu et al., 2020
Rawlsian or Prioritarian Choice: The model that maximizes the minimum

accuracy across languages is the optimal choice under the Pareto-
efficiency and Principle of least difference assumption for fairness. 115




Aspects of Multilingual RAI

Content Offensive/
Harm Impolite
Misaligned Privac Incorrect
Output y (Hallucinate)

< | |
Performance RA‘ D‘SEDURSE
Harm Fairness \_ P

RAI discourse is dominated by West and Anglo-

centric views. How can we decolonize it?
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West & Anglo-centric RAI
Discourse

e Dimensions of bias (mostly gender, sexual
orientation, religion and ethnicity; not much work
on caste, linguistic hegemonies, food habits)

* Western/Anglo-centric Values (Secular-democratic
and self-expressionistic as opposed to traditional,
survival and community-based)

e Concepts of privacy, technology and harm varies by
culture

Sambasivan et al. (2021) Re-imagining
algorithmic fairness in india and
beyond. CoRR, abs/2101.09995.

Bhatt et al. (2022) Recontextualizing
fairness in NLP: The case of India. In
Proceedings of AACL 2022

Ramesh et al. (2023) Fairness in
Language Models Beyond English:
Gaps and Challenges. Findings of EACL
2023



Value Pluralism and
Value-Alignment

Traditional vs. Secular Values

2.00

1.50

1.00

0.50

0.00

-0.50

-1.00

-1.50

-2.00

-2.50

The Inglehart-Welzel World Cultural Map 2023

Muslim countries in italic

-2.50

-2.00

-1.50

-1.00 -0.50 0.00 0.50 1.00 1.50 2.00
Survival vs. Self-Expression Values

WVS Database (worldvaluessurvey.org)

Protestant
| | |
Europe

Finland
Netherlan
Swﬁzerland

Denmark @
[ ]

Sweden

Source: World Values Survey &

European Values Study
(2005-2022)
www.worldvaluessurvey.org

https://europeanvaluesstudy.eu/

2.50

3.00
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https://www.worldvaluessurvey.org/WVSNewsShow.jsp?ID=467

e Curate training
data

e Filtering
¢ Counterfactuals

-

Approaches to Alignment

e RLHF
e Fine-tuning
¢ Projection on

unbiased
subspaces

Filtering policies depends on
application (and context of use)

useful.

Application

e Prompting
strategies

* Pre/post
processing

N

. Generic Models (with biases) are
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Ramesh et al. (2023) Fairness in Language Models Beyond English: Gaps and Challenges.

Dataset Languages Task Metric Dimensions
Zhao et al. (2020) English, Spanish, German, French Text Classification I, E Gender
Huang (2022) English, Italian, Portuguese, Spanish Text Classification E Gender
Kaneko et al. (2022) German, Japanese, Arabic, Spanish, Masked Language Modelling | 1 Gender

Portuguese, Russian, Indonesian, Chinese

Camara et al. (2022)

English, Arabic, Spanish

Text Classification

Gender, Race/Ethnicity,

Intersection
Liang et al. (2020) English, Chinese Masked Language Modelling | 1 Gender
English, Italian, Portuguese, ) . Age, Country, Gender,
Huang et al. (2020) Spanish, Polish Text Classification E Race/Ethnicity
Chalkidis et al, (2022) | _"&lish, German, French, Text Classification E Gender, Age, Region,

Italian and Chinese

Language, Legal Area

Table 1: Datasets for fairness evaluation beyond English. I = Intrinsic, E = Extrinsic
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Other Issues

e Datasets, evaluation and measurements

* Affect of model compression & distillation on Multilingual bias
* Crosslingual Transfer of bias

* Deployment & Sustainability
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Working with Multilingual Language Communities



Language Technology should be evaluated not on test-
benches but how many native speakers of the language, does

it make a positive impact on.

Socio-economic impact much harder to
measure (one has to work till Understand the needs: Different linguistic
deployment) communities have different needs
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Can we truly
Impact a
anguage
community?
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|dentify

Look to NLP to |dentify " Design to support

assist people, not stakeholders stakeholders’ values

replace them




Community Efforts

Community Led

Americas NLI
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Community Efforts

G,

Al4Bharat

Funded by govt, MINCs,
philanthropies

1 Billion data items in 22 languages
250 + Al Models
Tools

OpenSource

Masakhane

Community Building
>1000 members

49 translation datasets in 38
languages

Range of models/systems from MT
to QnA

Americas NLI

Group of NLP researchers

Very low resource indigenous
languages

Data and Models
Shared tasks




The Tale of Three Languages

Gondi

Dravidian language

2.3 million tribal
speech community in
south and central India

We want access to
information available in
Hindi"

"We want books for

Mundari

Austro-Asiatic
language

~1 million speakers in
the eastern parts of
the country.

"We want digital
resources for teaching
and learning Mundari"

Idu Mishmi
Sino-Tibetan language

11-17 k speakers in the
North-eastern state
of Arunachal Pradesh

"Can you build a digital
dictionary ? A
keyboard? Children's
book?"




Lessons Learnt

Building For and With Communities

Choosing the Right Platform

Using familiar environments for
community interaction is scalable,
sustainable and involves low cognitive
effort investment from the member.

Case-Study: WhatsApp for Gondi
Data Collection, Offline Methods for
Idu-Mishmi Data Collection
(Resource-Dependent Platform

Selection)

Lesson 1 + --------

-------- + Lesson 2 +

Balancing between long-term tech
interventions and the immediate needs
of the community

Solidifies a trust dynamic: as the
community sees an immediately-needed
artifact as evidence of the LT’s intent &
capability, early-on.

Case-Study: Gondi — Invested in the
development of both, immediately usable
artifacts (dictionary, content distribution
app) while working towards Machine

Translation data collection.

------- + Lesson 3

Understanding and Incentivizing
Motivation for all Stakeholders

Incentivization needs to be continuous (a
long-term deliverable is not enough) and
context-dependent.

Case-Study: Intellectual incentives for
Gondi (Adivasi Radio), Exploration of
Community Payment



Lessons Learnt

Building For and With Communities

Credible partnership between the community and
other stakeholders

Ensures that the right problems are being solved,
promote healthy interactions between parties

Case-Study: Different Agents don these roles - Gondi:

CGNet Swara [NGO]

Mundari: Academic Linguists [Academics]

Idu-Mishmi: The Idu-Mishmi Culture and Language
Society [Community]

Lesson 4 + ------------------- + Lesson 5

Setting the Right Expectations of the technological
Interventions — Early On

Must prepare against an Intent-Expectation-Deliverable
Mismatch: Involve users in the evaluation of the system so
that they can observe both, consistent improvement and

irreconcilable pitfalls of the technology.

Case-Study: Gondi MT Model Manual evaluations
(dialectal inconsistency as the irreconcilable pitfall)







Al Models Data Workers

o?
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vJ]  Massive amounts of work available

vJ Requires little training
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=
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Al Models Data Work Data Workers
4E) Platforms . ""7*

o —
L

Data workers get a very
small fraction of the
value generated by data
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Qualitative
Interviews and
Surveys
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issues

Digital
world
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Who are we building for?

Users are not a homogenous monolith

Confirmation Bias

We all live at an intersection of our identities




ntersection of
Digital Work and
Gender




Women workers on Karya Platform

* Assumptions
* Women in this demography have difficulty in accessing work

» Platforms like Karya will help overcome these difficulties
 Women can work on their phones
 Women can work at their convenience
* Women can work from their own homes



Women workers on Karya Platform

* Reality
* Women in this demography have difficuﬁﬁn accessing work

MAY
* Platforms like Karya wit-help overcome these difficulties —

* Women can work oeleir phones
* Women can work at tl'aconvenience
* Women can work from to own homes
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Conclusion



Open Questions

* Determining data mixtures for training MLLMs

* Sample efficiency — how little pre-training data can be used to train a
model

* When there is no related language/script in the data?
* When there are more data in related languages using same scripts?

* Can we use external tools or affordances to boost multilingual
performance of LLMs post-training?

* Impact of post training on multilinguality
e RLHF/fine-tuning in English - impact on non-English languages
 Datasets for measuring socio-cultural knowledge/reasoning



Open Questions

e Can we incorporate linguistic knowledge in these models to process
novel languages with very little data?

e Revitalizing Endangered languages

* Multilingualism (code-switching, borrowing), language change
* Multimodal + multilingual models

e Speech-based multilingual models for unwritten languages

* Trade-offs between Universal Large LMs and smaller language or
language-family-specific LMs

e Can Universal LLMs do meta-linguistic reasoning?



Topics not covered in this tutorial

* Transliteration and script transfer techniques

* Modular and Parameter-Efficient Fine-Tuning for NLP Models

e EMNLP 2022 tutorial
https://docs.google.com/presentation/d/1seHOJ7BObQEPJ3LBW5VmruMCILi
VRoPb8nmU20S-Eqc/edit?ref=ruder.io

e Code-mixing and multilingualism
e EMNLP 2019 tutorial https://genius1237.github.io/emnlp19 tut/

* Language variation (by time, region and demography) and its
coverage in LLMs
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Website
https://aka.ms/acl2023tutorial

Contact Us
vishrav.chaudhary@microsoft.com
barun.patra@microsoft.com
sunayana.sitaram@microsoft.com
monojitc@microsoft.com
kalikab@microsoft.com
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