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Abstract

The success of the Neural Radiance Fields (NeRF) in
novel view synthesis has inspired researchers to propose
neural implicit scene reconstruction. However, most exist-
ing neural implicit reconstruction methods optimize per-
scene parameters and therefore lack generalizability to
new scenes. We introduce VolRecon, a novel generalizable
implicit reconstruction method with Signed Ray Distance
Function (SRDF). To reconstruct the scene with fine de-
tails and little noise, VolRecon combines projection features
aggregated from multi-view features, and volume features
interpolated from a coarse global feature volume. Using
a ray transformer, we compute SRDF values of sampled
points on a ray and then render color and depth. On DTU
dataset, VolRecon outperforms SparseNeuS by about 30%
in sparse view reconstruction and achieves comparable ac-
curacy as MVSNet in full view reconstruction. Furthermore,
our approach exhibits good generalization performance on
the large-scale ETH3D benchmark. Code is available at
https://github.com/IVRL/VolRecon/.

1. Introduction

The ability to reconstruct 3D geometries from images or
videos is crucial in various applications in robotics [ 16,43,

] and augmented/virtual reality [29,35]. Multi-view stereo
MVS) [13,15,39,47,54,55] is a commonly used technique
for this task. A typical MVS pipeline involves multiple steps,
i.e., multi-view depth estimation, filtering, and fusion [5, 13].

Recently, there has been a growing interest in neural im-
plicit representations for various 3D tasks, such as shape
modeling [28, 36], surface reconstruction [49, 56], and novel
view synthesis [30]. NeRF [30], a seminal work in this area,
employs Multi-Layer Perceptrons (MLP) to model a radiance
field, producing volume density and radiance estimates for a
given position and viewing direction. While NeRF’s scene
representation and volume rendering approach has proven
effective for tasks such as novel view synthesis, it cannot
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Figure 1. Generalizable implicit reconstructions from three views
(top). The state-of-the-art method SparseNeuS [26] produces over-
smoothed surfaces (left), while our (VolRecon) reconstructs finer
details (right). Best viewed on a screen when zoomed in.

generate accurate surface reconstruction due to difficulties
in finding a universal density threshold for surface extrac-
tion [56]. To address this, researchers have proposed neural
implicit reconstruction using the Signed Distance Function
(SDF) for geometry representation and modeling the vol-
ume density function [49, 56]. However, utilizing SDF with
only color supervision leads to unsatisfactory reconstruction
quality compared to MVS methods [15,54] due to a lack of
geometry supervision and potential radiance-geometry ambi-
guities [51,62]. As a result, subsequent works have sought to
improve reconstruction quality by incorporating additional
priors, such as sparse Struction-from-Motion (SfM) point
clouds [11], dense MVS point clouds [60], normals [48,59],
and depth maps [59].

Many neural implicit reconstruction methods are re-
stricted to optimizing one model for a particular scene and
cannot be applied to new, unseen scenes, i.e., aCross-scene
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generalization. However, the ability to generalize learned
priors to new scenes is valuable in challenging scenarios
such as reconstruction with sparse views [4, 50, 58]. In or-
der to achieve across-scene generalization in neural implicit
reconstruction, it is insufficient to simply input the spatial
coordinate of a point as NeRF. Instead, we need to incorpo-
rate information about the scene, such as the points’ pro-
jection features on the corresponding images [4, 50, 58].
SparseNeuS [26] recently achieved across-scene general-
ization in implicit reconstruction with global feature vol-
umes [4]. Despite achieving promising results, SparseNeuS
is limited by the resolution of the feature volume due to
the memory constraints [22, 32], leading to over-smoothing
surfaces even with a higher resolution feature volume, Fig. 1.

In this paper, we propose VolRecon, a novel framework
for generalizable neural implicit reconstruction using the
Signed Ray Distance Function (SRDF). Unlike SDF, which
defines the distance to the nearest surface along any direc-
tions, SRDF [64] defines the distance to the nearest surface
along a given ray. We utilize a projection-based approach
to gather local information about surface location. We first
project each point on the ray into the feature map of each
source view to interpolate multi-view features. Then, we ag-
gregate the multi-view features to projection features using
a view transformer. However, when faced with challenging
situations such as occlusions and textureless surfaces, de-
termining the surface location along the ray with only local
information is difficult. To address this, we construct a coarse
global feature volume that encodes global shape priors like
SparseNeusS [26,32]. We use the interpolated features from
the global feature volume, i.e., volume features, and pro-
Jjection features of all the sampled points along the ray to
compute their SRDF values, with a ray transformer. Similar
to NeuS [49], we model the density function with SRDF
and then estimate the image and depth map with volume
rendering.

Extensive experiments on DTU [1] and ETH3D [40]
verify the effectiveness and generalization ability of our
method. On DTU, our method outperforms the state-of-
the-art method SparseNeuS [26] by 30% in sparse view
reconstruction and 22% in full view reconstruction. Further-
more, our method performs better than the MVS baseline
COLMAP [39]. Compared with MVSNet [54], a seminal
learning-based MVS method, our method performs better
in the depth evaluation and has comparable accuracy in full-
view reconstruction. On the ETH3D benchmark [40], we
show that our method has a good generalization ability to
large-scale scenes.

In summary, our contributions are as follows:

* We propose VolRecon, a new pipeline for generalizable
implicit reconstruction that produce detailed surfaces.

* Our novel framework comprises a view transformer to

aggregate multi-view features and a ray transformer to
compute SRDF values of all the points along a ray.

* We introduce a combination of local projection features
and global volume features, which enables the recon-
struction of surfaces with fine details and high quality.

2. Related Work

Neural Implicit Reconstruction. Traditional volumetric re-
constructions [5, 18,33] use implicit signed distance fields
to produce high-quality reconstructions. Recent works use
networks to model shapes as continuous decision bound-
aries, i.e., occupancy functions [28, 37] or SDF [36]. In
NeRF [30], the authors further show that combining neural
implicit functions, e.g., Multi-Layer Perceptron (MLP), and
volume rendering can achieve photo-realism in novel view
synthesis [2,3,10,30,31]. Since NeRF [30], which originally
targets a per-scene optimization problem, several additional
methods [4, 50, 58] are proposed to perform generalizable
novel view synthesis for unseen scenes. For example, IBR-
Net [50] projects sampled points along the ray into multiple
source views. It aggregates multi-view features into den-
sity features and uses a ray transformer, which inputs the
density features for all points along the ray to predict the den-
sity for each point. For multi-view reconstruction, IDR [57]
reconstructs surfaces by representing the geometry as the
zero-level set of an MLP, requiring accurate object masks.
To avoid using masks, VoISDF [56] and NeuS [49] incorpo-
rate SDF in neural volume rendering, using it to modify the
density function. Additional geometric priors [ 1,48,59,60]
were proposed to improve the reconstruction quality. Never-
theless, these methods usually require a lengthy optimization
for each scene and cannot generalize to unseen scenes.

Recently, SparseNeuS [26] attempts to solve across-scene
generalization for surface reconstruction. Similar to [4,32,

], SparseNeuS constructs fixed-resolution feature volumes
to aggregate image features from multi-view images. An
MLP takes the coordinates and corresponding interpolated
features from the feature volumes to predict the SDF values
as input. SparseNeuS needs high-resolution volumes, i.e.,
1923, but still outputs over-smoothed surfaces. In contrast,
we additionally use the projection feature that contains local
features and use a ray transformer to aggregate features of
sampled points along a ray. In this way, our VolRecon model
captures both local and global information to achieve finer
detail and less noise than SparseNeuS, Fig. 1.

Multi-view Stereo. Based on scene representations, tradi-
tional MVS methods fall into three main categories: volu-
metric [22,23,41], point cloud-based [12, 24], and depth
map-based [13,39,53]. Depth map-based methods are more
flexible since they decouple the problem into depth map esti-
mation and fusion [13,39]. Therefore, most recent learning-



'V~ Feature

yd
il Pl
L / Trilinear. Volume
V| Tnterp.” Feature
Feature
Projection
. —>

Multi-view features

Color Projection

o view N

ource viey, 1 Sourc

Jj-th Point
5] 5 é <A . -
é o g 17 Rendered Image Reference Image
S W2 & o
© k31 § «—
g 25 »| 2 p
e |8 g £
E gl =
AR
5 ~ .
2 N
< o
- Rendered Depth Reference Depth
r=- [ |
1 _! Global feature volume ' _1 Volume Rendering
[ | [ |
@ Concatenation ' _! Feature Aggregation ' _} Losses Calculation

Figure 2. Structure of VolRecon. For a set of IV source views, we first extract the image features. Then we build a global feature volume
to obtain global shape priors. Next, given a ray in the target viewpoint, we project each sampled point on the ray into the source views,
aggregate its multi-view features using a view transformer to get the projection feature and blended color of each point. After that, we apply
the ray transformer to concatenated features of all the M points along the ray to predict their SRDF values. Finally, we volume render the

color and depth. Best viewed on a screen when zoomed in.

based MVS methods [15,46,47,54,55,61] perform multi-
view depth estimation and then fuse them to a point cloud,
which achieves impressive performance on various bench-
marks [1,21,40]. Note that while much progress has been
made in neural implicit reconstruction, the reconstruction
performance [26,49,56,57] is still not on par with the state-
of-the-art MVS baselines. Yet, our method performs better
than COLMAP in few view reconstruction and achieves
comparable accuracy as MVSNet [54] in full view recon-
struction.

3. Method

In this section, we discuss the structure of VolRecon,
illustrated in Fig. 2. The pipeline consists of predicting the
Signed Ray Distance Function (SRDF) (Sec. 3.1), volume
rendering of the SRDF to predict color and depth (Sec. 3.2),
and loss functions (Sec. 3.3).

3.1. SRDF Prediction

Signed Ray Distance Function. Let set Q € R3 denotes
the space and M = 91 its boundary surface. The Signed
Distance Function dg,(p) defines the shortest distance of a
point p € R? to the surface M. Its sign denotes whether p
is outside (positive) or inside (negative) of the surface,

_J1 ifpeQ
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where || - ||2 is the Lo-norm and p* are points on the surface.
Differently, SRDF [5, 64] defines the shortest distance to
surface M along a ray direction v (||v||2 = 1),
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pP*eEM
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Theoretically, given a point p, its SDF dq(p) equals to

the SRDF dq,(p, v) with the minimum absolute value in any

direction v:

do(p) =

Similar to SDF volume rendering [49, 56], we incorporate
SRDF in volume rendering to estimate the depth map from
the given viewpoints, which can be fused into mesh [5] or
dense point clouds [39].

(=1)*=®) min(|da(p, v))). “)

Feature Extraction. Given the source image set I =
{I;,--- ,In}, where I € DT>XW>x3 D < [0,1], and
H, W are the image height and width, respectively. We use
a Feature Pyramid Network [25] to extract feature maps
{Fi}Y, e RExTxC,

Global Feature Volume. We construct a global feature vol-
ume F', similar to [32,42] to get global information. Specifi-
cally, we first divide the bounding volume of the scene into
K voxels. The center point of each voxel is projected onto
the feature map of each source view to obtain the features.
This is done using bilinear interpolation, where the mean and
variance of N features are computed and concatenated as the
voxel features. We then use 3D U-Net [38] to regularize and
aggregates the information. For each point p, we denote the



interpolated feature from F, as volume feature, f,,. Please
refer to supplementary for more details.

View Transformer. Given a pixel in the reference view, we
denote the M points on the ray emitted from this pixel as
{p(t) = o+tv,t > 0}. By projecting each point p onto the
feature map of each source view, we extract colors {c;} ¥,
and features {f;}X, using bilinear interpolation. We ap-
ply a view transformer to aggregate the multi-view features
{£;} | into one feature, which we denote as the projection
feature. Structurally, we use a self-attention transformer [44]
with linear attention [19]. Following previous work [7], we
add a learnable aggregation token, denoted as fj, to obtain
the projection feature. Since no order of source views is
assumed, we do not use positional encoding in the view
transformer. The projection feature f,, and updated multi-
view features {f’;}}¥, are computed as,

£,, {f:}N, = ViewTrans(fy, {f;} Y ;). 5)

Visibility is important in multi-view aggregation [39,47]
due to the existence of occlusions. Therefore, mean and vari-
ance aggregation [50, 54] may not be robust enough since
all views are accounted equally. Using a learnable trans-
former enables the model to reason about the consistency for
aggregation across multiple views.

Ray Transformer. Similar to SDF, SRDF is not locally de-
fined and its value depends on the closest surface along the
ray. To provide such non-local information of other points
along the ray, we additionally design a ray transformer based
on linear attention [19]. We first concatenate the projection
feature and corresponding volume feature into a combined
feature to add global shape prior. After ordering the points
in a sequence from near to far, the ray transformer applies
positional encoding [50] and self-attention on the combined
feature to predict attended features {f; }jﬂil,

{£;})21 = RayTrans({cat(f,, £,,7)}}2,), (6

where cat(-) denotes concatenation and 7 positional encod-
ing. Finally, we use an MLP to decode the attended feature
to SRDF for each point on the ray.

3.2. Volume Rendering of SRDF

Color Blending. For a point p at viewing direction v, we
blend colors of N source views, {cl}f\]:1 similar to [45, 50].
We compute the blending weight using the updated multi-
view features {f’;}, from the view transformer. Similar
to [45,50], we concatenate {f';} ¥ | with the difference be-
tween v and the viewing direction in the ¢-th source view, v;.
Then we pass the concatenated features through an MLP and
use Softmax to get the blending weights {n;}¥ ;. The final
radiance at point p and viewing direction v is the weighted

sum of {c;}¥ |,

N
é= Z 0 - Ci. (7
=1

Volume rendering. Several works [49, 56] propose to in-
clude SDF in volume rendering for implicit reconstruction
with the supervision of the pixel reconstruction loss. We
adopt the method of NeuS [49] to volume render SRDF, as
briefly introduced below. We provide a comparison between
rendering SDF and SRDF in supplementary.

Specifically, the color is accumulated along the ray

M
¢ =3 Taye, 8)
j=1

where Tj = [[JZ} (1 — ay) is the discrete accumulative
transmittance, and «; are discrete opacity values defined by

ti+1
oy =1-ew(= [ pty) ©
tj

where opaque density p(t) is similar to the original definition
in NeuS [49]. The difference is that we replace the original
SDF with SRDF in p(t). For more theoretical details, please
refer to [49].

Similar to volume rendering of colors, we can derive the
rendered depth as

M
D = Tja;t;. (10)
j=1
3.3. Loss Function
We define the loss function as
L= Leolor + aﬂdepth' (11)

The color loss Loor is defined as

) (12)
2

1|
Lo =52 |c. - c,

where S is the number of pixels and C; is the ground
truth color.
The depth loss Lgcpm is defined as

S1
1 .
Laopn = 5 ; D, - D], (13)
where S is the number of pixels with valid depth and Dy
is the ground truth depth. In our experiments, we choose
a=1.0.
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Figure 3. Sparse view (/N = 3) reconstruction on testing scenes in the DTU benchmark [1]. While SparseNeuS [26] produces over-smoothed
surfaces, our method (VolRecon) reconstructs with finer details, e.g., scene 24 windows and scene 63 fruit stalks, and sharper boundaries,
e.g., scene 97 cans touching part and scene 118 sculpture base, than SparseNeuS [26]. Best viewed on a screen when zoomed in.

4. Experiments

4.1. Experimental Settings

Datasets. Following existing works [11,26,49,56], we use
the DTU dataset [1] for training. The DTU dataset [1] is
an indoor multi-view stereo dataset with ground truth point
clouds of 124 different scenes and 7 different lighting con-
ditions. During experiments, we use the same 15 scenes
as SparseNeusS for testing and use the remaining scenes for
training. We use the depth maps rendered from the mesh [54]
as depth map ground truth. Besides DTU, we also use the
ETH3D dataset [40] to test the generalization ability of our
method. ETH3D [40] is a challenging MVS benchmark con-
sisting of high-resolution images of real-world large-scale
scenes with strong viewpoint variations.

Implementation details. We implement our model in Py-

Torch [17] and PyTorch Lightning [9]. During training, we
use an image resolution of 640 x 512 and set the number
of source images to N = 4. We train our model for 16
epochs using Adam [20] on one A100 GPU. The learning
rate is set to 10~*. The ray number sampled per batch and
the batch size are set to 1024 and 2, respectively. Similar to
other volume rendering methods [30,49], we use a hierarchi-
cal sampling strategy in both training and testing. We first
uniformly sample N o, points on the ray and then conduct
importance sampling to sample another Ng,e points on top
of the coarse probability estimation. We set Neoyrse = 64
and Ngpe = 64 during our experiments. For global feature
volume F,,, we set the resolution as K = 96. During testing,
we set the image resolution to 800 x 600.

Baselines. We mainly compare our method with: (1)
SparseNeuS [26], the state-of-the-art generalizable neural



Scan Mean| 24 37 40 55 63 65 69 83 97 105 106 110 114 118 122
COLMAP [39] 152 090 289 1.63 1.08 218 194 161 130 234 128 1.10 142 076 117 114
MVSNet [54] 122 1.05 252 171 1.04 145 152 088 129 138 105 091 0.66 0.61 1.08 1.16
IDR [57] 339 401 640 352 191 396 236 485 162 637 597 123 473 091 172 126
VoISDF [56] 341 403 421 612 091 824 173 274 182 514 3.09 208 481 060 351 218
UNISUREF [34] 439 508 7.8 396 530 4.61 224 394 314 563 340 5.09 638 298 4.05 281
NeuS [49] 4.00 457 449 397 432 463 195 468 383 415 250 152 647 126 557 6.11
PixelNeRF [58] 6.18 513 8.07 585 440 7.11 464 568 676 9.05 6.11 395 592 626 689 693
IBRNet [50] 232 229 370 266 1.83 3.02 283 177 228 273 196 187 213 158 205 2.09
MVSNEeRF [4] 2.09 196 327 254 193 257 271 182 172 229 175 172 147 129 209 226
SparseNeuS [26] 196 217 329 274 167 269 242 158 186 194 135 150 145 098 186 1.87
Ours (VolRecon) 1.38 120 259 1.56 1.08 143 192 1.11 148 142 105 119 138 0.74 123 1.27

Table 1. Quantitative results of sparse view reconstruction on 15 testing scenes of DTU dataset [1]. We report Chamfer distance (lower
is better). Methods are separated into four categories (from top to bottom): (1) multi-view stereo (MVS) baselines, (2) per-scene opti-
mization based neural implicit reconstruction methods, (3) generalizable neural rendering methods, and (4) generalizable neural implicit
reconstructions. Best scores are in bold and second best are underlined.

implicit reconstruction method; note that we report repro-
duced results using their official repository and the released
model checkpoint; (2) generalizable neural rendering meth-
ods [4,50,58]; (3) per-scene optimization based neural
implicit reconstruction methods [34,49, 56, 57]; (4) MVS
methods [39, 54]. We train MV SNet [54] with our training
split for 16 epochs. Note that MVS methods are different
from neural implicit reconstruction in that they do not im-
plicitly model scene parameters, e.g., SDF, SRDF, and the
state-of-the-art MVS methods are unable to render novel
views. Similar to [26,49], we report them as a baseline.

4.2. Evaluation Results

Sparse View Reconstruction on DTU. On DTU [1], we
conduct sparse reconstruction with only 3 views. For a fair
comparison, we adopt the same image sets and evaluation
process as used in SparseNeuS [26]. To calculate SRDF, we
define a virtual rendering viewpoint corresponding to each
view, which is generated by shifting the original camera
coordinate frame for d = 25mm along its z-axis. After
rendering the depth maps, we adopt TSDF fusion [5] to fuse
the depth maps in a volume with a voxel size of 1.5mm,
and then use Marching Cube [27] to extract the mesh. As
shown in Table 1, our method outperforms the state-of-the-
art neural implicit reconstruction method SparseNeuS [26]
by 30%. As for qualitative visualization shown in Fig. 3, our
method generates finer details and sharper boundaries than
SparseNeuS. Compared with MVS methods [39, 54], we
observe that our method outperforms the traditional MVS
method COLMAP [39] by about 10% but is a little worse
than MVSNet [54].

Depth map evaluation on DTU. In this experiment, we
compare depth estimation with SparseNeuS [26] and MV S-
Net [54] by evaluating all views in each scan. For each

reference view, we use 4 source views with the highest view
selection scores according to [54] for depth rendering. For
SparseNeuS [26], we set the image resolution to 800 x 600
and render the depth similarly to our method. For MV S-
Net [54], for a relatively fair comparison, we set the image
resolution to 1600 x 1184 since the output depth is down-
sampled to 1/4 resolution. As shown in Table 2, our method
achieves better performance in all the metrics than MV SNet
and SparseNeusS.

Method <11 <21 <41 Abs.l Rel|
MVSNet [54] 2995 52.82 7233 13.62 1.67
SparseNeuS [26]  38.60 56.28 68.63  21.85 2.68
Ours (VolRecon) 44.22 65.62 80.19 7.87 1.00

Table 2. Depth map evaluation results on DTU [1]. The result
of mean absolute error (Abs.) is in millimeters. The results of
threshold percentage (< 1mm, < 2mm, < 4mm) and mean
absolute relative error (Rel.) are in percentage (%). Best scores are
in bold.

Full View Reconstruction on DTU. Based on the depth
maps of all the views, we further evaluate 3D reconstruction
quality. For a fair comparison, we follow the MVS meth-
ods to fuse all 49 depth maps of each scan into one point
cloud [13,54]. As shown in Table 3, our method performs
better than SparseNeuS and achieves comparable accuracy
as MVSNet. As shown in Fig. 4, compared with SparseNeuS,
our method shows sharper boundary and fewer holes.

Generalization on ETH3D. To validate the generalization
ability of our method, we directly test our model, pretrained
using the DTU benchmark [ 1], on the ETH3D [40] bench-
mark. We choose 4 scenes for testing: door, statue, relief, and
relief_2, which have 6, 11, 31, and 31 images, respectively.
Compared with DTU, the scale of the scenes increases about
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Figure 4. Point cloud comparison of full view reconstruction on the DTU dataset [1]. Compared with SparseNeuS [26], our method
(VolRecon) reconstructs better point clouds, e.g. sharper boundary, as the steeple in the top left and pear stalk in the top right, and more
complete representation, e.g. fewer holes, as skull head top in bottom left, foot in the bottom right. Note that each 3D point is projected with
the rendered color and depth from each viewpoint. Best viewed on a screen when zoomed in.

Method Acc.l Comp.] Chamfer|
MVSNet [54] 0.55 0.59 0.57
SparseNeuS [26] 0.75 0.76 0.76
Ours (VolRecon) 0.55 0.66 0.60

Table 3. Point cloud evaluation on DTU [1]. For Accuracy (Acc.),
Completeness (Comp.), and Chamfer distance, lower is better. Best
scores are in bold and second best are underlined.

10x. These large-scale scenes are not suitable to use TSDF
fusion [5] due to its limited voxel resolution. We render the
depth maps and then fuse them into a point cloud [54] for
each scene. As shown in Fig. 5, our method reconstructs
large-scale scenes with high quality, which demonstrates
that our method has good generalization capability.

4.3. Ablation Study

We conduct ablation studies to analyze the effectiveness
of different components in our model. All the experiments
are done on the DTU benchmark [1]. We summarize the
results of the first three experiments on the sparse view
(N = 3) reconstruction, depth map evaluation, and full
view reconstruction in Table 4.

Ray Transformer. By default, a ray transformer enables
each point to attend to the features of other points on the

ray. Then we remove the ray transformer and directly use the
unattended features to predict SRDF. As shown in Table 4,
the performance drops in all the experiments. Without the
ray transformer, the SRDF prediction only uses the local
information of each point, which is not enough to accurately
find the surface location along the ray.

Global Feature Volume. By default, we build a coarse
global feature volume to encode global shape priors. We
compare with not using global feature volume. The perfor-
mance becomes worse. We conjecture that the local infor-
mation from projection features is not enough to accurately
locate the surface along a ray. The global feature volume
provides global shape priors that are helpful for geometry
estimation.

Depth Loss. We remove the depth loss Lgepn during training
and observe that the reconstruction quality drops. Though,
in sparse view reconstruction, our method still performs
comparably to the SparseNeuS [26] and is better than MVS-
NeRF [4] and IBRNet [50], as shown in Table 1. Many
works find that only using pixel color loss Lo produces
bad geometry in novel view synthesis [51], especially in ar-
eas with little texture or repetitive patterns. Therefore, many
implicit reconstruction methods use careful geometry initial-
ization [49,56] and geometric priors such as depth maps [59],
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Figure 5. Generalization ability of VolRecon. Our model trained on DTU [1] generalizes well the to large-scale strong viewpoint variation
benchmark ETH3D [40] without finetuning. Best viewed on a screen when zoomed in.

(d) relief 2

Method Sparse View Recon. Depth Map Eval. Full View Recon.
Chamfer] <11 <21 <41 Abs] Rell Chamfer]

w/o Ray Trans. 1.79 39.20 60.73 7738  8.80 1.12 0.66

w/o F, 1.83 2329 40.67 59.64 1490 192 0.78

W/0 Ldepth 2.04 12.84 2255 3491 3500 441 1.24

Ours (VolRecon) 1.38 44.22 65.62 80.19 7.87 1.00 0.60

Table 4. Ablation study of ray transformer, global feature volume, and depth loss on DTU [ 1] dataset. Best scores are in bold.

normals [48, 59], and sparse point clouds [11] to provide
more geometric supervision. Other methods [6, | 1] use patch
loss, which is common in unsupervised depth estimation
methods [14] to provide more robust self-supervision in ge-
ometry than pixel color loss.

Number of Views. We vary the number of views [V in sparse
view reconstruction and summarize the results in Table 5.
The reconstruction quality gradually improves with more
images. Multi-view information enlarges the observed areas
and helps to alleviate problems such as occlusions.

Number of Views  Chamfer |
2 1.72
3 1.38
4 1.35
5 1.33

Table 5. Ablation study of number of views on DTU benchmark [1]
dataset. The Chamfer distance is reported (lower is better). Best
score is in bold.

5. Limitations & Future Work

There are two limitations of our method. First, the render-
ing efficiency of our method is limited, which is a common
problem in other volume rendering-based methods [4,30,50].
It takes about 30s to render an image and depth map with a
resolution of 800 x 600. Second, our current model is not
suitable for reconstructing very large-scale scenes. The low
resolution of our global feature volume results in a decrease

in representation performance when the scale of the scene in-
creases. While increasing the resolution of the global feature
volume is a potential solution, this will increase memory con-
sumption. Instead, we believe it will be a promising direction
to reconstruct progressively in small local volumes like Neu-
ralRecon [42]. To implement this strategy, given a rendering
viewpoint, we will select several source views [8, 39, 54]
to build a local bounding volume that encloses their view
frustums. This will effectively limit the space to a reason-
able size and allow us to apply our method within the local
region.

6. Conclusion

We introduced VolRecon, a novel generalizable implicit
reconstruction method with SRDF. Our method incorporates
a view transformer for aggregating multi-view features and a
ray transformer for computing SRDF values of all the points
along a ray to find the surface location. By utilizing both
projection features and volume features, our approach is able
to combine local information and global shape prior, and thus
produce reconstructions with fine details and of high quality.
Our method outperforms the state-of-the-art generalizable
neural implicit reconstruction methods on DTU by a large
margin. Furthermore, experiments on ETH3D without any
fine-tuning demonstrate good generalization ability on large-
scale scenes.
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Appendix
7. Volume Rendering of SRDF and SDF

We volume render the Signed Ray Distance Functions
(SRDF) based on the volume rendering theory for Signed
Distance Functions (SDF) from NeuS [49]. As shown in
Fig. 6, we consider multiple surface intersections (shadowed
lines) along the ray with several intersection points. For
SRDF, we set the surface normal vectors to be random at the
intersection points ( ) since the distribution of SRDF is
irrelevant to the surface normal. For SDF, we set the surfaces
to be perpendicular (blue) to the ray at the intersection points.
In this case, the distributions of SRDF and SDF values are
the same. Therefore, the distribution of SRDF along the ray
is the same as that of SDF with the surfaces perpendicular
to the ray direction at the same surface intersection points.
Thus we can adopt the way of volume rendering SDF [49]
to volume render SRDF.

SRDF

0 ‘ t

Figure 6. A horizontal ray penetrating surfaces (shadowed lines),
in the case of vertical ( ) and random (blue) angle, top. SRDF
(blue) is irrelevant to the incidence angle and is equal to the SDF
where the surface is vertical to the ray ( ), bottom.

8. Global Feature Volume

Recall that we construct a global feature volume F',, to
get global information. After dividing the bounding volume
of the scene into K3 voxels, we project the center point
of each voxel onto the feature map of each source view
and obtain the feature with bilinear interpolation. Then we
compute the mean and variance of IV features for each voxel
and concatenate them as the voxel feature. Finally, we use a
3D U-Net [38] for regularization and get the global feature
volume F,. The pipeline is shown in Fig. 7.

9. Point Cloud Reconstruction

Recall that we reconstruct the scene with both TSDF
fusion [5] and point cloud fusion. For point cloud recon-
struction, we follow the MVS method [54]. Before fusing
the depth maps, we filter out unreliable depth estimates with

= 7 Feature
I 1 || Projection

V1 Feature

variance
o)

mean
-

Multi-view features 3D U-Net  Global feature volume

A ~ )
S o \‘sa\\“cN C ) Concatenation
Souree featyre | SoW©

Figure 7. Pipeline of constructing global feature volume. Best
viewed on a screen when zoomed in.

geometric consistency filtering, which measures the consis-
tency of depth estimates among multiple views. For each
pixel p in the reference view, we project it with its depth
dy, to a pixel p; in the i-th source view. After retrieving its
depth d; in the source view with interpolation, we re-project
p; back into the reference view, and retrieve the depth dyepro;
at this location, Preproj. We consider pixel p and its depth
do as consistent to the ¢-th source view, if the distances, in
image space and depth, between the original estimate and its
re-projection satisfy:

|preproj - p‘ < 57 Idrepmj - d0|/d0 <g, (14)

where § and ¢ are two thresholds. We set § = 1 and e = 0.01,
which are the default parameters from MVSNet [54]. Finally,
we accept the estimations as reliable if they are consistent in
at least Nge, source views.

10. Generalization on ETH3D

We compare the generalization ability of SparseNeuS [26]
and our method on the ETH3D [40] benchmark. Recall
that we directly test our model, pretrained on DTU [1],
on ETH3D. For a fair comparison, we test the DTU pre-
trained SparseNeuS [26] with the same dataset settings and
point cloud reconstruction process. As shown in Fig. 11, our
method reconstructs the scenes with less noise and higher
completeness (fewer holes) than SparseNeuS [26]. This fur-
ther demonstrates that our method has good generalization
capability for large-scale scenes.

11. Baselines with Depth Supervision

Due to the ambiguity between appearance and geometry
in NeRF [63], recent methods [1 1,51, 60] mainly add addi-
tional 3D supervision, e.g. depth and normal, into baselines
(VoISDF, NeuS) to compare with naive baselines (pixel color
loss only).

For a fair comparison, we trained a SparseNeuS model
while adding the depth loss (denoted SparseNeusS ;) with de-
fault settings and the same loss coefficient as ours. Besides,
we remove depth loss in VolRecon and denote it as VolRe-
con*. VolRecon* performs slightly worse with SparseNeuS*



(2.04' v.s. 1.96) in sparse view reconstruction. We conjec-
ture the reason to be we not using a shape initialization
as SparseNeuS [26,49]. However, SparseNeuS ; still recon-
structs over-smoothed surfaces and even performs worse
(4.22), Fig. 8, while ours performs better with depth super-
vision. Furthermore, we noticed that the grid-like pattern
persists in the rendered normal map due to limited voxel
resolution.

Figure 8. Visualization of reconstructed mesh and rendered normal
map for SparseNeuS ;. Best viewed when zoomed in.

12. Novel View Synthesis of VolRecon

We report novel view synthesis results on DTU dataset [ 1]
in Table 6, where we use the same dataset setting as full view
reconstruction and render each view with 4 source views
only. Qualitative results are shown in Fig. 9.

Method PSNR 1 MSE | SSIM 1
Ours 1537 0.04 0.56

Table 6. Quantitative results of novel view synthesis on DTU [1].
Each view is rendered with 4 source views only.

13. Point Cloud Visualization on DTU

We visualize all the reconstructed point clouds of the full
view reconstructions on the DTU dataset [1] in Fig. 10.
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