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ABSTRACT

The analysis, processing, and extraction of meaningful information
from sounds all around us is the subject of the broader area of au-
dio analytics. Audio captioning is a recent addition to the domain of
audio analytics, a cross-modal translation task that focuses on gen-
erating natural descriptions from sound events occurring in an audio
stream. In this work, we identify and improve on three main chal-
lenges in automated audio captioning: i) data scarcity, ii) imbalance
or limitations in the audio captions vocabulary, and iii) the proper
performance evaluation metric that can best capture both auditory
and semantic characteristics. We find that generally adopted loss
functions can result in an unfair vocabulary imbalance during model
training. We propose two audio captioning augmentation methods
that enrich the training dataset and the vocabulary size. We fur-
ther underline the need for in-domain pretraining by exploring the
suitability of audio encoders that were previously trained on differ-
ent audio tasks. Finally, we systematically explore five performance
metrics borrowed from the image captioning domain and highlight
their limitations for the audio domain.

Index Terms— Audio captioning, audio event detection, audio
retrieval, DCASE challenge.

1. INTRODUCTION

Recently, technologies for general audio have gained attention, with
audio analytics finding uses in security monitoring, content retrieval,
and machine monitoring. Several datasets and challenges were de-
veloped for audio analytics problems such as audio tagging, audio
event detection, etc. Automated audio captioning (AAC) is a rel-
atively new field that builds on various tasks of audio analytics; it
is a cross-modal translation task that describes audio contents using
natural language.

As with other audio analytics tasks, data-driven models have
been a focal point of current research and represent the backbones
of AAC. Early efforts in AAC focused on collecting large-scale data
with high-quality audio captions. AudioCaption [1] was one of the
early datasets that used videos of web videos and tv programs to col-
lect captions. This work was followed by AudioCaps [2], and Clotho
[3], which collected captions for general audio from the web. While
the existing datasets are large, data scarcity is still a problem [4],
and any augmentation methods would still benefit data-driven mod-
els. And while Mixup [5] is widely used for augmenting data, it may
fall short when it comes to joining captions using natural language.

When it comes to the available corpora (mentioned above) and
the individual data collection studies, each of these efforts followed
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different data collection paradigms, which lead to datasets with dif-
ferent types of biases. A recent work [6] explored biases from the
metadata presented to the annotators and the diversity of captions.
However, further biases can also be implicitly imposed - as a result
of the structure or syntax of the language itself - and can result in
imbalances in the caption vocabulary at the model output.

The AAC models, at their core, translate a sequence of audio
samples into a sequence of words. Following the trend in other se-
quence models, initial efforts used recurrent networks [7], replaced
later by self-attention-based transformer models [8] and a combina-
tion of convolutional neural networks (CNN) and transformers [9].
The modular nature of CNN-transformer models provides an oppor-
tunity to use pretrained models for both the CNNs and the trans-
former models, which was recently used for fine-tuning the BART
model for audio captioning [10]. This also presents the question of
what type of pretraining may be best suited for audio captioning.

Finally, when it comes to model performance, evaluating model-
generated captions requires comparing the model output (hypothe-
sis) with reference captions provided by human annotators. In AAC
evaluation, while early efforts adopted natural language generation
(NLG) [1], more recent work relies on image captioning metrics
that capture the semantic similarity between hypothesis and refer-
ences [11, 12]. While these metrics correlate well with human judg-
ments in image captions, their suitability has not been explored for
the audio domain. Recently proposed FENSE [13] was found to
correlate well with human judgments on audio captions, but since
FENSE uses a parametric model, its suitability for AAC is not well
explained. The main contributions of this work are as follows:

* We systematically explore evaluation metrics adopted by the
image captioning literature for audio captioning. We induce
a variety of perturbation errors, similar to perturbation tests
performed in NLG metric evaluation [14], and compare find-
ings side to side with the recently proposed FENSE metric,
which was found to better correlate with human judgments.

* We explore imbalances in the vocabulary distribution and
their effect on model performance, and we further propose a
training objective that can help expand the vocabulary size of
the model output without sacrificing performance.

* We propose two new approaches for audio caption augmen-
tation, unlike prior work, using additional natural language
descriptors to join multiple audios and their corresponding
captions together.

* We investigate three audio encoders that were pretrained
on different audio tasks, including audio tagging and multi-
modal audio retrieval, and evaluate their suitability for the
audio captioning domain.



2. MATERIALS AND METHODS

2.1. Datasets

Corpus Clotho v2 (Clotho) [3] was used as the primary evaluation
dataset for this work (both for training and testing), and Audio-
Caps [2] for the augmentation methods described in Section 2.2.

2.1.1. Clotho corpus

Clotho consists of three subsets development, eval and validation,
comprising 3,839, 1,045 and 1,045 audio samples, respectively,
crawled from freesound database [15]. Given an audio clip, anno-
tators were asked to describe the audio without additional metadata
to aid the annotation. In total, five captions were provided by five
unique annotators, and further reviewed for grammatical accuracy.
The audio was sampled at 16kHz and had a duration range in [15s,
30s]. The vocabulary of the dataset contained a total of 4, 300 words.
We chose Clotho as the primary dataset due to the diversity in vo-
cabulary and the number of available captions [6].

2.1.2. AudioCaps corpus

This corpus consists of audio clips from AudioSet [16], sampled at
16kHz. The train set has ~ 50,000 audio segments, with a single
caption only available per audio file. The vocabulary size equals a
total of 5,200 unique words. AudioCaps is the largest captioning
dataset currently available. We use this corpus as auxiliary data for
audio captioning augmentation, as described next. We only used
samples from AudioCaps whose captions contained eight or fewer
words.

2.2. Caption-based data augmentation

For audio captioning data augmentation we utilize a joined audio
and caption augmentation framework, where the caption augmenta-
tion part is governed by the insertion of either temporal or spatial
natural language descriptors. We propose two different augmenta-
tion methods to enrich the Clotho audio and captions: concatenation
and mixing. For concatenation, new audio samples were created
by joining audio from AudioCaps with audio from Clotho either at
the beginning or the end with a 50% chance. For the concatenated
samples, the individual captions were combined using conjunction
words “and” or "followed by”, chosen randomly with a 50% chance.
For mixing, the audio files were overlaid using one of the three com-
bination weights, [0.5, 0.5], [0.25, 0.75], or [0.75, 0.25] to create
new samples. The shorter samples were zero-padded before mixing.
For the mixing strategy, each pair of captions was combined using
”and”, ”in the foreground”, or "in the background”. These conjunc-
tions were chosen based on the weights applied for mixing the audio.

2.3. Proposed model for automated audio captioning

The AAC model used in this work was based on the sequence-to-
sequence modeling architecture adopted from task 6A of the DCASE
2022 challenge. In this framework, an audio encoder model pro-
cessed a 2D time-frequency representation of the audio, such as a
spectrogram, to produce a sequence of audio embeddings as the first
feature extraction step. These features were passed to a conditional
language model, which produced captions in an autoregressive fash-
ion. Details of these steps are described below.

2.3.1. Audio encoder module

Caption generation in the AAC model can strongly depend on the
suitability of the audio encoder embeddings. In our experiments, the
audio encoder was not fine-tuned during the AAC model training.
We explored three audio encoders: the VGGish [17] model which
was used as the audio encoder in the DCASE 2022 task 6A baseline
model. VGGish is a pretrained audio tagging model based on con-
volutional neural network architecture, with a linear bottleneck layer
before the final classification layer. The model was trained on Au-
dioSet to output audio tags from non-overlapping audio segments of
duration 0.96s. The model embeddings from the VGGish bottleneck
layer were concatenated to be used as the features for the next step.

The second audio encoder was a pretrained CNN 14 model from
PANNSs [18]. CNN14 was trained on the AudioSet audio tagging
task as well and was shown to outperform the VGGish model in the
tagging performance. The global average pooling layer in CNN14
was replaced with an average-pooling layer with a kernel size of 3.
The output of the CNN14 fully connected layer was used as the audio
embedding in the same way as the VGGish output.

The third audio encoder comes from the CLAP [19] architecture,
created for audio-retrieval and trained on a joint audio and text rep-
resentation from datasets FSD50k, MACS, AudioCaps. The CLAP
audio encoder was based on the CNN14 from PANNSs and fine-tuned
for the retrieval task using audio-text pairs. To disambiguate between
the two CNN14s, we referred to CNN14 from the CLAP model as
CLAP-CNN. Similar to CNN14, global pooling in CLAP-CNN was
replaced by average pooling, and the output of the fully connected
layer of the projections in CLAP-CNN was used as the encoder out-
put. The hypothesis is that an encoder that has been pretrained on
a cross-modal task closer to AAC, in this case, CLAP-CNN may be
more appropriate than one pretrained on audio tagging alone.

2.3.2. Conditional generation

Following the DCASE 2022 task 6A baseline, the audio embedding
vectors were transformed to a 768-dimensional embedding by us-
ing an affine transform and were used as an input to a transformer
model based on the BART model [20], a denoising text generator.
The encoder part of the transformer processed the input embeddings
using six self-attention layers [21] to produce a transformed embed-
ding vector of 768 dimensions with the same sampling rate as the
audio embedding vectors. The decoder model, which had six at-
tention layers, generated a sequence of sub-word units in an auto-
regressive process by conditioning the encoder output and an em-
bedding vector of the previously generated sub-word token. The de-
coder processed the past sub-word embeddings using self-attention
and attended to the encoder embedding using cross-attention. The
sub-word tokens used in the generation correspond to byte-pair en-
codings of the words in the training captions. All the layers of the
transformer model had 768-dimensional embeddings. The model
generated a posterior probability of 50, 265 possible tokens, which
could be sampled to produce captions in a sequential process until
the model generated an end-of-sentence token.

2.3.3. Loss functions

The baseline AAC model was trained to minimize cross-entropy
loss between the generated posterior probabilities and the tokenized
ground-truth captions. When multiple captions are available per au-
dio sample, each caption was treated as an independent sample. The
cross-entropy loss function weighed the loss for each token equally,
and any imbalances in the token frequency were reflected in the



model output. We hypothesize that this may be a result of the imbal-
anced word frequencies found in the training captions, and propose
two modifications for exploration.

First, the use of balanced cross entropy [22], where a set of prior
weights per token were assigned to mitigate the token imbalance, as
shown in eq. 1. Here w. indicated class weights, and a.. was the
posterior for the ground-truth class. The weights were derived based
on the prior counts p. using a logarithm and a scaling such that the
maximum weight was 4. Other transforms or scaling factors did not
improve the model performance.

balanced cross entropy = —w. log(a.) (1)
we = —alog(pc) 2

Another alternative would be to address the token imbalance by
imploring the focal loss [23], which was found to generally provide
more gains than balanced cross-entropy. Focal loss addresses token
imbalance by assigning weights proportional to the prediction errors,
which were indirectly caused by the imbalance. The errors were
computed based on the prediction probabilities as given in eq. 3.

focal loss = —(1 — a)” log(c) 3)

2.3.4. Training details

The baseline model was trained on Clotho development dataset with
cross-entropy loss. For the loss function comparison between cross-
entropy, balanced cross-entropy, and focal loss, the same training
and testing procedure was used. For the audio captioning augmenta-
tion experiments, the models were trained on both Clotho develop-
ment and one of the augmented subsets (concatenation or mixing).
For each model, the validation dataset was used for choosing the
best model from the set of models saved during the training. The
models were trained for a max of 20 epochs with a minibatch size
of 8 audio-caption pairs, using AdamW optimizer [24]. Eval set was
used for comparing the model performance.

2.3.5. Performance Metrics

AAC model evaluation involves the comparison between natural lan-
guage descriptions obtained by the audio captioning model (called
hypotheses) and those provided by the human annotators (called ref-
erences). For this purpose, either natural language generation (NLG)
metrics such as BLEU [25], METEOR [26] or ROUGE [27], or im-
age captioning metrics such as CIDEr [11] or SPICE [12] are used
in literature. The NLG metrics compare word units such as n-grams
(BLEU), the longest subsequence of matching words (ROUGE), or
flexible word alignments (METEOR) and do not capture the seman-
tics of the captions. In image captioning evaluations, CIDEr cal-
culates the cosine similarity of term-frequency inverse document
frequency for reference and hypothesis, and SPICE calculates F-
score for graphs with objects, attributes, and relations in the cap-
tions. These two metrics were adopted as better alternatives to the
NLG metrics. Recently, the FENSE metric [13] was proposed for
AAC evaluation, which uses a pretrained sentence similarity model
and a fluency penalty to compute the score for a given reference and
hypothesis. While the sentence similarity model used in FENSE was
not trained for AAC data, it could predict human judgments better in
pairwise comparisons of human and machine-generated captions. In
this work, we calculate both FENSE and FENSE without the fluency
penalty (denoted as FENSE*).

3. RESULTS

3.1. Suitability of performance metrics for perturbation errors

In this section, we look at the suitability of the available performance
metrics, for AAC. While the agreement between the model output
(hypothesis) and human judgment (references) provides a way to
evaluate the captioning metrics, it does not offer specific reasons
why certain metrics are more suitable for AAC. In this work, we
utilized three types of perturbation errors that shed light on the suit-
ability of these metrics. In the following scenarios, the type-1 error
should be preferred or favored over the type-2 error. In other words,
metrics achieving higher scores for type-1 errors than type-2 errors,
are more suitable for AAC.

1. Semantic order: To test for semantic order, we isolated com-
plex caption sentences comprising two simple sentences com-
bined with the conjunction ’and’, from the development set.
Type-1 error signifies the swapping (in order) of two simple
sentences within a complex one. For example sentence [A
and B] is swapped as [B and A]. Swapping the order of the
two simple sentences does not change the semantics and thus
should not be penalized. In contrast, a type-2 error replaced a
verb from one of the simple sentences with a randomly cho-
sen verb while preserving the order of the simple sentences.

2. Temporal order: To test for temporal order, we isolated cap-
tions containing temporal keywords ’followed by’ or ’and
then’. Since auditory phenomena are temporal, the order of
events is often essential. For type-1 errors, these temporal
keywords were swapped with simple conjunction ’and’. For
type-2 errors, the event order was reversed by swapping the
phrases around the temporal keywords.

3. Spatial order: Similarly, there is often spatial order in audi-
tory events. Sentences with specific spatial order of events
were modified to check if the lack of spatial order ranks
higher than the wrong spatial order. For type-1 errors, we
swapped spatial keywords (such as ’in the background’) with
simple conjunctions ("and’). For type-2 errors, the order of
the events was reversed by switching the background and
foreground events. To test for spatial order, captions contain-
ing ’in the background’ or ’in the foreground’ were used.

For every kind of error, we randomly sampled 1, 500 captions from
the development set that fit the required structure. For each refer-
ence caption, type-1 and type-2 error captions were compared with
the reference to assign a score for each metric. In Fig. 1, we plot the
percentage of captions that achieved higher scores for type-1, than
for type-2. The more suitable the metric is, the higher the percentage
scores should be. Across the metrics, FENSE performed consistently
better than most other metrics. The NLG metrics failed to generalize
across the errors. While ROUGE performed well for temporal and
spatial order, it dramatically failed for semantic order, which could
be attributed to its sensitivity to the sentence word order. CIDEr and
SPICE both showed better consistency than the NLG metrics but per-
form poorly compared to FENSE. Combining this observation with
the accuracy with which FENSE predicts human judgment, FENSE
was the best available metric for AAC evaluation. For the remainder
of the paper, we will drop metrics ROUGE and METEOR.

3.2. Caption-based data augmentation

Here we demonstrate the effect of the captioning augmentation
methods discussed in Section 2.2. Table 1 rows 1-3 show the perfor-
mance of the baseline AAC model architecture (trained on Clotho)



Perturbation error analysis on the evaluation metrics
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Fig. 1. Scores achieved by the five metrics on the x-axis, for each
kind of perturbation error (semantic, temporal, spatial). The y-axis
shows the percentage of captions that achieve higher performance
scores for type-1 errors than for type-2 errors. Metrics with higher
values on the y-axis are more suitable for audio captioning.

as compared to the same architecture trained on the two augmented
datasets, concatenation (concat), and mixing. Augmenting with con-
catenation was on par with the baseline in FENSE, and improved
over the baseline in FENSE*, indicating that the model improved in
capturing semantics but was making some syntactical errors. Mixing
augmentation seems to hurt model performance. Note: the con-
ditional generative model was trained almost on the same amount
of data; the loss of performance could be attributed to the encoder
(VGGish), which was not trained on overlapping auditory events.
Importantly, both augmentation methods were able to improve the
size of the outputted vocabulary (last column), illustrating the va-
riety added by the augmentation methods. While the augmentation
methods showed reserved performance gains on these metrics, they
present a novel way to generate more captioning data leveraging
natural language that can enrich the model vocabulary.

Method [ BLEU4[ ClDEr[ SPICE[ FENSE[ FENSE*[ #Vocab
Baseline
baseline [ 0.154 [ 0.358 [ 0.111 [ 0.458 [ 0.478 [ 298
Data augmentation
Concat 0.148 0.355 0.110 0.458 0.485 392
Mixing 0.130 0.308 0.112 0.449 0.474 352
Loss functions
Bal-CE 0.141 0.342 0.105 0.450 0.479 332
Focal 0.128 0.323 0.104 0.457 0.481 415

Table 1. Performance comparison of the two augmentation methods
and the alternative loss functions with the baseline model.

3.3. Effect of the loss function

The vocabulary imbalance and its effect on the model are demon-
strated in Fig. 2A. The cumulative distribution (CDF) shows that
1,000 most common words covered about 98% probability (re-
minder that Clotho has 4, 300 unique words). The baseline model
suffers from this, as it notably produces up to 300 unique words
(table 1 first row, last column). The last two rows of table 1 illustrate
the increase in model vocabulary without performance sacrificing
when utilizing balanced cross entropy (Bal-CE) or focal loss (focal,
~v=10) as the loss function. With a focus on FENSE and FENSE*,
the focal loss seemed to help the vocabulary size and performed
on par with the baseline model. Balanced cross entropy slightly
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Fig. 2. (A) Cumulative distribution of words in the data and model
vocabulary with words sorted based on the frequency. (B) Effect of

7 in focal loss on vocabulary size and (C) on FENSE.

increased the vocabulary size while taking a hit in performance. Fig.
2B&C shows the vocabulary size and FENSE values for different
values of v in the focal loss. While vocabulary increased with ~,
the FENSE values did not have a monotonic trend. The v = 10
provided the best FENSE metric among all the values considered.
Overall, focal loss provides a way to increase model vocabulary
without requiring additional data or loss on performance.

3.4. Effect of different audio encoders

Invoking audio embeddings from different encoders showed a sig-
nificant effect on the performance. Table 2 presents the performance
with the different encoders and mAP scores on AudioSet for VGGish
(baseline) and CNN14 models. CNN14 improved over the baseline
in identifying the audio objects as indicated by the mAP score and
this resulted in better performance in the AAC task. CLAP-CNN
audio encoder, which was trained on joint audio-text pairs for au-
dio retrieval, outperformed CNN14. This evidence suggested that
injecting the natural language information as a retrieval pretraining
task can be beneficial for performance and vocabulary size.

encoder mAP | BLEU, | CIDEr | SPICE | FENSE | #Vocab

baseline 0.314| 0.154 0.358 | 0.111 0.458 298

CNN14 0.431| 0.162 0.389 | 0.116 | 0.476 305
CLAP-CNN | - 0.157 0.400 | 0.118 | 0.479 416

Table 2. Performance comparison of different audio encoders

4. CONCLUSION

In this work, we investigated a multitude of aspects related to auto-
mated audio captioning, which we hope could be built upon in fu-
ture research. Analyzing the effect of induced errors on performance
showed that parametric-model metric FENSE is better suited for Au-
dio Captioning than simply adopting image captioning metrics. By
changing the loss function to suit the prior distribution of the vocab-
ulary, we were able to enrich the output captions, addressing some of
the inherent vocabulary imbalance. We demonstrated that captions
could be leveraged to generate new samples that could potentially
be used to generate a large number of audio-caption pairs. Finally,
this work reveals the need for more complex multi-modal pretraining
tasks that also leverage textual description besides audio.
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