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ABSTRACT

Multi-lingual text advertisement generation is a critical task for
international companies, such as Microsoft. Due to the lack of train-
ing data, scaling out text advertisements generation to low-resource
languages is a grand challenge in the real industry setting. Although
some methods transfer knowledge from rich-resource languages
to low-resource languages through a pre-trained multi-lingual lan-
guage model, they fail in balancing the transferability from the
source language and the smooth expression in target languages.
In this paper, we propose a unified Self-Supervised Augmentation
and Generation (SAG) architecture to handle the multi-lingual text
advertisements generation task in a real production scenario. To
alleviate the problem of data scarcity, we employ multiple data
augmentation strategies to synthesize training data in target lan-
guages. Moreover, a self-supervised adaptive filtering structure is
developed to alleviate the impact of the noise in the augmented
data. The new state-of-the-art results on a well-known benchmark
verify the effectiveness and generalizability of our proposed frame-
work, and deployment in Microsoft Bing demonstrates the superior
performance of our method.

CCS CONCEPTS

• Computing methodologies→ Natural language generation;
Information extraction; • Information systems → Computational
advertising.
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1 INTRODUCTION

Text advertisement consists of a concise, action-oriented ad copy
and a link to the advertiser’s website. Advertisements are widely
used to make revenue for industrial products such as Microsoft
Bing, Facebook, and Instagram, and a high-quality ad can bring
a high click-through rate (CTR). Manually designing numerous
advertisements is economically inefficient and impractical for large
businesses with thousands of products. Especially for international
companies, their products are deployed and maintained across hun-
dreds of regions with a large number of languages. For example,
the Responsive Search Ads (RSAs)1 channel of Microsoft Bing has
advertisers in 32 different languages, and more than 60% of its
non-English pages do not have sufficient text advertisements. Ac-
cordingly, high-quality multi-lingual text advertisement generation
algorithms can benefit international advertisers by reducing their ef-
forts of manually authorizing ads and increasing the attractiveness
of authorized ads across regions and languages.

Recently, deep neural networks (DNN) achieve great performance
in text advertisement generation tasks, but such technique will
encounter practical challenges when applied to real ads genera-
tion products with multi-lingual requirements. DNN requires large
amounts of training data to achieve good performance, but it is
difficult for companies to collect multi-lingual high-quality ad texts
as training data, especially for the low-resource languages with few
human annotated ads. On the other hand, ad texts continuously
evolve along with the evolution of ad products, e.g., the changes
of ad schema by adding, merging, and removing certain ad types

1https://docs.microsoft.com/en-us/advertising/guides/responsive-search-ads
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and formats. Such schema changes could make the existing train-
ing data out-of-date and lead to extra costs in adjusting or even
relabeling training data to comply with the new schema. In real
industrial scenarios, especially considering multiple languages, the
frequent change of data and schema leads to expensive human
efforts to judge the quality of generated ads. It is also extremely
time-consuming to control the labeling quality in low-resource
languages. Therefore, scaling out text advertisement generation
to a large number of languages remains a grand challenge to the
industry.

To tackle the above issues, multi-lingual text advertisement gen-
eration focuses on transferring knowledge from rich-resource lan-
guages to low-resource languages. Many pre-trained multi-lingual
language models have learned a unified representation and shown
good transferability in a wide range of language understanding as
well as generation tasks (such as mBART [15] and ProphetNet [19]).
Fine-tuning these multi-lingual language models on the English
dataset could partially retain the prediction performances for other
languages, but these models fail in transferring the format struc-
tures of text advertisements from different languages. They often
generate sub-spans of the passage, which happens frequently for
languages, such as Russian, which have few token overlaps with
English. Besides, the code-mixing problem also makes the predicted
ad text incoherent, where English words co-occur with words from
the target language. An intuitive solution is to pick a proper stop
step in the fine-tuning process to balance the transferability from
English and the smooth expression in the target language. How-
ever, the challenge remains that it is commonly impracticable to
determine such a balanced stop step in the real product scenario.

Several studies [13, 17] show that the translated data can substan-
tially enhance the transferability during fine-tuning the pre-trained
multi-lingual languagemodels in classification and generation tasks.
Other approaches [7, 18] alleviate the data scarcity problem by au-
tomatically labeling domain-specific data or generating additional
data. Despite that these approaches produce plenty of training
data, the ad text generation models still suffer from some critical
limitations when using these synthetic data. First, the translation
process and generation process may introduce noise and errors, and
evaluating the quality of both augmented documentation and ad
text are difficult. Secondly, the translated data may not be diverse
enough compared to the real target data, and it might introduce
some translation artifacts in the data distribution [2]. Finally, gen-
erating synthetic training data across languages further adds chal-
lenges to the robustness of the generation models. Although some
noise filtration methods have been proposed [1, 21], most of them
are designed complicatedly by employing an extra filter model or
specifically only using a single data augmentation method. It is still
challenging to differentiate noisy instances from useful ones in the
multi-lingual ad generation task.

In this paper, we propose a unified Self-Supervised Augmentation
and Generation (SAG) model to handle the multi-lingual text adver-
tisement generation task, which has been practiced in the Microsoft
Bing product team. Our ad generation model is constructed based
on the real industrial product scenario, in which it is feasible to col-
lect large amounts of high-quality English training data, while too

expensive to label ad text in other languages. We employ three data
augmentation strategies to enhance the dataset of the multi-lingual
ad generation task: machine translation, denoising generation, and
alternative words substitution. First, given a large amount of English
ad generation data, we utilize a high-quality machine translation
model to obtain the dataset in the target language. Then we enhance
the diversity by constructing a denoising generation model [15] to
generate additional data in the target language. Finally, we apply
a masked language model XLM-Roberta [16] to alternatively sub-
stitute some words as a supplementary for the data augmentation
process.

Furthermore, a self-supervised filtration procedure is developed to
alleviate the impact of the noise in the augmentation data and adap-
tively filter out low-quality examples. To be specific, we construct
our ad text generation model based on a pre-trained multi-lingual
language model, and fine-tune it using the source language data
and augmented target language data. During fine-tuning, we pe-
riodically evaluate the augmented data automatically using the
trained model to obtain a high-quality subset of the dataset, which
is applied as the augmented data to train our model in the next
period. In this procedure, the source language data play a central
role to teach the model to generate ad text from the document,
and the adaptively selected data in the target language make the
generated text smooth and grammatically correct. Under such a
self-supervised strategy, our proposed SAG gradually reduces the
noise and produces high-quality augmented data.

Extensive experimental results show that SAG achieves new state-
of-the-art performances on the multi-lingual generation benchmark
(XGLUE NTG [14]) and demonstrate the effectiveness and genraliz-
ability of our proposed framework. Our model has been deployed
in Microsoft Bing, a major search engine with more than 100 mil-
lion monthly active users [24]. We have evaluate how the method
impacts real users by conducting human evaluation and online
experiments. The human evaluation shows that the quality of the
multi-lingual ads is improved compared with the baselines. Online
experiments demonstrate that SAG can significantly increase global
coverage and revenue.

The main contributions can be summarized as follows:

• We propose a Self-Supervised Augmentation and Generation
(SAG) model to generate high-quality multi-lingual text adver-
tisements. Although we focus on ad generation in this paper,
the framework can be generalized to many text generation
tasks, e.g., news headline generation and question generation.

• We employ three approaches to augment low-resource lan-
guage data, and propose an adaptive filtering process to iden-
tify high-quality examples as the model evolves. Therefore the
quality of text ads generated by our model is insensitive to the
noise of the augmented data.

• Our model establishes the new SOTA performance on the NTG
benchmark dataset, and has been deployed to the Microsoft
Bing product. Automatic offline evaluations, human evalua-
tion, and online experimental metrics demonstrate the superior
performance of our method.
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2 RELATEDWORK

In this section, we briefly review some closely related studies, in-
cluding text advertisement generation, multi-lingual pre-trained
language models, and data augmentation.

2.1 Text Advertisement Generation

Text advertisement generation is a major generation task in on-
line search engines for global companies, by which advertisers are
no longer required to fill in a template for each page. Traditional
works [6, 22] on text ad generation rely on filling in predefined
templates with key phrases or sub-words extracted from documents
to generate readable sentences, which can be used in any language.
However, predefined templates are often too rigid, lacking diver-
sity, and hard to attract users. Recently, Hughes et al. [10] propose
a method using LSTM [8] and attention mechanisms to encode
product landing pages [10], which achieve a good success in the
automatic generation of text advertisements. However, more than
15% of the text ads it generates fail to meet the high-quality stan-
dard in the product. Wang et al. [24] show that deep reinforcement
learning can further enhance the ad quality and attractiveness. No-
tably, our approach is orthogonal to these advertisement generation
approaches which are designed for the English domain, and any
strategy can be leveraged in our fine-tuning process, such as the
reinforcement learning method of Wang et al. [24].

2.2 Multi-lingual Pre-trained Models

Recently, multi-lingual pre-trained language models have achieved
great success in a wide range of natural language processing (NLP)
tasks [3, 15, 19]. To address the challenge of multi-lingual trans-
fer, the pre-trained language models are fine-tuned by the English
training data and then directly apply to target languages. Taking ad-
vantage of large-scale unsupervised pre-training, the most relevant
generation models like ProphetNet [19], Unicoder [9], mBART [15]
and mT5 [25], have achieve prominent results in multi-lingual sum-
marization, question generation, sentiment analysis, etc. However,
the performance in target languages is still unsatisfactory due to
the lack of corresponding knowledge about target languages. In this
work, on top of those relevant pre-trained multi-lingual language
models, we propose a generalized framework under the guidance of
self-supervised learning to enhance the multi-lingual transferability
using augmentation data in low-resource languages.

2.3 Data Augmentation

Data augmentation is a commonly applied technique in the NLP
field to generate additional training examples by utilizing all kinds
of transformation operations. With the development of machine
translation models and the availability of online APIs, machine
translation has become a popular augmentation method in many
tasks, especially in multi-lingual scenario [11]. Previous studies [12,
23] show that adding translated training data can significantly
improve the model performance, especially on languages that are
distant from the source language. However, the lack of diversity
is a very common phenomenon in translated data, and there may
be some translation artifacts in the data distribution. Pre-trained
language models have become the mainstream models in recent
years due to their excellent performance. Masked language models

(MLMs) such as BERT [5] and RoBERTa [16] have obtained the
ability to predict the masked words in the text based on the context,
which can be used for increasing the diversity of augmented data.
In this work, we apply a similar words substitution method by
masking multiple words in the translated document and recovering
new various sentences. Moreover, there are some sophisticated
data generation approaches that can construct additional training
data [4, 20]. But these generative methods require a certain amount
of labels. We imitate the denoising process of the mBART model,
and train translation data to obtain enriched generation corpus.
Motivated by LAMBADA [1] method, we evaluate the quality of
the augmented data. Due to the difficulty of training another multi-
lingual classifier in the text generation scenario, we adopt a self-
supervised approach to score the augmented data.

3 METHODOLOGY

In this section, we first formalize the problem and introduce our
unified self-supervised learning framework for the multi-lingual
text advertisement generation task. Then, we propose our method
formed of a data augmentation module and an adaptive filtering
module.

3.1 Task Formulation and Overall Framework

The multi-lingual text ad generation task involves generating a
qualified relevant description of ads for a product landing page in
any given languages. Given a product webpage to be advertised,
we concatenate all of its text content into a landing page document
𝑫𝒐𝒄 = [𝑑1, ..., 𝑑𝑛], and text ad generation predicts an ad description
𝑨𝒅 = [𝑎1, ..., 𝑎𝑚]. Here, 𝑑𝑖 , 𝑎𝑖 ∈ V represents tokens in the docu-
ment and advertisement, and V denotes the vocabulary. Denote
by D𝑆

𝑡𝑟𝑎𝑖𝑛
= {(𝑫𝒐𝒄, 𝑨𝒅)}, the labeled data in the source language,

where the superscript 𝑆 indicates that this is a dataset in the source
language. Here, we target at two different multi-lingual settings:
zero-shot and few-shot. For the extreme zero-shot setting the source
language only contains English (or, in general, a rich-resource lan-
guage). While for the few-shot setting, or called real production
setting, there are few labeled data of other low-resource languages
in the source language. Besides, all the target languages are avail-
able for the test set D𝑇

𝑡𝑒𝑠𝑡 = {(𝑫𝒐𝒄, 𝑨𝒅)} no matter which setting,
and the superscript 𝑇 indicates those are datasets in the target
languages.

We frame our multi-lingual text advertisement generation problem
as a three-module sequence-to-sequence learning task. The goal is
to learn a function 𝑨𝒅 = 𝑓 (𝑫𝒐𝒄), where the 𝑓 can be represented
by using a neural Transformer-based sequence generation model.
Here we adopt four pre-trained multi-lingual language models,
ProphetNet [19], Unicoder [9], mBART [15], mT5 [25] as 𝑓 sepa-
rately, to verify the generalizability of our method. Any pre-trained
multi-lingual language models for the sequence-to-sequence gener-
ation task could be employed. In this paper, the basic idea of SAG
is to ensure that 𝑓 first uses rich-resource (source) language data to
obtain fundamental capabilities (e.g., generate a fluent ad sentence)
and then gradually learns abilities to generate high-quality ads in
a variety of low-resource (target) languages. This can be achieved
conveniently by extending the training schema of pre-trained lan-
guage model to three modules:
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𝒂𝒅𝒕𝒓𝒂𝒏𝒔
𝑭𝑹 : Des sandales élégantes pour chaque aventure.

𝒅𝒐𝒄𝒕𝒓𝒂𝒏𝒔
𝑭𝑹 : La nouvelle sandale incontournable qui se porte de la plage au dîner.

𝒂𝒅𝒕𝒓𝒂𝒊𝒏
𝑬𝑵 : Stylish Sandal for Every Adventure.

𝒅𝒐𝒄𝒕𝒓𝒂𝒊𝒏
𝑬𝑵 : The new must-have sandal that can be worn from the beach to dinner.

Translate

Input:    (𝐴𝑑𝑡𝑟𝑎𝑛𝑠
𝐹𝑅 , 𝐷𝑜𝑐𝑡𝑟𝑎𝑛𝑠

𝐹𝑅 )

Seq2seq model
(e.g., mBART, mT5)

Input:   𝑑𝑜𝑐𝑡𝑟𝑎𝑛𝑠
𝐹𝑅

La nouvelle sandale incontournable qui
se porte de la plage au dîner.

Input:  corrupted 𝑑𝑜𝑐𝑡𝑟𝑎𝑛𝑠
𝐹𝑅

incontournable se porte de plage petit
déjeuner. La nouvelle sandale

Output:  𝑑𝑜𝑐𝑡𝑟𝑎𝑛𝑠
𝐹𝑅

La nouvelle sandale incontournable
qui se porte de la plage au dîner.

Output: enriched 𝑑𝑜𝑐𝑔𝑒𝑛
𝐹𝑅

La nouvelles sandales incontournable et 
élégantes à porter de la plage au dîner.

Training: Prediction: 

Words Substitution

Input:    (𝐴𝑑𝑡𝑟𝑎𝑛𝑠
𝐹𝑅 , 𝐷𝑜𝑐𝑔𝑒𝑛

𝐹𝑅 )

MLM model
(e.g., XLM-Roberta)

𝒂𝒅𝒕𝒓𝒂𝒏𝒔
𝑭𝑹 : Des sandales élégantes pour chaque aventure.

𝒅𝒐𝒄𝒔𝒖𝒃
𝑭𝑹 : La nouvelles sandales incontournable et élégantes à porter de la

pelouse au dessert.

Denosing Generation

𝓓𝒕𝒓𝒂𝒊𝒏
𝑺

𝓓𝒕𝒓𝒂𝒏𝒔
𝑻

𝓓𝒈𝒆𝒏
𝑻

𝓓𝒔𝒖𝒃
𝑻

Figure 1: The data augmentation module of SAG.

• Pre-training. Pre-trained with multi-lingual unsupervised cor-
pus, models can be equipped with fundamental natural language
processing and generation abilities, e.g., understanding the gram-
mar of different languages and distinguishing stop words.

• Data Augmentation. SAG is then fine-tuned with the original
source language data and augmented target language data by mini-
mizing the loss function of each backbone model. The augmented
data D𝑇

𝑎𝑢𝑔 = {(𝑫𝒐𝒄 ′, 𝑨𝒅 ′)} mainly contains three parts: D𝑇
𝑡𝑟𝑎𝑛𝑠 is

obtained using pre-trained multi-lingual translation models; D𝑇
𝑔𝑒𝑛

is enriched by denoising method on translated corpus; and D𝑇
𝑠𝑢𝑏

is
supplemented by words substitution with pre-trained MLM model
on D𝑇

𝑡𝑟𝑎𝑛𝑠 . Formally, multi-lingual ad generation aims to learn a
model by leveraging both D𝑆

𝑡𝑟𝑎𝑖𝑛
and D𝑇

𝑎𝑢𝑔 to obtain good perfor-
mance on D𝑇

𝑡𝑒𝑠𝑡 .

• Adaptive Filtering Module. To alleviate the problem of aug-
mented errors, before each training process of our model, we filter
the augmented data to obtain high-quality examples. Specifically,
we design a self-learning method, which use the model trained
from the previous step to calculate BLEU-4 value2 or loss value
for the augmented data. Only the data with scores less than the
threshold 𝜏 can be added to the next training process. With the
gradual optimization of model parameters, the threshold is updated
adaptively, and the selected data will be more accurate.

3.2 Data Augmentation Module

In this module, we augment source language data to target lan-
guages via translation, denoising generation, and words substitu-
tion. The Figure 1 shows the details.

2https://github.com/mjpost/sacrebleu

3.2.1 Translation. Weusemulti-lingual BART (mBART) [15], which
is pre-trained in 25 languages, to translate the training corpus
D𝑆

𝑡𝑟𝑎𝑖𝑛
in the source language (English) to the target languages.

During the translation process, according to the mBART model
limit, documents will be intercepted with a maximum length of
512 and translated at the same time as the text advertisement. The
reasons we use pre-trained language models as a translator rather
than open translation apps such as Google Translator or Bing Trans-
lator are as follows: (1) There is no absolutely perfect and accurate
translator unless human translators are employed. (2) We hope
that our model can be independent of the effect of the translator,
regardless of which translator. Through the filtering process, we
can always obtain high-quality augmented data. (3) In future work,
it is possible to integrate the translator into our unified architec-
ture, in which we will propose a joint learning model to train the
translation model and ad generation model simultaneously.

3.2.2 Denoising Generation. We observe that the corpus D𝑇
𝑡𝑟𝑎𝑛𝑠

obtained from translation procedure lacks diversity. To alleviate
this issue, we leverage a sequence-to-sequence (seq2seq) model as
a generator to synthesize additional target language corpus D𝑇

𝑔𝑒𝑛 .
However, training a high-quality seq2seq model usually requires
a large number of labeled sequence pairs (like in machine trans-
lation). To overcome this label requirement, we apply the idea of
the denoising method by regarding the translated corpus D𝑇

𝑡𝑟𝑎𝑛𝑠

as high-quality sequence pairs, and produce augmented data by
corrupting their input sequences (𝑫𝒐𝒄).

As shown in Figure 1, we can corrupt the translated document “La
nouvelle sandale incontournable qui se porte de la plage au dîner.” into
“incontournable se porte de plage petit déjeuner. La nouvelle sandale”
by several operations, such as token delete, sentence permu-

tation, text infilling, etc. Then the seq2seq model is trained to
invert these corruption operators by restoring them to the original
sentence. In this work, we leverage mBART as the seq2seq model,
since its pre-training tasks are similar to these corrupt operations.

During prediction, we apply the fine-tuned mBART on the original
translated document 𝑑𝑜𝑐𝑇𝑡𝑟𝑎𝑛𝑠 and expect to generate 𝑑𝑜𝑐𝑇𝑔𝑒𝑛 with
natural additional information. This method can generate natural
yet diverse augmentations such as adding some adjectives like “et
élégantes à porter”, or supply few location information like “De
la plage au coucher du soleil au dîner dans un restaurant haut de
gamme”. Then, we perform preliminary data selection by filtering
out the generated utterances which have no overlapping words
with translated advertisement 𝑎𝑑𝑇𝑡𝑟𝑎𝑛𝑠 . At last, we randomly sample
𝑛 instances from the candidate set to construct the generated corpus
D𝑇

𝑔𝑒𝑛 , where 𝑛 is the number of English training data.

3.2.3 Words Substitution. To further enhance the training data of
target languages and increase the diversity, in addition to transla-
tion operation and denoising generation, we introduce a simple yet
effective word substitution task for data augmentation. First, we
randomly mask 𝑏 words for each document from 𝑛 candidates of
𝑑𝑜𝑐𝑇𝑡𝑟𝑎𝑛𝑠 and 𝑑𝑜𝑐

𝑇
𝑔𝑒𝑛 , where the masked words can not exist in the

translated advertisement 𝑎𝑑𝑇𝑡𝑟𝑎𝑛𝑠 . Then, pre-trained multi-lingual
language model (MLMs) XLM-RoBERTa [3] is used to predict the
masked words in the document based on the whole context. Data

https://github.com/mjpost/sacrebleu
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𝑒1 𝑒2 𝑒3 𝑒4 𝑒5 𝑒6 𝑒7 𝑒𝑁…

𝑒3 𝑒1 𝑒7 𝑒6 𝑒4 𝑒5 𝑒2 𝑒𝑁…
Shuffle 

Inference 

Model 𝑀𝑖−1

Set 𝛼-quartile of score as threshold 𝜏

Filter out 𝑷 > 𝝉

𝑒1 𝑒6 𝑒4 𝑒2 …𝑒10

𝑒1 𝑒2 𝑒3 𝑒4 𝑒5 𝑒6 𝑒7 𝑒𝑁…

Training 

Model 𝑀𝑖

𝓓𝒂𝒖𝒈
𝑻

𝓓𝒕𝒓𝒂𝒊𝒏
𝑺

Update
Selected  𝓓𝒂𝒖𝒈

𝑻

Figure 2: The adaptive filtering module of SAG.

supplement in this way has the following advantages: (1) since the
keywords (words in the ad) are not replaced, the general meaning
of the document is not affected. (2) MLM task performed by multi-
lingual pre-trained language model makes the substituted words
conform to context semantics and increase the diversity of selected
augmented data.

3.3 Adaptive Filtering Module

To alleviate the noise or errors introduced by the data augmentation
module, we design an adaptive filteringmodule as shown in Figure 2.
In order to optimize the model parameters in the right direction
and alleviate data noise, we take source language training data
as the dominant training data and select high-quality augmented
data as the auxiliary to fine-tune the model. At the initialization
stage, we leverage the pre-trainedmulti-lingual generationmodel to
train the labeled corpus in the source language. With the increase
of training rounds, the model gradually introduces the selected
augmented data into training, and the ratio 𝛼 of the introduced
data also gradually increases. Through the adaptive filtering and
training of augmented examples, the generation model trained
from the previous step can be improved on the target languages.
Therefore, we further iterate this filtering process multiple rounds
to drive the final target model. Guided by the source language
data and assisted by high-quality augmented data, the model can
adapt to the multi-lingual ad generation task well. Now, we need to
decide: how to define the quality of the augmented data, and how
to adaptively filter out low-quality data.

3.3.1 Define the Data Quality. Inspired by the self-training para-
digm, where a model is trained using labels predicted by itself from
the previous step, we leverage the model𝑀𝑖−1 from the previous
step to score the augmented data. Although initial model𝑀0 is only
trained using the labeled data in the source language, it is capable of
inferring directly on the cases in the target language, due to benefit
from the multi-lingual knowledge in the pre-trained generative

language models. In this work, we have tried two scoring strategies:
calculating loss value and calculating BLEU value.

Calculating loss value is a straightforward way to judge the qual-
ity of current augmented data. Given an example of augmented data
(𝑑𝑜𝑐𝑇𝑎𝑢𝑔, 𝑎𝑑𝑇𝑎𝑢𝑔) ∈ D𝑇

𝑎𝑢𝑔 , the loss value is 𝑃 = 𝑀𝑖−1 (𝑑𝑜𝑐𝑇𝑎𝑢𝑔, 𝑎𝑑𝑇𝑎𝑢𝑔).
Naturally, the model assumes that the lower the loss value, the
higher the quality of the current example. The strategy of calcu-
lating loss value can take into account both the document 𝑑𝑜𝑐𝑇𝑎𝑢𝑔
and advertisement 𝑎𝑑𝑇𝑎𝑢𝑔 quality of augmented data. However, this
method tends to select examples which are similar to the current
data distribution, thus losing the diversity of the augmented data.

Calculating BLEU value borrows the idea of the model evalua-
tion. Given the document 𝑑𝑜𝑐𝑇𝑎𝑢𝑔 of augmented data, the score 𝑃 is
calculated as the BLEU-4 value between the output of the model
𝑀𝑖−1 (𝑑𝑜𝑐𝑇𝑎𝑢𝑔) and the ground truth 𝑎𝑑𝑇𝑎𝑢𝑔 . Unlike calculating the
loss value, the model does not see the ground truth 𝑎𝑑𝑇𝑎𝑢𝑔 when
generating output based on the input document 𝑑𝑜𝑐𝑇𝑎𝑢𝑔 , so this
approach can select more diverse augmented data.

3.3.2 Adaptive Data Filtering. Intuitively, we can define a fixed
threshold 𝜏 to select high-quality augmented data. For the quality
score 𝑃 , a smaller loss value or a larger BLEU-4 value indicates less
noise in the augmented sentence and we will add it into the training
data in the next round. However, as the augmented data selection
ratio 𝛼 increases, a fixed threshold may not be sufficient. There-
fore, we use a simple yet effective method to adjust the threshold
adaptively.

Specifically, at the beginning of each round, we first shuffled the
augmented data D𝑇

𝑎𝑢𝑔 and selected the first𝑚 candidates to calcu-
late the quality score 𝑃 . Then sort the 𝑃 values of𝑚 candidates and
set the value in the 𝛼-quantile as the threshold 𝜏 . Since 𝛼-quantile
can select exactly 𝛼 ratio data, we get relatively high-quality candi-
dates after filtering all the augmented dataD𝑇

𝑎𝑢𝑔 with this threshold.
Therefore, the model eventually learns both the structure of ad gen-
eration from the source language and the multi-lingual syntactic
rules from the augmented data of the target languages.

4 EXPERIMENTS

In this section, we first evaluate SAG on the XGLUE NTG [9] bench-
mark with the zero-shot setting and then conduct a few-shot setting
with automatic offline experiments, human evaluation, and online
experiments based on the production of Microsoft Bing.

4.1 Datasets

• XGLUE NTG. XGLUE is a benchmark dataset that can be used
to train and evaluate large-scale multi-lingual pre-trained language
models across a diverse set of tasks. In this paper, we focus on
the task closest to generation, news title generation (NTG), which
aims to generate a high-quality title for a given news document.
NTG task covers 5 languages, including English (EN), German (DE),
French (FR), Spanish (ES), and Russian (RU), where the labeled
training data (300,000 pairs) is only in English. Examples for the
test set of each language are 10,000 pairs. Therefore, we leverage
this dataset to test the validity and effectiveness of our proposed
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EN DE FR ES NL IT

# T 838,854 109,889 59,108 22,461 69,979 16,201
# V 5,000 5,000 5,000 5,000 5,000 5,000

Table 1: Statistics of BingAd dataset.

framework in the zero-shot scenario. Note that to follow the zero-
shot setting, we use the English development set to select the best
models and evaluate them directly on the target language test sets.

• BingAd. From a large web service (Bing), we acquire a large
number of landing pages (LP) for product as documents and cor-
responding handwritten text ads from advertisers as ground truth.
According to the number of advertising pages in various languages,
we choose the following languages for the experiment: English (EN),
German (DE), French (FR), Spanish (ES), Dutch (NL), Italian (IT).
We clean the (𝑫𝒐𝒄, 𝑨𝒅) pairs by removing special characters (such
as common HTML code elements), and obtain the language identi-
fication based on the text ad. To prevent the model from copying
the templates which create large numbers of ads, we keep at most
100 samples for each advertiser account. After data pre-processing,
each corpus is split into training, development, and test sets. The
statistics of those datasets are shown in Table 1.

4.2 Implementation Details

We leverage the PyTorch version of multi-lingual ProphetNet-Multi,
Unicoder, mBART-25 and mT5-base in HuggingFace’s Transform-
ers3 as the basic sequence-to-sequence model for all variants. We
use Adam as the optimizer and fine-tune the hyper-parameters
on the validation set for each dataset. Most hyper-parameters of
these models are re-used. We perform a grid search for the hyper-
parameters specified as follows: learning rate 𝑙𝑟 ∈ {1𝑒−5, 1𝑒−6, 1𝑒−
7}, the proportion of data added per round 𝛽 ∈ {0.02, 0.05}. For our
method, beam size for evaluation is 𝐵 = 10, beam size for defining
the data availability is 𝐵 = 1, and the number of examples for calcu-
lating the threshold is𝑚 = 200. The optimal hyper-parameters on
XGLUE NTG dataset are: 𝑙𝑟 = 1𝑒 − 7, 𝛽 = 0.02, 𝐵 = 1,𝑚 = 200; and
the optimal hyper-parameters on BingAd dataset are: 𝑙𝑟 = 1𝑒 − 5,
𝛽 = 0.05, 𝐵 = 1,𝑚 = 200. We leverage the most commonly used
BLEU-4 metric, which are computed using the SacreBLEU library,
to evaluate these two datasets.

4.3 Baseline Models

As introduced in Section 2, there are many existed works on text
advertisement generation and data augmentation, and our proposed
algorithm is orthogonal to these techniques. For example, we can
leverage various strategies to train multi-lingual data (such as re-
inforcement learning, LSTM, etc.) or do data augmentation, and
then use our denoising method to optimize these data when select-
ing high-quality corpus in the fine-tuning process. In this paper,
the comparison is mainly focused on the pre-trained multi-lingual
language models and their variations.

(1) ProphetNet-Multi, which is a multi-lingual version encoder-
decoder model and can predict n-future tokens for “n-gram” lan-
guage modeling instead of just the next token.

3https://github.com/huggingface/transformers

Models XGULE NTG

FR DE ES RU EN Avg

Paper 11.4 8.7 12.7 8.5 16.7 11.6
+T 11.83 8.16 13.85 9.29 16.45 11.92

Pro +T+G 11.84 8.21 13.63 9.37 16.81 11.97
+T+G+S 11.79 8.25 13.70 9.42 16.76 11.98

SAG 𝑙𝑜𝑠𝑠 12.33 8.68 13.74 9.60 16.65 12.20
SAG 𝑏𝑙𝑒𝑢 12.34 8.71 13.80 9.58 16.72 12.23

Paper 9.9 7.5 11.9 8.4 15.8 10.7
+T 10.20 7.25 11.90 8.48 15.78 10.72

Uni +T+G 10.13 7.40 11.84 8.53 15.73 10.73
+T+G+S 10.33 7.40 11.82 8.52 15.82 10.78

SAG 𝑙𝑜𝑠𝑠 10.69 7.78 12.48 8.57 15.81 11.07
SAG 𝑏𝑙𝑒𝑢 10.80 7.69 12.74 8.48 15.83 11.11

Repro 9.48 7.60 11.04 8.66 11.51 9.66

mT5 +T+G+S 10.97 7.51 12.83 9.46 12.33 10.62

SAG 𝑙𝑜𝑠𝑠 11.22 7.74 12.97 9.54 12.28 10.75
SAG 𝑏𝑙𝑒𝑢 11.49 7.85 13.19 9.11 12.40 10.81

Repro 11.04 7.45 10.96 8.67 16.33 10.89

mBART +T+G+S 11.64 7.54 12.33 9.23 16.27 11.40

SAG 𝑙𝑜𝑠𝑠 12.40 8.75 14.12 9.58 17.05 12.38

SAG 𝑏𝑙𝑒𝑢 12.34 8.69 14.18 9.47 16.89 12.31

Table 2: BLEU-4 results on zero-shot XGLUE NTG task. Each

bold number is the best result in that column. “Avg” denotes

the average score on these 5 languages results. “Pro” and

“Uni” represent ProphetNet and Unicoder models, respec-

tively. “+T”, “+G”, and “+S” denote adding translated data,

self-supervised generation data, and word substitution data,

respectively. “Repro” represents reproduced results.

(2) Unicoder, which includes pre-training tasks including MLM,
TLM and introduces a future n-gram prediction mechanism to
natural language generation.

(2)mBART-25, which is a sequence-to-sequence denoising auto-
encoder pre-trained on large-scale corpora in 25 languages using
the BART objective. As mentioned in the original paper, language
identification tags need to be added before each sentence.

(2) mT5-base, which leverages a unified multi-lingual text-to-text
format and was pre-trained on a new Common Crawl-based dataset
covering 101 languages. Follow the instructions4, we do not use
a task prefix during single-task fine-tuning, since mT5 was pre-
trained unsupervised.

4.4 Results on the Zero-shot NTG Dataset

Table 2 shows the BLEU-4 results on the zero-shot multi-lingual
NTG task of our method based on four baseline models. For each
model, the “Paper” and “Repro” represent results from the origi-
nal papers or reproduced with the open-sourced framework. “+T”,
“+T+G”, “+T+G+S” represent a random sampling of augmented data
at the ratio 𝛼 of each round. Following the ProphetNet [19], we first
fine-tune each model on the training data, then choose the best
results for English and all other languages separately. Besides, we
4https://huggingface.co/docs/transformers/model_doc/mt5

https://github.com/huggingface/transformers
https://huggingface.co/docs/transformers/model_doc/mt5
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conduct experiments on different variants of the proposed frame-
work to investigate the contributions of different components. From
the above tables, we can see that:

(1) Our proposed SAG model significantly outperforms other base-
lines and SAG based on mBART achieves state-of-the-art perfor-
mance almost in all languages. The snapshot of the leaderboard
of the XGLUE NTG task is presented in Appendix A. It verifies
the effectiveness of our data augmentation methods and adaptive
filtering approach in the multi-lingual generation task.

(2) When defining the availability of augmented data, SAG shows
consistent improvement using the method of calculating BLEU
values on all models except mBART. It indicates that the diversity
can be increased by filtering data in different ways from the training
process, thus improving the effectiveness of the model.

(3) Our method works much better in Russian than it does in Ger-
man, since German and English belong to the same language system
with high similarity, and the augmented data is of little use. This
indicates that it is more useful to supplement language data that is
different from the source language.

(4) The overall performance of Unicoder and mT5-base on the NTG
benchmark is relatively weak. The reason may be that their pre-
training corpus is not rich enough and there is a gap between the
pre-training task and the current generation task.

(5) From the ablation study of our augmentation module on the
ProphetNet model, we can see that: in general, all of the proposed
techniques contribute to the multi-lingual setting. Both the self-
supervised generation and words substitution can improve on the
basis of translated data, especially on the Russian language dataset,
indicating that simple changes and additions to translated data are
efficient ways to increase the diversity of augmented data.

(6) One interesting finding is that the performances on German
become slightlyworse after adding the augmented data. It is because
the noise introduced by the augmentation processes may hurt the
performance. Our adaptively filtering method is able to handle the
noise of synthesized data.

4.5 Effect of Multiple Iterations on NTG

To further investigate how evaluation metrics change while itera-
tion increases, we conduct experiments on the NTG benchmark to
study each language dataset in the SAG training framework. Take
mBART as an example, the BLEU-4 scores of 20 rounds of iterations
are shown in Figure 3. From the figures, we observe that:

(1) With increasing numbers of iterations, the performance of
“+T+G+S”, “-loss”, and “-bleu” methods in almost all the languages
increases to some level then converges. This indicates that aug-
mented data is the most direct and effective way for the model to
learn other language information, and the adaptive filtering pro-
cess can effectively select high-quality augmented data and further
improve the model performance.
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(a) mBART-Repro
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(b) mBART+T+G+S

0 2 4 6 8 10 12 14 16 18
Iteration

6

8

10

12

14

16

BL
EU

-4
 S

co
re

FR
DE
ES
RU
EN

(c) SAG-loss

0 2 4 6 8 10 12 14 16 18
Iteration

6

8

10

12

14

16

BL
EU

-4
 S

co
re

FR
DE
ES
RU
EN

(d) SAG-bleu

Figure 3: Effect of Multiple Iterations on NTG task based on

mBART model.

Models BingAd

FR DE ES NL IT EN Avg

Unicoder★ 1.89 1.75 1.99 1.65 2.21 15.88 4.23
mT5★ 2.32 1.99 2.21 1.89 2.55 16.78 4.62
mBART★ 3.01 2.22 3.55 2.81 3.21 18.81 5.60
Pro★ 3.18 2.65 3.53 3.13 3.41 18.34 5.71
Pro 18.15 15.48 19.86 20.21 17.94 21.01 18.78
Pro+Aug 21.38 14.75 21.75 22.26 20.75 19.25 20.02

SAG 𝑙𝑜𝑠𝑠• 3.28 3.40 3.15 4.49 1.04 1.14 2.75
SAG 𝑙𝑜𝑠𝑠 24.31 17.14 23.24 24.05 24.52 20.89 22.53
SAG 𝑏𝑙𝑒𝑢 24.24 17.29 23.13 24.91 24.87 21.63 23.18

Table 3: BLEU-4 results on the few-shot BingAd dataset.

“Pro” represents the ProphetNet model. ★ and “+Aug” rep-

resent these models only train on English corpus and add

augmented data (“T+G+R”), respectively. • denotes that the
model is randomly initialized.

(2) In Figure 3(b), the Spanish curve falls off a cliff, and other lan-
guages also fluctuate to varying degrees. It indicates that the ran-
domly selected augmented data is unstable and the noise can se-
riously affect the training effect of the model. After adding the
adaptive filtering process, it can be seen from Figure 3(c) and Fig-
ure 3(d) that the number of convergent rounds for various languages
increases, and the curves are relatively flat and stable.

(3) Although in mBART model, “SAG-loss” can achieve the highest
overall result. However, compared with “SAG-loss” 3(c), the curves
of each language after convergence of “SAG-bleu” 3(d) are more
stable, which demonstrates that calculating BLEU score can obtain
high-quality augmented data more stably.
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Landing Page 1 – German

https://www.toner-partner.de/panasonic-kx-p-1180-i/
Landing Page 2 – French

https://www.economybookings.com/fr?idpick=lakselv

Pro+Aug Ad: Gratis Versand Ab 39,50â‚¬ | Schnelle Lieferung | 3 % Skonto.
Translate: Free shipping from €39.50 | Fast delivery | 3% discount.

Ad: Comparez Et Ã%�conomisez Avec Kayak.
Translate: Compare And Save With Kayak.

SAG 𝑏𝑙𝑒𝑢
Ad: Schnelle Lieferung, GÃ¼nstige Preise. Ãœber 1 Million Zufriedene Kunden!
Translate: Fast delivery, cheap prices. Over 1 million satisfied customers!

Ad: Rent-A-Car SpÃ©cialiste. Un Prix Imbattable!
Translate: Rent-A-Car Specialist. An Unbeatable Price!

Table 4: Generation output from ProphetNet+Aug and SAG 𝑏𝑙𝑒𝑢 for German and French.

4.6 Results on the Few-shot BingAd Dataset

In BingAd dataset, the task is to generate a text advertisement
from a landing page document. We first evaluate the transferring
abilities of the baselines in multi-lingual scenarios utilizing Bin-
gAd dataset, including Unicoder, mT5-base, mBart and ProphetNet.
From Table 3, we observe that if the model is trained only on Eng-
lish corpus, it performs very poorly in other languages, especially
Unicoder. There are two main reasons: (1) Sentences on the landing
page are generally not coherent, and there may be a large jump
between each sentence. Sometimes the sentence is not complete,
but rather a combination of descriptive phrases for a particular
product. Such documents are different from the coherent sentences
most models use in pre-training tasks. For example, a landing page
document for selling “Maserati cars” is: “-SD_DocumentTitle- New
Maserati Cars & SUVs in Columbus, OH | Near Delaware & Hilliard -
SD_Heading- 2022 Maserati Ghibli Modena Q4 Sedan . Maserati MC20
-SD_Paragraph- Due to the variety of manufacturer incentives, please
contact one of our MAG Maserati Brand Specialists at 614-541-2302”,
where “-SD_DocumentTitle-”, “-SD_Heading-” and “-SD_Paragraph-”
represent different tags on the web page. (2) Text advertisements
are a specific form of language, usually containing interjections to
attract users or a concatenation of discount information. In particu-
lar, advertising formats vary widely between languages. Therefore,
text ad generation learned only in English corpus is difficult to
transfer to other languages. Compared with other models, Prophet-
Net has a better inter-language migration effect, thus we choose
the ProphetNet model as our backbone model. Moreover, this is
why we chose the few-shot setting in the real production scenario.

After training on real annotation datasets for all languages in the
few-shot setting, we observe a significant improvement in the
ProphetNet results. On the basis of this result, the model perfor-
mance is further improved in almost all languages by adding the
augmented data, which shows the effectiveness of the three data
augmentation methods. Furthermore, the average results of both
SAG 𝑙𝑜𝑠𝑠 and SAG 𝑏𝑙𝑒𝑢 of our SAG exceed these baselines, which in-
dicates that the adaptive filtering module can effectively reduce the
noise of the augmented data. In addition, we try to train the model
architecture from scratch without using pre-trained model parame-
ters. It can be seen that SAG 𝑙𝑜𝑠𝑠• almost completely fails, which
also illustrates the importance of pre-trained language models for
downstream tasks with fewer data.

We further conduct a case analysis of generated ads on the BingAd
dataset to examine the capability of our approach. From Table 4,
we observe that the generated output is seldom well-formed ad
with the ProphetNet model fine-tuned without denoising process.
The model either predicts just a plain sub-span of the passage or

Models German (DE)

Grammar Human Accurate Relevant Overall

ProphetNet 99.0% 94.5% 88.5% 82.0% 71.4%
Pro+Aug 97.4% 97.9% 89.0% 80.0% 70.0%
SAG 𝑏𝑙𝑒𝑢 98.5% 94.4% 89.1% 89.5% 73.3%

Advertiser 95.9% 96.4% 83.6% 99.0% 79.5%
LPExtractor 87.8% 87.2% 78.6% 89.8% 77.0%
SAG 𝑏𝑙𝑒𝑢◦ 97.5% 98.5% 84.3% 93.9% 82.8%

Table 5: Human evaluation of ad quality for German. Fol-

lowing the LPExtractor model, SAG 𝑏𝑙𝑒𝑢◦ represents that a

context-aware classifier is used after SAG.

some irrelevant sentences. Our method generates ads with more
fluent sentences and phrases that are relevant to the landing pages.
This is consistent with the offline evaluation, which shows that our
method achieves a much larger BLEU-4 score.

4.7 Human Evaluation

Automated metrics like BLEU-4 measures similarity between the
predictions and target text ad in terms of word overlap. They do not
directly capture whether a prediction is actually an advertisement.
In this experiment, we ask human judges in Universal Human Rele-
vance System (UHRS) crowd-sourcing platform to label ads in terms
of quality. On average the judges have 12 months of experience in
labeling text ads. They have been carefully trained to ensure that
they correctly understand the tasks. Detailed guidance is provided
before labeling and their initial labeling results have been checked
to eliminate misunderstanding. We randomly order the ads so that
the judges do not know which method is used to generate each ad.

4.7.1 Criteria. High quality is one of the most important goals for
ad generation. To evaluate quality, the following four pivots are
evaluated by judges: (1) grammar: language fluency and grammar
correctness; (2) human-likeness: whether the ad looks like a human-
written one; (3) relevance: whether the ad is relevant to the product
landing page; (4) accuracy: whether the information covered in
the ad is accurate concerning what is on the advertiser’s landing
page/website. An ad is considered overall good if and only if all of
the four pivots are labeled as good by the judges.

4.7.2 Baselines. In addition to the three generativemodels (Prophet-
Net, ProphetNet + Aug, SAG 𝑏𝑙𝑒𝑢 ) mentioned above, there are two
baselines that can be used to evaluate the availability to deploy to
the production scenarios. (1) Advertiser: for each website, a text
ad written by the advertiser is randomly selected. This baseline is
used to evaluate human-written advertising. If the ad generated
by the model keeps on-par performance with the ad written by
the advertiser, the model can be used in real product scenarios. (2)
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German French Spanish Total

△Coverage 41.0% 5.7% 101.0% 35.5%
△Adoption - - - 33.3%
△Revenue($) - - - 269.8%

Table 6: Online evaluation results for three languages on RSA

channel of Bing. △ represents the percentage of SAG increase

compared to LPExtractor model.

LPExtractor: text chunks are extracted from the landing page as
raw ad candidates, and then these candidate chunks are scored by
context-aware classifiers to determine whether they are valid ad.

4.7.3 Results. We randomly sample 200 text ads each for five lan-
guages – German, French, Spanish, Dutch, and Italian. Human
evaluation results of German are shown in Table 5, and results for
other languages are presented in Appendix B. We observe that: (1)
Ads generated using SAG 𝑏𝑙𝑒𝑢 have better or comparable quality
according to multiple criteria compared with those generated by the
baselines. (2) The relevance of SAG 𝑏𝑙𝑒𝑢 is significantly improved
compared with other baselines, which indicates that it is very im-
portant to filter out low-quality augmented data for parameter
optimization of the model. (3) SAG 𝑏𝑙𝑒𝑢◦ is not only better than the
direct LPExtractor model but also outperforms the hand-designed
ads by advertisers on all metrics except relevance. This means that
our model can generate ads that are comparable to humans.

4.8 Online Evaluation

We further deploy SAG to the production scenario, Responsive
Search Ads (RSA) of the Microsoft Bing, to illustrate its practical
effectiveness. RSA is a major search engine that has the largest
market share and has more than 100 million monthly active users
and allows for minimum advertiser effort when creating ads. In
particular, the advertisers share their landing pages and then RSA
infrastructure offline generates ads for landing pages by using dif-
ferent models. We performed an A/B test for 14 days with the
LPExtractor model as control and our proposed SAG as treatment
in RSA channel across 3 languages: German (DE), French (FR), and
Spanish (ES). From Table 6, we observe that our approach has signif-
icantly improved coverage in every language. Especially in Spanish,
coverage is 101.0% higher than the LPExtractor model. Moreover,
the improvements in total are highly statistically significant, espe-
cially in revenue metrics, which demonstrates the effectiveness of
our framework in the real multi-lingual product scenario.

5 CONCLUSION

In this paper, we propose a self-supervised augmentation and gen-
eration framework SAG for the multi-lingual text advertisement
generation task. It iteratively filters the augmented data to obtain
a high-quality training corpus, which gradually optimizes model
parameters to make SAG more transferable and flexible. Extensive
experiments verify that SAG outperforms the existed methods and
establishes the new state-of-the-art performance on the genera-
tion task. For future work, we will apply different weights for the
multiple augmented data and incorporate more denoising methods
to improve the effectiveness, and conduct an in-depth study on
promoting the efficiency based on the current framework.
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A SNAPSHOT OF XGLUE NTG TASK

The snapshot of the XGLUE NTG task is shown in Figure 4, where
SAG achieved SOTA performance. Besides the NTG task, Question
Generation (QG) is another generation task, which aims to generate
a question for a given passage. It covers 6 languages, including
English, French, German, Spanish, Italian, and Portuguese. BLEU-4
score is used as the metric. We also achieved SOTA performance
on the QG task using SAG, demonstrating the generalization of our
method and its applicability to a variety of similar generation tasks.

Figure 4: Snapshot of XGLUE NTG task.

B RESULTS FOR HUMAN EVALUATION

Human evaluation results of four languages - French, Spanish,
Dutch and Italian are shown in Table 7, 8, 9, 10. We can see that our
approach is on-par with the advertiser’s manual labeling, thus SAG
𝑏𝑙𝑒𝑢◦ can be used in real product scenarios in all of these languages.

Models French (FR)

Grammar Human Accurate Relevant Overall

ProphetNet 91.9% 90.9% 67.2% 94.9% 65.2%
Pro+Aug 87.8% 86.8% 82.2% 99.5% 75.1%
SAG 𝑏𝑙𝑒𝑢 96.3% 95.3% 93.2% 93.2% 90.4%

Advertiser 96.5% 100.0% 94.0% 99.5% 90.5%
LPExtractor 100.0% 100.0% 96.0% 99.5% 96.0%

SAG 𝑏𝑙𝑒𝑢◦ 99.5% 100.0% 96.5% 99.5% 96.0%

Table 7: Human evaluation of ad quality for French.

Models Spanish (ES)

Grammar Human Accurate Relevant Overall

ProphetNet 99.6% 80.9% 80.9% 88.0% 65.7%
Pro+Aug 88.2% 96.7% 81.8% 84.9% 78.4%
SAG 𝑏𝑙𝑒𝑢 98.5% 99.0% 88.5% 97.0% 88.0%

Advertiser 99.0% 99.5% 91.9% 99.5% 90.9%
LPExtractor 99.5% 100.0% 97.0% 100.0% 96.5%

SAG 𝑏𝑙𝑒𝑢◦ 100.0% 100.0% 94.8% 100.0% 94.8%

Table 8: Human evaluation of ad quality for Spanish.

Models Dutch (NL)

Grammar Human Accurate Relevant Overall

ProphetNet 97.0% 97.5% 74.1% 97.0% 73.6%
Pro+Aug 98.0% 98.5% 79.2% 95.4% 78.2%
SAG 𝑏𝑙𝑒𝑢 89.4% 89.9% 88.9% 90.9% 84.3%

Advertiser 98.0% 98.0% 71.7% 99.5% 70.2%
LPExtractor 96.5% 96.5% 96.0% 95.0% 92.0%

SAG 𝑏𝑙𝑒𝑢◦ 98.0% 99.0% 90.0% 96.5% 89.5%

Table 9: Human evaluation of ad quality for Dutch.

Models Italian (IT)

Grammar Human Accurate Relevant Overall

ProphetNet 98.9% 99.5% 74.0% 90.5% 71.8%
Pro+Aug 100.0% 100.0% 52.5% 90.5% 52.5%
SAG 𝑏𝑙𝑒𝑢 98.4% 99.5% 75.0% 76.0% 74.5%

Advertiser 100.0% 100.0% 100.0% 100.0% 100.0%

LPExtractor 99.5% 100.0% 97.0% 100.0% 96.5%
SAG 𝑏𝑙𝑒𝑢◦ 100.0% 97.0% 100.0% 100.0% 97.0%

Table 10: Human evaluation of ad quality for Italian.
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