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ABSTRACT
Multi-stage user-facing applications onGPUs arewidely-used nowa-
days, and are often implemented to be microservices. Prior re-
search works are not applicable to ensuring QoS of GPU-based
microservices due to the di�erent communication patterns and
shared resource contentions. We propose Astraea to manage GPU
microservices considering the above factors. In Astraea, a microser-
vice deployment policy is used to maximize the supported peak
service load while ensuring the required QoS. To adaptively switch
the communication methods between microservices according to
di�erent deployments, we propose an auto-scaling GPU communi-
cation framework. The framework automatically scales based on
the currently used hardware topology and microservice location,
and adopts global memory-based techniques to reduce intra-GPU
communication. Astraea increases the supported peak load by up to
82.3% while achieving the desired 99%-ile latency target compared
with state-of-the-art solutions.

CCS CONCEPTS
• Computer systems organization→ Cloud computing; Neu-
ral networks; • Networks→ Cloud computing.
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1 INTRODUCTION
User-facing services have strict quality-of-service (QoS) require-
ments, and many of them (e.g., Intelligent personal assistant [25],
Graph processing [56], Conversational AI and Cyber Security [10])
rely on GPUs to provide high computational ability [7]. Due to
the increasing complexity of real application scenarios, the ser-
vices are becoming large and complex. For instance, many in-
production image services [3, 4, 6, 66] on GPUs are implemented
with “big models” including multiple neural networks or machine
learning modules. Image caption [3, 4, 6] has two modules, an en-
coder using a deep convolutional neural network and a decoder
based on a stack of LSTM layers [73]. Many AI-related services,
e.g., text-to-text [53, 65], text-to-image [39, 66, 77, 84], text-to-
speech [26, 61], text-to-video [31], image-to-image [17, 33, 74],
image-to-text [48, 73], speech-to-text [27, 46, 54], the neural per-
sonalized recommendation [44, 45], are also implemented by con-
necting multiple AI modules. Besides, another type of multi-stage
GPU applications is cloud gaming. GPUs in the cloud perform con-
nected stages like game logic, remote rendering, and hardware
encoding [42, 52, 62]. In addition, there are some large models
(such as GPT-3 [21]), which cannot be placed in a single GPU. In
this case, the model has to be split into several subgraphs (kernels).

For the multiple-stage user-facing services, stages are often im-
plemented to be loosely coupled microservices [37]. A single mi-
croservice stage often under-utilizes a powerful GPU, hence some
of the microservices will be deployed on a GPU especially when the
load is low. Figure 1 shows an example where an application with
a four-stage pipeline is deployed on three GPUs from two nodes.
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Figure 1: An example of deploying GPU microservices.

The tail latency required for each stage is strict due to the depen-
dencies between microservices and their back pressure e�ects [37].
QoS violations occur when one or more critical microservice in-
stances experience load spikes (diurnal or unpredictable workload
patterns [19]) or shared-resource contention.

There are some research works on managing the latency of
independent GPU applications [25, 28, 29, 43, 80, 81]. Clipper [28]
adaptively batched the requests to improve the GPU throughput
while maintaining tail latency. ClockWork [43] presented a runtime
time-sharing scheduler for DL requests. Baymax [25] and Laius [80]
ensured the QoS of a user-facing service when it co-runs with best-
e�ort applications on time-sharing GPUs and spatial-sharing GPUs,
respectively. However, ensuring the short latency of a single-stage
may increase the latency of other stages due to the limited shared
resources. They are not applicable for GPU microservices that have
complex dependency relationships, ignoring the communication
overhead between stages and the e�ciency of the stage graph.

Prior works on scheduling CPU microservices [18, 36, 38, 51, 71]
are also not adequate. Firstly, the communication overhead for
CPU microservices occupies about 5% of the end-to-end latency
(smaller than 2ms) for CPU microservices in DeathStarBench [37],
but the counterpart between stages in a GPU service takes up to 45%
(240ms) according to our measurement. In this case, CPU microser-
vices use a uni�ed heavy communication framework (e.g., RPC)
through Network Interface Cards (NICs), and “randomly” schedule
the microservices based on resource constraints. Secondly, the very
limited GPU global memory constraints the deployment of GPU
microservices, but the machine resources are often considered un-
limited when deploying CPU microservices [63]. Moveover, GPU
microservices contend for SMs (shown at ¬), global memory capac-
ity and bandwidth (shown at ­), and PCI-e bandwidth (shown at ®)
that are not considered before. Thirdly, they relied on sophisticated
resource isolation mechanisms (e.g., Cache Allocation Technology),
but there is no such support on o�-the-shelf GPUs.

This work aims to maximize the throughput of a multi-stage
user-facing service with QoS guarantee. As the load of service varies
and the contention situations are only known at runtime, an o�ine
method is not applicable for e�ectively deploying GPU microser-
vices. This work resolves this problem based on two main insights.
1) The communication overhead should be the �rst-class factor
while deploying GPU microservices. Deploying the microservice
graph based on the interconnect topology of GPUs matters for GPU
microservices. 2) The optimal deployment changes dynamically
due to factors such as real-time user load, performance/resource
trade-o�s, resource contention, and communication overhead.

We propose a runtime system named Astraea to achieve the
above purpose. Astraea is composed of an online performance pre-
dictive model, a microservice deployment policy, and an auto-scaling
communication framework. Without assuming resource isolation on
GPU, Astraea uses the online predictive model to predict the shared
global bandwidth usage, duration, and throughput of each GPU
microservice under various resource con�gurations. Based on the
prediction, Astraea dynamically tunes the microservice deployment.
In Astraea, microservices communicate through the auto-scaling
communication framework. When the deployment changes, the
communication framework automatically scales based on the cur-
rently used hardware topology and microservice location. It also
eliminates the expensive data transfer between main memory and
global memory for the microservices on the same GPU, by propos-
ing global memory-based communication.

This paper makes four main contributions.

• Comprehensive characterization ofGPUmicroservices.
The characterization helps address the challenges in manag-
ing GPU microservices.
• Anonlinemicroservice performance predictor.TheML-
based predictor can precisely predict global bandwidth usage,
duration, and throughput of each GPU microservice under
various resource con�gurations.
• A lightweight deployment policy for GPU microser-
vices. The policy considers communication overhead, global
memory capacity, shared resource contention, and pipeline
stall when managing the GPU resources.
• An auto-scalingGPU communication framework. Sim-
ilar to the uni�ed communication frameworks, Thrift [2] and
gRPC [11] for CPUs, the proposed framework enables auto-
scaling without modifying the microservice source codes, no
matter if the microservices are on the same GPU, di�erent
GPUs, or di�erent nodes.

We implement Astraea and evaluate it on a GPU server with
two Nvidia 2080Ti GPUs, and three DGX-2 machines with Nvidia
V100 GPUs. Astraea e�ectively increases the supported peak load
by up to 82.3% compared with Laius [80] and 45.1% compared with
FIRM [63], while ensuring the required QoS.

2 RELATEDWORK
There have been some e�orts on related topics: GPU resource man-
agement and microservice architecture.

There have been some resource allocation or scheduling work
for GPU co-location. TimeGraph [49] and E�Sha [23] used priority-
based scheduling to guarantee the performance of real-time ker-
nels on GPUs. Prophet [24] identi�ed “safe” co-locations where
the performance interference would not result in QoS violations.
DART [76] employed a pipeline-based scheduling architecture with
data parallelism, where heterogeneous CPUs and GPUs are ar-
ranged into nodes with di�erent parallelism levels. Baymax and
GrandSLAm [25, 47] reordered GPU kernels for ensuring QoS of a
user-facing task at co-location on GPUs. Salus [78] and G-NET [79]
designed e�ective task sharing models on GPUs. These queuing-
basedmethods are not applicable to themodern spatial multitasking
GPUs where kernels share SMs spatially.
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There have been some prior works on eliminating QoS viola-
tions for CPU microservices. Bao et al. [18] analyzed the perfor-
mance degradation of microservices and developed a work�ow-
based scheduler to minimize latency and improve utilization. Based
on the workloads’ characteristics, HyScale and ATOM [41, 50] de-
signed resource controllers that combine horizontal and vertical
scaling with dynamic resource division to improve the processing
time of microservices. Considering the complexity of performance
prediction, Seer [38] proposed an online performance prediction
system. FIRM [63] and Sinan [82] presented ML-based frameworks
for resource sharing across microservices based on isolation tech-
niques for shared resources. They are not applicable to GPU mi-
croservices lacking isolation support on GPUs.

Aiming at a single RNN inference model instead of general
microservices, BatchMaker [40] improved both the latency and
throughput of RNN inference using cellular batching. But the cel-
lular batching is not applicable to DNNs with �xed inputs such as
CNNs and MLPs applications, while Astraea can handle various
microservices. Nexus [69] provides a mechanism to breakdown
end-to-end SLO into di�erent stages in the context of DNN models.
These works do not consider the dependency relationship between
microservices as Astraea does. They ignored the characteristics
of the microservice architecture, thus resulted in the ine�cient
pipeline and low resource utilization compared with Astraea.

3 PERFORMANCE ISSUES OF GPU
MICROSERVICES

In this section, we characterize GPU microservices, show perfor-
mance issues, analyze the shortcomings of existing work, and dis-
cuss the deployment challenges.

3.1 Benchmarks and Experimental Platforms
Table 1 lists the benchmarks that cover a wide spectrum of real
multi-stage GPU applications. The benchmarks include six AI-based
GPU microservices from AIbench [1], and a cloud gaming bench-
mark. The benchmarks re�ect the real productions: natural lan-
guage processing (text-to-text), image processing (img-to-img), image
generation (text-to-img), image caption (img-to-text), speech synthe-
sis (text-to-speech), speech recognition (speech-to-text), and cloud
gaming. Since cloud gaming mainly involves rendering and image
compression [42] and there is no standard benchmark, we build the
cloud gaming benchmark using open-sourced implementations of
rendering and compression [5, 9]. Nvidia Data Loading Library [14]
is used for data preprocessing between microservices.

We use two Nvidia RTX 2080Ti GPUs as the experimental plat-
form and choose four workloads from Table 1 to investigate the
performance issues. Our study does not rely on any speci�c feature
of 2080Ti, it can be applied to other GPUs.

3.2 Characterizing GPU Microservices
The latency of a multi-stage user-facing query is determined by the
processing time of each stage and the communication time between
the stages, the throughput is determined by the throughput of each
stage. In order to maximize the supported throughput of service and
ensure the required latency target, a microservice system should
resolve four problems.

Table 1: Seven representative GPU microservices

Workload Microservices Algorithm Language

Img-to-img [17] Face recognition FR-API [8] PYTHON&
Image enhancement FSRCNN [33] CUDA

Img-to-text [73] Image feature extraction VGG [70] C++ &
Image caption LSTM CUDA

Text-to-image[66] Semantic understanding LSTM [67] C++&
Image generation DC-GAN [64] CUDA

Text-to-text [65] Text summarization BERT [32] PYTHON&
Text translation Opennmt [16] CUDA

Text-to-speech [61] Text-to-wave Deep Voice 3 [32] PYTHON&
Waveform synthesis WaveNet [16] CUDA

Speech-to-text [46] ASR LSTM [67] PYTHON&
Machine Translation LSTM [67] CUDA

Cloud Gaming [12] 3D Rendering RayTracing [5] C++&
Image compression FFmpeg [9] CUDA
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Figure 2: Breaking down the end-to-end latency.

1) Large communication overhead. GPU microservices com-
municate through the host main memory inside the node but
through Network Interface Card (NIC) cross nodes. Taking image-
to-image as an example, when the batchsize is 32, the microservice
“face recognition” transfers 253.125MB data to the microservice
“image enhancement”. The latency increases by 17% when shift-
ing inter-node deployment to cross-node deployment. Even if the
microservices are on the same GPU, the communication is still
expensive. In Figure 1, whenm1 sends the result to the next mi-
croservicem2, its data is �rst transferred from the global memory to
the host memory, and then transferred back to the global memory
used bym2. Figure 2 shows the breakdown of the end-to-end laten-
cies of the benchmarks when the microservices are on the same
node. The communication takes 26.4% to 46.9% of the latency. It is
crucial to minimize the communication overhead when deploying
multi-stage GPU microservices.

2) Require adaptive uni�ed communication. The appropri-
ate deployment of multi-stage service changes with di�erent hard-
ware. The appropriate deployment also changes with the load of a
service in the scenario of minimizing resource usage. In this case,
the upstream/downstream communication target and method(e.g.,
from main memory-based communication to NIC-based communi-
cation, and vice versa) vary. We need to take di�erent communi-
cation patterns as the �rst-class factor during resource scheduling
and deploying. A uni�ed low overhead communication framework
that scales according to the deployment without modifying the
source code of microservices is required.

3) Limitation on global memory space. Figure 3 shows the
global memory usage and the corresponding GPU utilization when
the �rst microservice of img-to-img and the second microservice of
cloud gaming use di�erent batchsizes. As shown in the �gure, the
global memory of GPU is only able to host the microservice with a
batchsize smaller than 256, where the GPU utilization is lower than
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Figure 4: QoS violation with intuitive SM allocation policies.

37% and 35%. In this situation, we are not able to deploy multiple
instances of a global memory-consuming microservice on a GPU.

4) Shared-resource contention.A service achieves the highest
throughput when its stages have identical throughputs due to the
pipeline e�ect. An intuitive policy is carefully allocating SMs based
on the o�ine pro�les of microservices so that the throughputs
of the stages are identical, and the aggregated processing time is
shorter than the QoS target.

However, the o�ine policy often results in the QoS violation.
Figure 4 illustrates the QoS violation of benchmarks using this
policy. In the �gure, the stars represent the normalized 99%-ile
latencies of the benchmarks (the right y-axis). The bars “stage1/2
(o�ine)” and “stage1/2 (co-located)” represent the o�ine-pro�led
and actual processing time of microservice stages respectively (the
left y-axis). As observed, the actual processing time of the stages
is longer than their o�ine time, and all the benchmarks su�er
from QoS violations. This is mainly because the microservices on
the same GPU contend for PCI-e bandwidth and global memory
bandwidth, although the SMs are explicitly allocated. It is crucial
to handle the unstable runtime contention due to the dynamic
microservice deployment.

3.3 De�ciencies of Prior Work
Several prior works target similar problems. Laius [80] manages
the SM allocation to ensure the QoS of a single application, while
the performance of the co-located low priority applications can be
sacri�ced. It is not applicable for GPUmicroservices through simple
adaption for three reasons. 1) It ignores the pipeline interaction
between microservices. There is no support to breakdown the QoS
of the entire service into the latency requirements of each microser-
vice stage. 2) Ensuring the QoS of a microservice stage may result
in the long processing time of other co-running microservices. 3) It
does not consider the deployment of microservices across multiple
GPUs even multiple nodes.

FIRM [63] and SINAN [82] minimize the resource usage of tradi-
tional CPU microservices while ensuring the required QoS. Since
the communication overhead takes a minor part of the latency for
CPU microservices (e.g. 5% in DeathStarBench [37]), all the mi-
croservices communicate through sockets based on NIC. They use
Kubernetes to randomly deploy microservices after the resources
are allocated without considering di�erent communication pat-
terns. On the contrary, optimizing the communication mechanism
is crucial for the GPU microservices. In addition, the main memory
can be easily scaled to meet the requirements for CPU microser-
vices. FIRM [63] and SINAN [82] are more focused on fast resources
(e.g., cores, LLC, memory bandwidth, main memory) reallocation
between microservices. There are not such isolation techniques
available on GPUs. And the global memory in the GPU is limited,
which should be considered in the microservice deployment.

We also compare Astraea with Laius and FIRM through extensive
experiments in Section 8.

3.4 Design Principles of Astraea
Based on the characterization study in Section 3.2, we design As-
traea following four principles.

(1) Themicroservice deployment onGPUs should consider
the di�erent communication overheads. The communication
overhead across nodes, across GPUs on the same node, and on a
GPU show great gaps. Astraea should consider such di�erences
when deploying GPU microservices, due to the relatively large data
among stages. It is better to use the fewest nodes to host a service
for the low cross-node overhead.

(2) The communication overhead between microservices
on the same GPU should be reduced. The CPU-GPU data trans-
fer between microservices results in the long end-to-end latency.
The PCI-e bandwidth contention also leads to increased communi-
cation overhead and long latency.

(3) Microservices have to be scheduled across GPUs/nodes
considering the limited global memory space. Since global
memory space is one of the resource bottlenecks for a GPU, Astraea
should be able to use multiple GPUs to host an entire multi-stage
user-facing service.

(4) The microservice pipeline e�ciency should be max-
imized while achieving the required QoS online. Since the
pipeline e�ciency is a�ected by both the percentage of SM re-
sources allocated to each microservice and the runtime contention
behaviors, Astraea considers runtime contention of the shared re-
sources (e.g., global memory bandwidth).

4 THE ASTRAEA METHODOLOGY
Figure 5 shows an overview of the Astraea system. Astraea maxi-
mizes the supported peak load of a multi-stage GPU service while
ensuring the desired 99%-ile latency target. To achieve this pur-
pose, Astraea comprises an online performance predictive model, a
microservice deployment policy, and an auto-scaling communication
framework.

The performance model predicts the duration, and shared re-
source usage of a microservice stage if it is allocated a given number
of SMs in a GPU (Section 5). Di�erent from other performance mod-
els, our model also predicts the shared resource usage (e.g., the
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Figure 5: Design overview of Astraea.

consumed global memory bandwidth). The shared resource usage
is used to quantify the runtime contention between microservices
on a GPU since only the SMs can be explicitly allocated. We also use
the process pool technique [80] to enable dynamic SM allocation.

The microservice deployment policy distributes the microser-
vices to the available GPUs, based on the predicted performance,
the requirement on minimizing communication overhead, and the
requirement on making the throughputs of the stages identical
(Section 6). One challenging part here is that some microservices
may not scale well with the number allocated to SMs or some GPUs
only have small numbers of free SMs. We therefore propose to use
both multi-instance and SM allocation techniques to balance the
throughput of the stages. Another challenge is restricting the perfor-
mance degradation caused by the runtime contentions, by �nding
an appropriate trade-o� between the communication overhead and
the resource contention on each GPU.

As the communication patterns between microservices vary
with GPU and node interconnect topologies, the communication
framework adapts the communication no matter the microservices
are on the same GPU, on the same node, or on di�erent nodes
(Section 7). The communication framework also proposes global
memory-based communication to eliminate unnecessary global
memory-main memory data transfer.

Astraea �rst collects the performance data of each microservice
online, and trains the performance predictor until its accuracymeets
requirements. When the load/resource changes, Astraea predicts
the performance and shared resource usage of each microservice
under di�erent resource con�gurations. According to the predic-
tion, the deployment policy determines the percentages of SMs and
the number of instances allocated to each microservice. At the same
time, Astraea uses a communication-aware deployment strategy to
deploy all instance while ensuring QoS target. Once the microser-
vice deployment is determined, the auto-scaling communication
framework will automatically select the appropriate upstream and
downstream microservices to communicate based on the resource
topology and load balancing, and choose the best communication
method(through global memory, Nvlink, etc).

5 PREDICTING PERFORMANCE AND
RESOURCE USAGE

The ine�cient microservice pipeline is due to the contention of
shared resources and the di�erent throughputs of the microservice
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Figure 6: Errors of predicting duration, global memory
bandwidth and throughput with GBDT, LR, and RF.

stages. Astraea predicts the processing duration, the global mem-
ory bandwidth usage, and the throughput of each microservice to
support the e�cient resource allocation policy. The task duration
denotes the period time from when a user query is received to the
time point when the microservice gets its result. The task through-
put represents the number of queries that can be processed per
second at each microservice. Besides, Astraea also predicts the
FLOPs (�oating point operations) and the required global memory
space of the microservices with di�erent workloads.

For each microservice, we use the microservice’s input param-
eters, input data size, batchsize and percentage of computational
resources as input features, since they dominate a microservice’s
performance. All the input features can be collected with Nsight
systems [15] online on the backup server (an independent server).

More precisely, to build a performance model for a microservice,
we submit queries with random inputs, execute them with di�er-
ent computational resource quotas and collect the corresponding
input features online. In order to guarantee the accuracy of the
performance model, Astraea collects online data continuously, in-
crementally updates the training set, and train the model until the
accuracy of the model reaches a pre-de�ned threshold (e.g., 90%).
We randomly select 80% of the samples to trains the model and use
the rest to evaluate the accuracy of the trained model.

When a batch of new samples are obtained (e.g., 100 samples), we
�rst predict its performance with the current ready-trained model.
If the accuracy is higher than the threshold, the model training
stops. Otherwise, the new batch of samples are used to further
update the model incrementally. During online training, queries are
executed in solo-run mode to avoid resource contention. Based on
the prediction results, at most 200×10=2000 samples (200 di�erent
inputs and 10 di�erent percentages of computational resources
increasing from 10% to 100% with step 10%) are su�cient for each
microservice, as the modeling method is not sophisticated.

Since the QoS target of a user query is within hundreds of mil-
liseconds to support smooth user interaction [30], it is crucial to
choose the modeling technique that shows both high accuracy and
low complexity for online prediction. We evaluate a spectrum of
low latency algorithms for the performance prediction: Linear Re-
gression (LR) [68], Gradient Boosting Decision Tree (GBDT) [75],
and Random Forest [20].

Figure 6 presents the prediction errors with LR, GBDT and RF af-
ter 60 minutes training. GBDT and RF show high accuracy (95.75%
and 92.08%, respectively) for predicting the microservice perfor-
mance. We also measured the execution time of di�erent prediction
models. The time of predicting with GBDT is shorter than 1ms,
while the RF model runs longer than 5ms. We therefore choose
GBDT as our performance modeling technique.
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6 DEPLOYING MICROSERVICES
In this section, we discuss the resource allocation and microservice
deployment in Astraea. We �rst determine the resource allocation
for each microservice instance, and then identify an appropriate
microservice deployment across nodes/GPUs.

6.1 Contention-Aware Resource Allocation
Based on our accurate features and precise prediction, we design a
contention-aware resource allocation policy. Speci�cally, we �rst
estimate the minimum number of GPUs based on the load pressure
level to deploy a multi-stage service. Then, the SMs of the GPUs
are allocated to each microservice.

Determine the minimum number of GPUs. When the load
of a service is high, deploying its microservices on a single GPU
leads to serious resource contention. Occupying multiple GPUs
requires careful selection of the number of GPUs to avoid resource
waste and minimize the expensive cross-node communication. In
this case, Astraea uses the predicted number of �oating-point opera-
tions and the global memory footprint ofmicroservices to determine
the minimum number of GPUs required as shown in Equation 1.
The parameters are de�ned in Table 2. In the equation, the compu-
tational ability and the global memory space are the two factors to
determine the number of required GPUs.

n = MAX (

∑n
i=1 C(i , s)

G
,

∑n
i=1 M (i , s)

F
) (1)

Fined-grained resources allocation.Once the number of GPUs
is determined, Astraea allocates resources to microservices.Directly
allocating resources based on the performance prediction in Sec-
tion 5 cannot ensure the QoS of GPU microservices due to the
contention on shared resources.

We therefore formalize the resource allocation problem to be a
single-objective optimization problem with multiple constraints on
shared resource usage in Equation 2. The designed object function
is to maximize the smallest throughput of microservices in a multi-
stage service, while ensuring the end-to-end latency shorter than
the QoS target. Without loss of generality, we consider user-facing
applications with various microservice dependency graphs. Our
design does not depend on any speci�c microservice dependency.

There are �ve constraints in the optimization problem. 1) The
accumulated global memory bandwidth required by all themicroser-
vices on a GPU should be less than its available global memory
bandwidth. 2) The accumulated SM quotas allocated to concur-
rent instances should not exceed the overall available SMs. 3) The
number of microservice instances on a GPU should not exceed 48
(MPS allows at most 48 client-server connections per-device). 4)
The global memory capacity should be smaller than the GPU global
memory limit. 5) The latency required for the entire service should
be smaller than the QoS target.

In a complex service, the latency of a user request is determined
by the Critical Path (CP, the path of the maximal duration) of the
execution graph. One problem here is that the CP of a service
changes based on the performance of microservice instances, the
allocated resources, and underlying shared-resource contention. It
is not applicable to statically identify the CP of service through
o�ine analysis. We therefore identify the CP of service online
using the weighted longest path algorithm [55]. In the algorithm,

Table 2: The variables used in the optimization problem

Variable Varible description Provided by
Ai The i th part of a multi-stage service A Benchmarks
pi The resource quotas of the i th microservice Section 6.1
s The batchsize of Microservice Ai scheduler
n The total number of GPUs Section 6.1
BW The available global memory bandwidth Nvprof
I The maximal client CUDA contexts per-device Volta MPS
R The overall computational resources respectively Nvprof
Ni The number of the i-th microservice’s processes Scheduler
f (pi , s) The predicted throughput of Ai Section 5
b(pi , s) The predicted global mem. BW usage of Ai Section 5
д(pi , s) The predicted latency of Ai Section 5
M (i , s) The global mem. footprint of Ai with batch size s Section 5
C(i , s) The �oat point operations of Ai with batch size s Section 5
G The GFLOPS of the used GPU Nsight compute
T rans The communication overhead Section 7
CP End-to-end latency with CP Section 6.1
F The global memory capacity of the used GPU Nvprof

we take into account the communication overhead (Trans) and
computation patterns in microservice architectures.

Objective = MAX (minni=1 Ni × f (pi , s))

Constraint-1:
∑n

i=1 Ni × pi ≤ n × R, 0 ≤ pi ≤ R

Constraint-2:
∑n

i=1 Ni ≤ n × I , 0 ≤ Ni ≤ I

Constraint-3:
∑n

i=1 Ni × b(pi , s) ≤ n × BW

Constraint-4:
∑n

i=1 Ni ×M (i , s)) ≤ n × F

Constraint-5: CP (
∑n

i=1 д(pi , s),T rans) ≤ QoS

(2)

In Equation 2, we assume a service has n microservice stages.
Table 2 lists the variables in Equation 2. f (pi , s), b(pi , s) and д(pi , s)
are the predicted throughput, global memory bandwidth usage and
latency of the i-th microservice when it is allocated pi SM quotas
respectively. The optimal number of instances for eachmicroservice
stage and the resource quotas can be obtained by solving Equation 2.

Resource allocation space exploration. Given the large re-
source allocation space in microservices, it is essential to quickly
identify the boundaries of that space that allow the service to meet
its QoS. Assuming we are deploying M microservice stages on n
GPUs, the SM allocation granularity is P (in % of a GPU’s SMs), and
the maximum number of instances in each microservice stage is N .
In this case, there areCM−1

n
P −1
×NM possible allocation combinations.

When n = 10,M = 20, P = 10%, N = 10, there are 1.07× 1040 possi-
ble resource allocation combinations. It is impossible to enumerate
all the combinations with reasonable time at runtime.

Many algorithms can be used to solve optimization problems,
such as heuristics approaches [34, 72] and reinforcement learning
(RL). RL is recently widely used in CPU resource scheduling prob-
lems [58, 63]. We do not choose such a black-box method because
of its data starvation, in which a large number of real samples are
needed to achieve good results.

We use a heuristics approach that e�ectively avoids local optima
to solve the problem. To enable quick convergence, we employ the
Epsilon-Greedy algorithm, which is one of the widely adopted ran-
domized greedy algorithms in this domain [57]. It has low overhead
(10ms) according to our experiments. Even if the prediction was
slightly inaccurate, a common compensation mechanism [83] can
be adopted to solve it. However, there is no QoS violation caused
by inaccurate prediction in our experiments.
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6.2 Identifying Appropriate Deployment
Randomly deploying microservices like FIRM results in QoS viola-
tion due to the large communication overhead, although the above
step �nds the number of instances for each stage and the computing
resource quotas needed for each instance.

As the communication across node show much higher overhead
than intra-node, Astraea �rst minimizes the cross-node communi-
cation. Speci�cally, the cross-node deployment �rst allocates mi-
croservice stages to multiple servers if a server is not capable to host
an excessive number of microservices. On each node, cross-GPU
deployment deploys the instances of the allocated microservice
stages to multiple GPUs.

Algorithm 1: Clustering of Microservice Stages
Input :The computing requirements of the n stagesC1, · · ·Cn
Input :Balanced distance matrix for the n stages X (nxn)
Output :The k clusters A1, · · ·Ak
Parameter :The remaining computing power of the k nodes R1, · · · Rk

1 Initialize R1, · · · Rk with the full computing power of the k nodes;
2 Select k inital stages which are far from each other;
3 Assign the inital stages to the corresponding k clusters A1, · · ·Ak ;
4 Update R1, · · · , Rk according to the initial k clusters;
5 Put the rest n − k stages into set Rest
6 while Rest is not ∅ do
7 Randomly select a stage i in Rest
8 Select cluster Aj withmin(Disti ,Aj ) and Rj > Ci ;
9 Add stage i into cluster Aj ;

10 Update Rj ← Rj −Ci ;
11 Remove stage i from Rest ;
12 Return A1, · · ·Ak ;

6.2.1 Cross-Node Deployment. The principle here is to minimize
the inter-node communication overhead. We formalize the cross-
node deployment as a graph min-cut problem. Each microservice is
a node in the graph and the communication between microserives
corresponds to the edge between two nodes. The communication
data sizes are used as the weights of the edges. Our policy tries
to divide the graph into N (the number of nodes in the cluster)
subgraphs while minimizing the aggregated weight of the broken
edges. We therefore propose a Balanced-Kmeans++ algorithm opti-
mized for the min-cut problem. This algorithm generates k clusters
of microservice stages to be mapped to the k nodes. Algorithm 1
shows the details of the clustering algorithm for microservice stages.
The algorithm adapts the Balanced-Kmeans++ with a constraint on
the size of a cluster due to the limited computing power of a node.
Compared with traditional Kmeans++, it also avoids assigning too
many stages to one single node.

Disti ,Aj =

{
∞ otherwise
Σm∈Aj Xi ,m i f {m |Xi ,m , ∞} , ∅

(3)

To e�ectively locate the high communication overhead, we also
carefully design the distance used in algorithm 1. First, the distance
between stage i and j is de�ned as Xi , j = 1/Comi , j where Comi , j
is the transferred data volume. Besides, the distance between stage
i and cluster A is de�ned in Equation 3.

6.2.2 Intra-Node Cross-GPU Deployment. There are often many
microservices to be deployed on each node. Exhaustively searching
through the entire space for the optimal deployment brings long
search time that reveals in the end-to-end latency of queries.
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25%
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Figure 7: The microservice deployment scheme of Astraea.

We therefore propose a search strategy to quickly �nd out a rea-
sonable deployment scheme through adaptive pruning as shown in
Figure 7. The idea of pruning is �nding the appropriate trade-o� be-
tween inter-GPU communication and shared resource contention.

When deploying the instances of a microservice stage, if the
data transmitted between two adjacent stages is particularly large,
Astraea deploys the adjacent stage on the same GPU or topo-close
GPUs (with smaller communication overhead). For the resource
contention, we sort the remaining GPUs according to their available
resources. The partial ordering of GPU resources is related to the
characteristics of microservices. As the global memory capacity is
a major resource bottleneck for GPU microservices, Astraea sets it
as the highest priority in the deployment scheme.

Astraea prefers to deploy microservices on GPUs with fewer
free resources. In this way, Astraea avoids excessive resource frag-
mentation available in the resource pool. Also deploying instances
of the same stage on the same GPU as much as possible enables
resource sharing among the instances from the same application,
reducing the global memory consumption.

7 AUTO-SCALING COMMUNICATION
FRAMEWORK

When the load ofmulti-stage service changes, the number of GPUs/n-
odes changes in consequence and the microservices are also dynam-
ically deployed. For intra-node communications between microser-
vice instances, servers (such as the DGX-1) have both inter-GPU
point-to-point (P2P) interconnects such as NVLink (20-25GB/s) [35]
and shared interconnects such as PCIe (8-12GB/s). For cross-node
communications, however, Remote Procedure Call (RPC) is often
used. An auto-scaling communication framework is required so
that the microservices are able to freely communicate with each
other without modifying the source code.

7.1 Uni�ed Communication API
We propose a uni�ed communication API for the programmers.
With our API (Listing 1), developers only need to set a unique
identi�er for each stage with SetStaдeIdenti f ier and then spec-
ify the following stages by AppendSuccessorStaдe . The actual data
is transferred through function publish and receive . Speci�cally,
The auto-scaling communication framework includes a central con-
troller. After the deployment, each instance will communicate with
the central controller and send its location(which Node, which GPU)
to the controller. The central controller will return the upstream
and downstream services that each microservice should communi-
cate with based on the location of all microservices and load bal-
ancing. The auto-scaling communication framework will bind the
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Figure 8: The global memory based communication.

fastest communication channel (global memory-based or NVlink)
to each instance. Once the deployment changes, the communication
framework updates and rebinds the new communication channel
automatically without any code change.

Listing 1: Interface of Uni�ed Communication Mechanism
1void SetStageIdentifier(string unique_id);
2void AppendSuccessorStage(string unique_id);
3void publish(void * data, size_t size);
4void receive(void** pdata, size_t* size);

7.2 Optimizing Intra-GPU Communication
The microservice instances run in di�erent processes. In this case,
adjacent microservices (e.g.,M1 andM2 in Figure 1) communicate
by copying data back and forth between GPU global memory and
the CPU main memory. However, the data passed fromM1 toM2
is already in the global memory space of M1, although M2 is not
allowed to access the data directly.

IfM1 is able to share the data withM2, the expensive memcpy
(device to host, host to device) can be eliminated, and the latency
of a query can be further reduced. The PCI-e overhead caused by
the memcpy is also eliminated. We propose and implement a global
memory-based intra-GPU communication in our communication
framework.

In the mechanism, the results ofM1’s instances is temporarily
stored in the global memory, only the data handler is passed toM2.
The instances ofM2 are able to access results from the global mem-
ory directly through the data handler. Figure 8 illustrates the design
of the global memory-based communication. The mechanism can
also be used for cross-GPU communication, if gpuDirect based on
NVLink is enabled.

As shown in Figure 8(a), it is possible that there are multiple
instances for bothM1 andM2. To this end, a producer-consumer
protocol is adopted to ensure the correctness of the communication.
As shown, Astraea creates a shared bu�er for each microservice
pair and creates a store lock S_Sem1 and a load lock L_Sem1 to
record the occupancy of the bu�er. The locks are achieved through
the main memory.

In more detail, whenM1 passes its result toM2 on the same GPU,
its process on the host passes a global memory handle (8 bytes) to
the process ofM2 on the CPU side (Figure 8(b)). OnceM2 gets the
data handle, it is able to directly access the data from the global
memory. The transfer of data handle is implemented using the
CUDA IPC [13]. The sender process gets the IPC handle for a given
global memory pointer using cudaIpcGetMemHandle(), passes it to
the receiver process using standard IPC mechanisms on the host
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Figure 9: Communication overhead with themainmemory-
based and global memory-based mechanisms.

side, and the receiver process uses cudaIpcOpenMemHandle() to
retrieve the device pointer from the IPC handle.

Figure 9 shows the communication time of four benchmarks with
the default and the global memory-based mechanisms. The two
microservices do not contend for the PCI-e bandwidth. As observed,
global memory-based communication greatly reduces the overhead
when the data is larger than 0.02MB. The larger the data is, the more
performance gain is achieved. If the data size is small (e.g., only 2
bytes), using memcpy takes a shorter time. This is because CUDA
IPC incurs a small, �xed overhead when probing, transferring, and
decoding the IPC handle in the global memory-based mechanism.
For services that adopt large batchsizes, the transmitted data is
usually larger than 0.02MB. A hybrid communication mechanism
based on the size of the data is achievable if needed.

8 EVALUATION OF ASTRAEA
In this section, we evaluate Astraea in maximizing the supported
peak load, while ensuring the required QoS.

8.1 Experimental Setup
We evaluate Astraea with the benchmarks in Table 1 on a machine
equipped with two Nvidia RTX 2080Ti GPUs and three DGX-2
machines [60] equipped with V100 GPUs. Table 3 summarizes the
software and hardware experimental con�gurations. Astraea does
not rely on any special hardware features of 2080Ti or V100, and is
easy to be set up on later GPUs (e.g., A100). The peak global memory
bandwidths of 2080Ti and V100 are 616 GB/s and 897 GB/s [59].
Except the large scale evaluation in Section 8.5 and Section 8.6, the
experimental results are from the machine with 2080Ti.

Load Generation. To represent a production environment, we
provide an open-loop asynchronous workload generator to simu-
late users’ requests. The arrival time of user requests follows an
exponential distribution as in CPU microservices [37]. In Astraea,
users’ requests are executed in batches. If a request in the batch is
about to be timed out, Astraea patches some empty requests into
the batch, and starts pipeline inference in order to satisfy the QoS
requirement.

Comparison Baselines. Since the multi-stage GPU service is
a timely topic, we �nd few prior work. We therefore compare As-
traea with state-of-the-art resource management system for CPU
microservice FIRM [63] and the resource management work for
GPU co-locations Laius [80]. When adapting FIRM for GPUs, we
implement its idea to GPU microservices, and �nd the optimal re-
source allocation o�ine (i.e., the tuneable con�gurations, SMs and
the number of instances) without QoS violation for each microser-
vice. The optimal allocation is identi�ed in a brute force way to
eliminate the runtime overhead of reinforcement learning in FIRM.
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Figure 10: The throughput of the benchmarks with FIRM, Laius and Astraea. The stars show the normalized 99%-ile latencies
of the benchmarks with Astraea (corresponding to the right y-axis).

Table 3: Hardware and software speci�cations.

Speci�cation

Hardware

Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40GHz
Two Nvidia GeForce RTX 2080Ti

Intel(R) Xeon(R) Platinum 8168 CPU @ 2.70GHz
NVIDIA DGX-2 with 16 Tesla V100s-SXM3

Software Ubuntu 16.04.5 LTS with kernel 4.15.0-43-generic
CUDA Driver 410.78 CUDA SDK 10.0 CUDNN 7.4.2

We adapt Laius to microservices by taking the stage with the
lowest throughput as the non-QoS task to maximize its through-
put while ensuring the total latency of all stages. Since Laius is
designed for a single GPU, for fair comparison, we schedule two
microservices of a benchmark on one GPU using Laius. The total
throughput of the benchmark for Laius is calculated as the mini-
mum throughputs of all the GPUs. The QoS target of a user query
is ranging from 50ms to 200ms according to 1.5X solo-run duration
of each application and is de�ned as the end-to-end 99%-ile latency.

8.2 Maximizing Throughput and Guaranteeing
QoS

Since a server is capable to host a benchmark, we �rst conduct
experiments on a single server. Figure 10 shows the throughput
of benchmarks with FIRM, Laius and Astraea, while ensuring the
99%-ile latency target. In this �gure, x-axis shows the batchsize.
The GPU throughput is de�ned as the supported peak load pressure
for multi-stage applications while guaranteeing 99%-ile tail latency.
Astraea increases the throughput of benchmarks by 15.5% to 45.1%
compared with FIRM, and by 10.9% to 82.3% compared with Laius.

FIRM shows low throughput because it ignores the impact of
communication overhead and resource contention when deploying
the microservices. As FIRM randomly deploys the microservices on
the GPUs of a single node, it incurs large communication overhead
and unnecessary shared resource contention. In this case, to amor-
tize the overhead, it allocates more resources to each microservice
for speeding up the execution. The large communication overhead
results in low throughput while ensuring the QoS. Meanwhile, Laius
su�ers from high PCI-e contention without global memory-based
communication and ignores the pipeline e�ciency. It achieves a
slightly lower throughput compared with FIRM, because FIRM con-
siders multiple instances (scale-out) while Laius only adjusts the
resources of each microservice.

Table 4 shows the number of instances in each microservice
stage, and the percentage of SMs allocated to each microservice
instance with Astraea. For the stage that has a long processing time

Table 4: The detailed resource allocation with Astraea.

img-to img-to text-to text-to speech text-to cloud
img text img text to-text text gaming

batchsize1 (9, 10%) (2, 10%) (2, 10%) (1, 30%) (4, 20%) (8, 10%) (2, 30%)
(1, 10%) (8, 10%) (8, 10%) (1, 20%) (2, 10%) (1, 20%) (2, 20%)

batchsize2 (9, 10%) (2, 10%) (1, 10%) (1, 30%) (4, 20%) (8, 10%) (2, 30%)
(1, 10%) (8, 10%) (4, 20%) (1, 20%) (2, 10%) (1, 20%) (2, 20%)

batchsize3 (9, 10%) (1, 10%) (1, 70%) (1, 10%) (6, 10%) (9, 10%) (3, 20%)
(1, 10%) (9, 10%) (1, 10%) (1, 70%) (3, 10%) (1, 10%) (10, 40%)

batchsize4 (4, 20%) (1, 10%) (1, 90%) (1, 10%) (6, 10%) (8, 10%) (3, 20%)
(1, 10%) (9, 10%) (1, 10%) (1, 70%) (3, 10%) (1, 10%) (2, 20%)
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Figure 11: The resource usages of benchmarks under di�er-
ent load levels with Astraea, and the 99%-ile latencies of the
benchmarks with Astraea, Astraea-NC and Astraea-NG.

(e.g., stage 1 for img-to-img), Astraea automatically creates more
instances for it to increase the total throughput of the pipeline.

8.3 Considering Bandwidth Contention and
E�ect of Global Memory-based
Communication

Astraea makes sure that the accumulated bandwidth usage of mi-
croservices is smaller than the peak global memory bandwidth of
GPU. In this subsection, we verify the need of this constraint in de-
ploying microservices (the constraints in Equation 2). We compare
Astraea with Astraea-NC that disables the constraint in Astraea.

Figure 11 shows the 99%-ile latency of the benchmarks with
Astraea-NC. According to this �gure, Astraea-NC su�ers from QoS
violations in 14 out of the 21 test cases of the user-facing services.
For instance, img-to-img su�ers from up to 2X QoS violation at
high load level (level-3). The QoS violations are due to the global
memory bandwidth contention not being contained in Astraea-NC.

We also verify the need for the global memory-based commu-
nication. The blue line in Figure 11 presents the 99%-ile latency of
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Figure 12: Structures of arti�cial multi-stage GPU services.

benchmarks with Astraea-NG, an Astraea variation that disables
the global memory communication. Observed from Figure 11, 9 out
of the 21 test cases su�ering from QoS violations with Astraea-NG.
The QoS violation is due to the large communication overhead
between host memory and global memory.

In addition, Figure 11 reports Astraea’s resource usages and the
corresponding 99%-ile latencies under three loads, where the load
level i is higher than j, if i > j. According to this �gure, Astraea
reduces more resource usage when the load is lower, but always
guarantee the required QoS. Therefore, Astraea can �nely tune the
resource allocation and deployment based on di�erent loads and
the contention between the microservices on the same GPU.

8.4 Generalizing for Complex Microservices
To show the generalization of Astraea, we design several arti�-
cial benchmarks including the arti�cial three-stage benchmarks
and the benchmarks with a complex interconnect graph. Figure 12
shows the structures of the graphs in this section. The �rst set of
benchmark is based on three PCI-e intensive, compute-intensive
and memory-intensive scienti�c workloads in Rodinia [22]. The in-
tensities of compute intensive microservices and memory intensive
microservices is con�gurable.

We create 3×3×3 = 27 workloads using the arti�cial benchmarks
(3 microservices with di�erent compute intensities, 3 microservices
with di�erent memory access intensities, and 3 microservices with
di�erent PCI-e intensities) to evaluate Astraea for complexmicroser-
vices (Figure 12(a)). They are denoted by c1, c2, c3,m1,m2,m3, p1,
p2, and p3. ci /mi /pi is more PCIe/compute/memory intensive than
cj /mj /pj , if i > j.

Figure 13 shows the throughput of the 27 arti�cial benchmarks.
Astraea improves the throughput of the benchmarks by 37.8% com-
pared to FIRM, and by 39.7% compared with Laius. Figure 14 shows
the resource allocation of Astraea, where it launches di�erent num-
bers of instances of microservices, and allocates di�erent percent-
ages of the SMs to them. For example, Astraea launches 1 instance
of p1, 2 instances of c1, and 5 instances of m1 for the 1st bench-
mark. Astraea also allocates di�erent percentages of the SMs to the
same microservice in di�erent benchmarks. It reveals Astraea can
automatically adjust the resource allocation and deployment.

The second set of arti�cial benchmarks with complex graphs in
Figure 12(b) is based on one PCI-e intensive, two compute-intensive
and one memory-intensive workloads in Rodinia. We create 3 ×
2 × 1 × 3 = 18 workloads and Figure 15 shows the throughput of
benchmarks, where Astraea signi�cantly improves the throughput
by 38.1% and 32.1% compared to FIRM and Laius without QoS
violations.

Astraea is applicable to complex microservices because it does
not rely on speci�c features of the applications.
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Figure 13: The throughputs of the arti�cial benchmarks
with FIRM, Laius, and Astraea.
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Figure 14: Resource allocation for maximizing the through-
put of the benchmarks with Astraea.
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Figure 15: The throughputs of the benchmark with the
complex graph with FIRM, Laius and Astraea and the cor-
responding 99%-ile latencies in Astraea.

8.5 Large Scale Evaluation on DGX-2
Astraea is evaluated on a DGX-2 machine for maximizing the
throughput. Figure 16 shows the throughput of benchmarks, with
the ensured 99%-ile latency target, where the x-axis shows the
batch sizes. Astraea increases the throughput by 31.2% and 40.2%
compared with FIRM and Laius. It shows Astraea is scalable on
large-scale GPU machines.

High-end GPU servers, such as DGX-2, support GPU-to-GPU
direct communication based on Nvidia NVLink [35], without using
PCI-e bus. We also evaluate Astraea on DGX-2 with GPU-to-GPU
direct communication enabled. Figure 17 shows the throughput of
Astraea at maximum batchsize with GPU-to-GPU communication
enabled. Comparing Figure 16 with Figure 17, Astraea’s throughput
is increased by 26.4% on average bene�ting from the GPU-to-GPU
communication. However, FIRM and Laius cannot bene�t from the
GPU-to-GPU communication as they do not manage the deploy-
ment of microservices across multiple GPUs.

8.6 Scheduling Across Multiple Servers
To evaluate the e�ectiveness of Astraea’s cross-node deployment,
we evaluate Astraea with three DGX2 servers. For each node, we
use two V100 GPUs. We stretch the arti�cial benchmark above into
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Figure 16: The throughput of the benchmarks on DGX-2 with FIRM, Laius and Astraea. The stars show the normalized 99%-ile
latencies of the benchmarks with Astraea (corresponding to the right y-axis).
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Figure 17: Maximizing throughput with NVlink.
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Figure 18: The latency and throughput results of the bench-
marks on multiple servers with FIRM, Laius and Astraea.

the application with 21 microservices, including multiple copies of
PCIe/memory/compute-intensive tasks. And we randomly arrange
these microservices into 21 combinations. For communication be-
tween servers, we copy the shared data from the GPU to the CPU
memory and then use gRPC technology [11] to establish a TCP
connection between microservices.

As to the setting of baselines, for each combination, FIRM de-
ploys microservices on di�erent nodes using the default policy in
Kubenetes. Laius �rst manually �nds the segmentation method
with the least communication overhead, and then each server still
uses the previous Laius for resource management.

As shown in Figure 18, Astraea achieves higher throughput than
FIRM and Laius by 47.2% and 32.9%. On average, Astraea improves
the throughput by 30.2% compared with Laius while maintaining
the QoS. Observed from Figure 15 and 18, FIRM performs worse
when the microservice has a complex topology or more pipeline
stages. That is because FIRM ignores the impact of communication
overhead on the microservice deployment. Random deployment
causes resource contention and much communication overhead.

8.7 Overhead of Astraea
Training overhead. The overhead of training models for predict-
ing microservice performance is acceptable. Collecting the training

samples of all microservices and training process �nished within
60 minutes using a single GPU. As for the online predicting, each
prediction completes in 1 ms, which is much shorter than the QoS
target of a service. Resource allocation overhead. As stated in
Section 6, Astraea needs to solve the optimization problem us-
ing the simulated annealing algorithm to identify the appropri-
ate resource allocation and solve the deployment scheme using
balanced-Kmeans++. Our measurement shows that this operation
in our experiments completes in 10ms on a single CPU. We also
measured the overhead on a large-scale GPU microservice-based
application (50 microservices). Our scheduler can still complete
within 30ms. Communication overhead. Astraea needs to set
up global memory-based communication for microservices that
require data transfer. The setup operation for a pair of microser-
vices using CUDA IPC is only one-o� when the end-to-end service
is launched and completes in 1ms. To conclude, the overhead of
Astraea is acceptable for real-system deployment.

8.8 Architectural Implications
We discuss three architectural implications in this subsection.

(1) If we build a datacenter for lightweight multi-stage services,
it is more e�cient to use servers that equip with a single or a small
number of GPUs. For lightweight services, Astraea tends to run all
the microservice stages on a single GPU and use multiple GPUs for
independently responding to user requests (scale-out operation).
The global memory-based communication e�ectively works in this
situation. On the contrary, servers with multiple GPUs are more
suitable for the services that cannot be held by a single GPU, as
cross-node communication is time-consuming. In this case, Astraea
prefers to deploy adjacent stages with large communication data
to the same GPU/node.

(2) Weight-sharing technology can be used to reduce the global
memory footprint when multiple instances of microservice stages
are on the same GPU. However, it is not always the best to deploy
the instances of a microservice stage on the same GPU. This is
because these instances require the same types of shared resources,
and may bring serious resource contention. There is a trade-o�
between global memory consumption and other shared resource
contention.

(3) If a single model is extremely huge (e.g. GPT3 [21]), we can
split the model where the operators show di�erent characteriza-
tions, take some adjacent layers/ops as one microservice stage, and
apply Astraea to deploy the entire model.
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9 CONCLUSION AND FUTUREWORK
We propose Astraea to manage resources online for GPU microser-
vices. The resource allocation and deployment policy consider the
pipeline e�ciency, the shared resource contention, and the com-
munication overhead. An auto-scaling communication framework
with the global memory-based communication mechanism is also
proposed to enable e�ective GPU microservice communication. Ex-
perimental results show that Astraea increases the peak supported
load by up to 82.3% while achieving the desired 99%-ile latency
target compared with FIRM and Laius. Managing applications that
have both CPU and GPU components (though lacking in bench-
marks) would be interesting future work.
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