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Abstract In recent years, many organizations have prioritized efforts to detect
and treat mental health issues. In particular, office workers are affected by many
stressors, and physical and mental exhaustion, which is also a social problem. To
improve the psychological situation in the workplace, we need to clarify the cause.
In this paper, we conducted a 14-day experiment to collect wrist-band sensor data
as well as behavioral and psychological questionnaire data from about 100 office
workers. We developed machine learning models to predict psychological indexes
using the data. In addition, we analyzed the correlation between behavior (work
content and work environment) and psychological state of office workers to reveal
the relationship between their work content, work environment, and behavior. As
a result, we showed that multiple psychological indicators of office workers can be
predicted with more than 80% accuracy using wearable sensors, behavioral data,
and weather data. Furthermore, we found that in the working environment, the time
spent in ‘web conferencing’,‘working at home (living room)’, and ‘break time (work
time)’ had a significant effect on the psychological state of office workers.
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1 Introduction

In recent years, research on mental health and well-being has attracted a lot of
attention as a way to improve the quality of one’s personal and professional life [1, 2].
Smart sensing, machine learning, and data analytics have been rapidly utilized to get
new insights into human health, lifestyle, personality, and other human characteristics
and behaviors.

It has been studied that many physical and mental disorders appear in a variety
of physiological and behavioral manifestations before being diagnosed [3, 4]. If
everyday health and well-being can be monitored using ubiquitous sensors, this
assessment could help users reflect on their behaviors to prevent severe mental
and physical disorders and help clinicians monitor users’ conditions and diagnose
disorder. In our daily life, work occupies a major part of individuals’ days. It is
necessary for employees and individuals to design a workplace that impacts them
positively in order to enjoy a certain quality of life. Workplace stress, anxiety,
and depression are harmful to human health and productivity, with major financial
consequences. The number of companies that employ stress assessments to ensure a
high-quality work environment has risen by 12% in 2021 compared to 2012 [5]. In
addition, the number of companies that use the assessment results has also increased.

There are several reasons why companies should work to improve their employees’
mental health. The first reason is the employee retention rate. The past research has
shown that work environments with low levels of job satisfaction have higher turnover
rates than those with high levels [6, 7]. The second reason is the maintenance of
employee health. When people are under high negative psychological stress in the
workplace, they are increasing the risk of physical illness as well as mental illness
[8]. Well-being is also expected to have a significant impact on work productivity,
and a high-wellbeing level group of individuals tends to perform better than a low-
wellbeing level group of individuals [9, 10]. The majority of these studies rely on
self-reported assessments and sensor data acquired passively from smartphones and
other wearable devices.

In this research, we collected real-world 2-week data from N=100 office workers
engaged in intellectual work to discover knowledge about the impact of their behavior
on the psychological measures. The dataset collected in this study consisted of three
main types. (1) daily activity data using a Fitbit smartwatch which the subjects con-
tinuously wore during the experiment, (2) psychological data from questionnaires.
Subjects self-reported their psychological states using their smartphones three times
a day, (3) behavioral data self-reported on the smartphone application to record their
work activity and environment-related information throughout the experiment. The
behavioral data includes the type of work tasks as well as the detailed situation when
and how the work tasks were performed, such as "with whom", "the type of the
work", and "the place where the work was performed". Also, this experiment was
conducted while remote work was introduced. Therefore, the data were collected
under the condition of working both in the office and at home.

We analyzed the collected data in two ways: (1) we developed prediction mod-
els for six psychological indicators of office workers each night and the following
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morning, and (2) we analyzed the contribution of features and SHAP (SHapley
Additive exPlanations) value in the prediction models to analyze the correlation
between behavioral data and psychological data. Our results showed that multiple
psychological indicators of office workers can be predicted with an accuracy of 80%
or more using wearable sensors, behavioral data, and weather data. Furthermore,
we found work related factors that affected the psychological indicators of office
workers. For example, amoung behavioral data, the time spent on "eating," "working
alone," "hobbies," "resting," and "traveling" had high effects on the psychological
situation. In addition, "with whom the work was done" and "whether the work was
standardized" were found to have high effects.

The main contributions of this paper are:

• The real-world office worker multimodal dataset, where the dataset contains ob-
jective physiological and behavioral sensor data, and work activities and work en-
vironment information with different psychological state information. The dataset
depicts the status of real office workers states performing their everyday work un-
der real-life stressors.

• Prediction of different mental states of office workers.
• Correlation analysis between behavior and psychological state of office workers

to reveal the factors in the workplace that affect their psychological state.

We expect this dataset and analyses will contribute to design work behavior and
environment and eventually improve the performance of employees, the turnover rate,
and the solution of the shortage of human resources in the workplace. The remaining
part of the paper proceeds as follows. First, section 2, begins by reviewing the
related literature on estimating stress, mood, and mental health. Section 3 explains
data collection and explanation of data attributes. Section 4 describes the feature
extraction of multimodal data, pre-processing, and model building process. Section
5 presents results about prediction models and correlation analysis among different
psychological indexes and the behavior of office workers. In Section 6, results are
discussed and the conclusions drawn are presented with some future work points in
Section 7.

2 Related Research

Mood, health, and stress are three widely investigated wellbeing labels. In recent
years, research on estimating stress, mood, and mental health indicators using sensor
data has become popular [11, 12, 13] . Koldijk et al. [14] used a multimodal set
of sensor data including computer logs, facial expressions, and posture data using
webcam and Kinect, and to detect stress with 90% accuracy. Alberdi et al. predicted
stress and workload from ecological data and behavioral data of office workers under
real stress factors in smart office environments [15].

Sano et al. [16] used smartphones, wearable sensors, and survey data to predict
student performance, stress, and mental state with a precision of 67 to 92%. In
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another study, Li et al. [1] aim to create a deep learning framework that can predict
human well-being from raw sensor signals to assist individualized long-term health
monitoring and early-warning systems. The proposed framework was tested over a
period of 6391 days utilizing wearable sensor data and wellbeing labels obtained
from college students. Robles et al. [17] used log data from smartphones, wearable
sensors, and social apps to develop a framework that can predict stress. Studies
by Amamori and others estimated survey items related to HRQOL (Health-Related
Quality of Life) using sensor data from wristband terminals and positional data from
smartphones [18].

On the other hand, many researchers are working to discover workers’ physical and
mental discomfort experienced as a result of their day-to-day activities, workload,
and work environment, which may lead to decreased work performance. Improving
employee wellness services for managing these issues is critical, but understanding
who requires attention is a prerequisite step toward proactive care. In this regard,
Feng et al. [19] examined the impact of irregular work hours on health and showed
the significant negative impact on health. According to the findings, night shift nurses
were more sedentary and showed lower levels of life satisfaction than day shift nurses.
There are many other studies on the psychological analysis of workers. Lee et al. [20]
used intelligent worker physiological sensor data to predict the state of concentration
at work. Fukuda et al. [21] used wristband wearable sensors to collect sleep data and
estimated mood indicators from questionnaire surveys. The classification accuracy
was 60-73%, which indicated the contribution of psychological prediction in sleep.
In another worker stress study, the accuracy of psychological indicators has reached
71% [22], where, they used smartphones accelerometer sensor data to monitor
behaviour of subjects with their stress level from self-assessment questionnaire data.

Alexandros et al. [23] used data collected from banded wearable devices and
smartphones to predict the mood of workers in an office environment. In this study,
they used five levels of prediction for eight different types of moods, and the results
were 70.6% for personalized prediction and 62.1% for generalized prediction using
the Bagged Ensembles of Decision Trees. Mirjafari et al. [24] differentiated ’Higher’
and ’Lower’ job performers in the workplace. They used mobile sensing, wearable,
and beacon data to train a gradient boosting classifier that can classify workers as
higher or lower performers. The majority of these studies have relied on self-reported
assessments as well as sensor data acquired passively from smartphones and other
wearable devices. Table 1, shows the summary information about prior studies that
predicted wellness and psychological state using sensor module and other data. .

It has been shown that in many early researches passively collected sensor data,
biometric sensor data, images, self-reported data and acceleration data often aim
to improve stress and mood recognition of office workers and students [27, 28],
but few studies have used the type of person’s behavior as an explanatory vari-
able [15][23][24][17][18][29]. There are also many studies that estimate mood and
stress, but few studies have estimated fatigue, productivity, work engagement, and
work self-evaluation, etc., which are important for the performance of office workers
by the same explanatory variable. Although several studies have been conducted to
estimate psychological indicators based on data from working, there are few cases
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Table 1: A summary of previous studies for predicting wellness and psychological
state

Research Target Participants (N) Sensors/Module Data Used
Understanding how daily behaviors and
social networks influence self-reported
stress, mood, and other health or
well-being-related factors [25]

University
Students, N=201

Wrist-based sensors
electronic diaries
(e-diaries)

Questionnaires data
acceleration and ambient
light data.

Differentiating higher and lower job
performers in the workplace [24]

Working
professionals,
N=554

Smartphones (i.e.,
Android and iOS),
wearables (i.e., Garmin
vivosmart) and
bluetooth beacon

Mobile sensing and
daily survey data.

Forecasting Personalized
Mood, Health, and Stress [1]

College students,
N=239

Wearable sensor and
self-report assessments

Skin temperature, skin
conductance, and
acceleration;
self-reported mood,
health and stress scored

Multimodal analysis of physical
activity, sleep, and work shift in nurses
with wearable sensor data [19]

Nurses in a large
hospital, N=113

Fitbit, self-reported
assessments of affect
and life satisfaction

Sleep pattern data from
Fitbit, Demographic data

Detecting affective flow states of
knowledge workers using physiological
sensors [20]

Industrial research
lab professionals,
N=12

Physiological sensors,
webcam-based
techniques for
measuring a worker’s
pulse, respiration, affect,
or alertness.

Sensors and webcam
data collected in a
controlled lab setting

Using smart offices to predict
occupational stress [15]

Office workers,
N=25

Mobi (TMSI) sensors
with self-adhesive
electrodes for ECG and
Skin Conductance Level
(SCL)

Heart Rate (HR), heart
Rate Variability (HRV),
SCL, self-reported stress
and mental workload
scores

Forecasting depressed mood based on
self-reported histories via recurrent
neural networks [26]

Random
participants using
the application
from apps store,
N=2382

Smartphone application
called ’Utsureko’ for
collecting data from
users

Self-reported historical
data of mood, behavior
log and sleeping log

Forecasting stress, mood, and health
from daytime physiology in office
workers and students [27]

Employees at a
high-tech company
in Japan and
college students,
N=240

Skin conductance, skin
temperature, and
acceleration from a wrist
sensor

Self-reported data and
wrist sensor data.

Understanding a relationship between
stress and individual’s work role [28]

Volunteers working
in a research
division of a large
corporation, N=40

Physiological data was
collected from a heart
rate monitor worn
around the chest and a
FitBit.

Cardiovascular data,
multiple daily
self-reports of
momentary affect, and
filled out a one-time
assessment of the global
perceived stress data.

Mood recognition at work using
smartphones and wearable sensors [23]

Recruited 4 users
(researchers) to
take part in this
study which was
conducted in an
office environment,
N=4

Toshiba Silmee
wristband sensor and
smartphone app
‘HealthyOffice’ to
collect self-reporting
data

Heart rate, pulse rate,
skin temperature, 3-axial
acceleration and
self-reported data

where people working for companies are tested as subjects, and it was difficult to
collect data in actual workplaces. There are few studies that have focused on the
analysis of the work environment during work behavior, and there have been few
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analyses that take into account where workers work, the people they work with, and
the work environment.

Based on the above, this paper aims to analyze the psychological state of office
workers to reveal the relationship between their psychological states and their work
content, work environment, and behavior by using sensor data, self-reported time-
series work task/environment data, and psychological index data together. The data
collected in this research depicts the behaviors of real office workers performing
their natural office work under real-life stressors. We believe that this will contribute
to the development of tools for improving the occupational health of office workers.
This study will be also expected to help find knowledge to improve working methods
by revealing the relationship between psychological indicators and behavior.

3 Data Overview

This experiment was led by NTT Data Management Institute and conducted to collect
data from several companies that cooperated with the project. Sixty-three male and
37 female workers with an average age of 42.1 years participated in a 14-days
data collection experiment in January 2021. The data collected in this experiment
included sensor data, self-reported work task/environment data, weather data, and
psychological index data obtained from questionnaires.

3.1 Sensor data

The sensor data were collected using a wrist-band sensor, Fitbit [30]. Fitbit data
included data on calorie consumption, heart rate, sleep characteristics, metabolic
equivalent, step count, floor count, and activity characteristics. Heart rate was mea-
sured every 5 seconds, and all other Fitbit data were measured every minute.

3.2 Work task/environment data

In order to collect behavioral data and questionnaire data, we used a nursing care
behavior recording application fonlog [31] developed by Inoue and others for office
workers. Behavioral data were collected by labeling the participants’ behavior of
what kind and what time they were doing. Participants provided an average of 9.1
behavioral labels per day. Table2, shows the questionnaire items related to work.
The types of behavioral labels are as follows: face-to-face meetings, meals, single
work, hobby/break, housework/child-rearing, rest (during business hours), travel,
web meetings, collaboration (with the communication), telephone (meetings), non-
business work. In particular, activities in the work were recorded not only by entering
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the type but also details of the task and the environment in which the task was
performed also recorded.

Table 2: Types of records and their values related to task description and work
environment.

Activities Records Values

Work Tasks

Task Description

Planning Task
Development Task
Sales Task
Management Task
Field Task
Office Task

Scope of the work Core Task
Non-core Task

Novelty of the work Standardized Task
Non-standardized Task

Position in the work

Managers
Operators and Participants
Collaborators
Managers and Operators

Work Environment

Work Environment

Home (place for work)
Home (living)
Home (other)
Workspace(outside)
Store and Outside
Work Place

Task Situation

Alone
With Others (no interaction)
With Others (colleagues)
With Others (family)

Work Environment Assessment

Very Comfortable
Comfortable
Neither
Uncomfortable
Extremely Uncomfortable

3.3 Psychological measures

In the questionnaire on psychological conditions, six indicators were used to evaluate
the results.

• Depression and Anxiety Mood Scale (DAMS)[32]
DAMS questions to evaluate each strength in 7 stages with respect to positive
mood, depressive mood, and anxiety mood (9 questions). Therefore, each score is
a value between 0 and 6. Each of the DAMS scores has been shown to be highly
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suitable for the study of cognitive-behavioral models that include both depression
and anxiety, as they can sensitively capture changes in mood. Positive mood is the
average of degree of "vivid", "happy", and "fun". Depressive mood is average of
the degree of "gloomy", "Unpleasant", and "Sinking". Anxiety mood is average
of the degree of "worried," "anxious," and "concerned".

• Subjective Pain [33]
Subjective pain is a questionnaire that evaluates the type and degree of fatigue an
individual is aware of. There are five questions each about sleepiness, discomfort,
and lethargy, and each item is rated on a five-point scale, and the average of these
scores is used as the score. Each score is a value between 0 and 4 (15 questions).

• Recovery Experience [34]
Recovery experience is a questionnaire to evaluate how an individual recovers
from work in leisure time. The average score for each question is the average
score for each question in the seven-step evaluation for "psychological distance to
work", "relaxed", "learned new things”, and "decided what to do by myself".Each
score is a value between 0 and 6 (4 questions).

• Work Engagement [35]
Work engagement questions assess how enthusiastic an individual is about their
work. One question each on "vitality", "enthusiasm" and "immersion" in work
and the average of the seven steps is used as the work engagement score Each
score is a value between 0 and 6 (3 questions).

• Productivity [36]
Health and labor performance questions designed by the World Health Organiza-
tion. The score is the self-assessment of the overall performance of the day. Each
score is a value between 0 and 6.

• Evaluation of the work
Questions for participants to self-evaluate their work for the day. The score is based
on a 5-point scale for the following questions. Each score is a value between 0 and
4 (7 questions). (1)"I was able to concentrate on my work", (2)"I was able to work
efficiently", (3)"I was able to work on schedule" , (4) "I was able to communicate
well with the people involved,"(5)"I was able to communicate efficiently with the
people involved", (6)"I was able to come up with new ideas", (7)"I was able to
achieve results"

4 Methods

In this section, we describe the analysis methodology, starting with the feature
extraction and preprocessing of sensor data, behavioral data, and questionnaire data
separately, followed by a modeling approach.
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4.1 Preprocessing and Feature extraction

4.1.1 Sensor data

The wristband device recorded calories burned, sleep characteristics, metabolic
equivalents, the number of steps, the number of floors, and activity characteristics
every minute, and heart rate every 10 seconds. All of these data were aggregated
for each day for each participant. We used the mean, variance, and median values
for each sensor over the course of a day as features. However, since the time of day
for sleep was limited, data from 0:00 to 8:00 were aggregated. In the sleep data, the
sleep state was expressed in three levels (awake, deep sleep and light sleep state) so
the sleep time for each sleep stage was aggregated.

4.1.2 Behavioral data

Behavioral data are the types and functions of work tasks labels described in section
3. The data were aggregated on a daily basis for each participant, and the value
indicated the duration of the action in minutes. If the action was not performed, the
value 0 (minutes) was entered.

4.1.3 Weather and other data

For the explanatory variables, in addition to the sensor data and behavioral data
collected in the experiment, we added weather data, day of the week, and partici-
pant information for prediction models. Weather information is important not only
because it directly affects people’s psychology, but also because it affects when
participants exercise and study [37]. Weather data were collected from the Japan
Meteorological Agency’s website based on the participant’s residential area. The
data were aggregated for each day, and the features below were computed. Average
temperature, maximum temperature, minimum temperature, precipitation, sunshine
duration, average wind speed, maximum wind speed, average pressure, cloud cover.
The participant information included age and gender.

4.1.4 Questionnaire data

Each psychological index was scored for each questionnaire. The scoring method
for each psychological indicator is shown in section3.3. The scores were computed
in different ways for each psychological indicator and were continuous values. We
considered the two classes of data, which were the lower 40% and the upper 40%,
because we designed binary classification of each psychological trend which was
either high or low. The data in the intermediate 20% bins were deleted. This labeling
method was based on [37]. Figure1 shows the histogram of the psychological indices
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of "DAMS" and "Subjective Pain" collected from the morning questionnaire, and
Figure 2 shows the histogram of the psychological indices of "DAMS", "Subjective
Pain", "Recovery Experience", and "Recovery Experience" collected from the week-
day evening questionnaire. The blue dotted lines on the histogram represent the 40th
percentile and the red dotted line represent the 60th percentile. Therefore, the values
below the blue dotted line are the lower label and the values above the red dotted
line were the upper label. The histogram without the blue dotted line shows the same
value for the 40th percentile and the 60th percentile. For those indicators, the mental
score ≥ 60 percentile was used as the upper label and the others as the lower label.

(a) Positive mood-score (b) Depressive mood-score (c) Anxious-score

(d) Sleepiness-score (e) Sluggishness-score (f) Uncounfortable-score

Fig. 1: Histograms show the distributions of scores on psychological indicators from
the morning questionnaire. The blue dotted line indicates the 40th percentile of each
psychological score, and the red dotted line indicates the 60th percentile of each
psychological score. (y-axis: data counts, x-axis: score for each indicator)

4.2 Model Development

For model development, we use the same day’s all explanary data when we detect
the evening questionnaire and we use the previous day’s explanary data when we de-
tect the morning questionnaire. LightGBM (Light Gradient Boosting Machine) was
employed as the classification model. LightGBM is a tree-based learning framework
for gradient boosting. It has been created to be distributed and efficient, with a faster
training speed and greater efficiency. This learning model use Gradient Boosting
Decision Tree (GBDT), which is a model using Gradient-based One-Side Sampling
(GOSS) and Exclusive Feature Bundling (EFB) in comparison to the conventional
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(a) Positive-score (b) Depressive-score (c) Anxious-score

(d) Sleepiness-score (e) Sluggishness-score (f) Uncounfortable-score

(g) Productivity-score (h) Recovery experience-score (i) Work engagement-score

(j) Self-evaluation-score (I was
able to concentrate on my work)

(k) Self-evaluaiton-score (I was
able to work efficiently)

(l) Self-evaluation-score (I was
able to work on schedule)

(m) Self-evaluation-score (I was
able to communicate well with-
the people involved)

(n) Self-evaluaiton-score (I was
able to communicate efficiently
with the people involved)

(o) Self-evaluation-score (I was
able to come up with new idea)

(p) Self-evaluation-score (I was
able to achieve results)

Fig. 2: Histograms show the distributions of scores on psychological indicators from
the weekday evening questionnaire. The blue dotted line indicates the 40th percentile
of each psychological score, and the red dotted line indicates the 60th percentile of
each psychological score. (y-axis: data counts, x-axis: score for each indicator)
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GBDT model [38]. This mechanism enables accurate estimation of small amount of
data and it is a suitable algorithm for handling sparse data. Hyperparameters for each
classification model were set using grid search. The model was evaluated by 5-fold
cross-validation. The dataset was randomly divided into five parts, four of which
were used as training data and one as validation data. We repeated the process five
times and evaluated the average of the five times.

4.3 Gini Index

We can analyze how much the feature selection contributes to the classification of
the target using the Gini index. First, to calculate the Gini index, we calculate the
Gini impurity. The Gini impurity is expressed by the following Equation1, and is a
measure of how poorly a target is classified. G(k): Impurity at a given node k, n:
Number of target labels, p(i): frequency of target label i at some node k

𝐺 (𝑘) =
𝑛∑︁
𝑖=1

𝑝(𝑖) × (1 − 𝑝(𝑖)) (1)

The Gini importance is calculated based on the Gini impurity. This index shows "how
much the Gini impurity can be reduced by dividing by a certain feature". The impor-
tance of a feature j is defined by Equation2 below. F(j): The set of nodes into which
a feature j is to be split, 𝑁𝑝𝑎𝑟𝑒𝑛𝑡 : Samples counts at a node i, 𝑁𝑙𝑒 𝑓 𝑡𝑐ℎ𝑖𝑙𝑑 , 𝑁𝑟𝑖𝑔ℎ𝑡𝑐ℎ𝑖𝑙𝑑:
Samples counts on the left (right) side among the child nodes of a node 𝑁𝑝𝑎𝑟𝑒𝑛𝑡 : Gini
impurity at a given node i, 𝐺𝑙𝑒 𝑓 𝑡𝑐ℎ𝑖𝑙𝑑 , 𝐺𝑟𝑖𝑔ℎ𝑡𝑐ℎ𝑖𝑙𝑑: Gini impurity at the left(right)-
hand side of the child nodes of a node i.

𝐼 (𝑘) =
𝑛∈𝐹 ( 𝑗)∑︁
𝑖=1

(𝑁𝑝𝑎𝑟𝑒𝑛𝑡 (𝑖) × 𝐺 𝑝𝑎𝑟𝑒𝑛𝑡 (𝑖)) − (𝑁𝑙𝑒 𝑓 𝑡𝑐ℎ𝑖𝑙𝑑 (𝑖) × 𝐺𝑙𝑒 𝑓 𝑡𝑐ℎ𝑖𝑙𝑑 (𝑖)+

𝑁𝑟𝑖𝑔ℎ𝑡𝑐ℎ𝑖𝑙𝑑 (𝑖) × 𝐺𝑟𝑖𝑔ℎ𝑡𝑐ℎ𝑖𝑙𝑑 (𝑖))

(2)

In this study, we used Gini importance as the feature importance. Gini importance
is a feature importance used in decision tree models, and is the weighted sum of the
reduction in impurity of a node averaged over the entire decision tree. It is a measure
of how much the impurity of a node is improved by using that feature.

4.4 SHAP Value Analysis and Comparison

It is important to interpret how the machine learning model makes its decisions in
mental health prediction because it allows us to understand how each feature affects
the participant’s mental health. To interpret the model, several studies have begun to
use SHAP (SHapley Additive exPlanations) [39][40]. SHAP values are the contribu-
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tion of each feature as determined by cooperative game theory[41]. The importance
of a feature can be defined as the increase in the prediction error of the model after
permuting the values of the feature. Thus, a feature can be considered important if its
error increases after permuting it. If changing its value does not change the error, it
is unimportant because the model is ignoring the feature in its decision. This method
allows us to quantify the contribution of a feature, and its consistency in the clas-
sification prediction task has been demonstrated[42]. We analyzed the relationship
between the explanatory and target variables by interpreting the model predicting
the psychological indicators using their SHAP values. The SHAP values give an
idea of the additivity of the features to the explanatory variables. It shows how much
each feature positively or negatively affects the model. Specifically, we examined the
relationship between office workers’ behavior and their psychological state, as well
as workplace factors that influence their mental health. Furthermore, we analyze
work-related factors that affect the psychological indicators of office workers. For
example, in terms of behavioral states, we analyzed if the time spent on "face to
face meetings", "eating," "working alone," "hobbies," "resting,", "traveling", "web
conference", "collaborative work" and other behavioral affect the different psycho-
logical state e.g., positive mood (morning and night), depressive mood (morning and
night) and anxious mood (morning and night). In addition, "with whom the work
was done" and "whether the work was standardized" were also analyzed with the
different psychological states.

5 Results

We present the results from three analyses: (1) data statistics, (2) psychological
index prediction performance, and (3) contributions of participants’ work tasks and
environment to their psychological measures: positive mood, depressive mood and
anxiety mood of the DAMS questionnaire described in section3.

5.1 Data Statistics

Figure 3 shows data statistics by age, gender, type of behavior, and questionnaire
for the collected data. We have different work tasks (Fig 3 (c), such as working
alone, working via web conferencing, collaborative work, mealtime, hobbies, and so
on. Working alone was the most frequent behavior label. Figure 4, represents data
attributes based on work task details and work environment. Figure 4 (a) and (b),
are the representation of core or non-core work as well as standardized and non-
standardized work. Figure 4 (c) shows types of tasks in the office for example, office
tasks, development tasks, planning tasks, manager tasks etc. The histogram of the
participants’ workplaces is shown in Figure 4 (d). Because these data were collected
during the Covid-19 pandemic time, more data were collected at home, not in an
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office. Similarly, Fig (e) depicts data counts based on the participants’ roles in tasks,
while Fig 4 (f) depicts data counts about whom the participants worked with. Our
data show that the distributions of age and gender are not uniform. The participants
were randomly selected, and we believe that the distributions match ones of workers
who perform office work in a realistic manufacturer IT company. As seen in Fig 4,
there was imbalance in the amount of data for each task type and environment. We
believe that these are also imbalances that could be expected in the real world. For
example, as shown in (a), the number of core tasks was probably much higher than
the number of non-core tasks, and it is easy to imagine that many office workers
work alone.In addition, since the values of each data used in this study are based
on the working hours worked for each variable, we believe that the difference in the
amount of data between each feature is not a problem in this analysis.

(a) Participants’ age (b) Gender of participants

(c) Behavior Labels
(d) Questionnaires filled out at different time period of
the day

Fig. 3: Histograms of data collected in the experiment
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(a) Core task vs non-core tasks (b) Standardized vs non-standardized tasks

(c) Participant’s task types (d) Location of participants’ work

(e) Participants’ business positions (f) Work collaborators

Fig. 4: Work details and environment
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5.2 Analysis 1: Predictive Results of Psychological Indicators

In this section, we show the results of classification prediction for each questionnaire
data in binary class as shown in section 4.2. For the morning questionnaire prediction,
the data collected on the previous day were used for the explanatory variables, and
the data collected from the night of the previous day to the morning of the previous
day were used only for the sleep features.

The performance evaluation of the classifier was performed using Accuracy and
F1 Score. The prediction results are shown with all 75 feature values (Work task
related features: 40, Participant-related features: 2, Weather: 9, Sensors: 24) as the
target variables first. Then, features were selected and the result was shown with 22
target variables as we predicted 6 mental indicators on the morning questionnaire and
16 mental indicators on the evening questionnaire. The benefits of prediction with
feature selection includes (1) it is possible to eliminate the the number of features
which becomes noise and improve prediction accuracy, (2) it reduces the memory
and time required for learning.

In order to see how much behavioral data, weather data, and sensor data each
contribute to the prediction, we showed the prediction of positive mood index using
only a single modal of data in Table 3. For example. we first used only sensor data,
then work data (behavior data), and afterwards we used weather data to predict
positive mood. The confusion matrix is also shown in Figure 5.

(a) Confusion matrix for predict-
ing morning positive mood using
only behavior data

(b) Confusion matrix for predict-
ing positive morning mood using
only weather data.

(c) Confusion matrix for predict-
ing morning positive mood using
only sensor data.

Fig. 5: Confusion matrix for predicting positive mood in the morning using various
data.

The predicted results for the morning questionnaire are shown in Table 4, and
the predicted results for the evening questionnaire are shown in Table 5, where all
the data collected in this study were used as input. Comparing Table 3, Table 4,
and Table 5, we can see that each type of data contributes to the prediction, and the
prediction accuracy improved when multiple data were used at the same time.
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Table 3: Morning questionnaire prediction results with single modal data

Mental Indicaters Objective Variable Type of data accuracy F1 score
Behavior data 77.2% 81.2%

DAMS Positive Mood Weather data 71.0% 75.2%
Sensor data 75.2% 80.0%

Table 4: Morning questionnaire prediction results with all data as the target variable
on the left. Prediction accuracy with all data as a target variable, right side features
selection. Prediction accuracy with 30 data as target variables.

Mental Indicaters Objective Variable accuracy F1 score
Positive Mood 82.5% / 83.9% 86.2% / 87.2%

DAMS Depressed Mood 87.1% / 88.1% 86.2% / 87.2%
Anxious Mood 86.0% / 89.0% 85.7% / 88.7%

Sleepiness 84.9% / 86.3% 84.9% / 86.2%
Subjective Pain Uncomfortable 87.1% / 88.4% 86.4% / 87.8%

Sluggishness 84.6% / 85.3% 82.4% / 83.2%

Table 5: Evening questionnaire prediction results with all data as a target variable.
On the left side is the prediction accuracy with all data as the target variable, and on
the right side is the prediction accuracy with 30 data as the target variable by feature
quantity selection

Mental Indicaters Objective Variable accuracy F1 score
Positive Mood 72.1% / 72.1% 83.8% / 83.8%

DAMS Depressed Mood 85.9% / 86.8% 87.8% / 88.4%
Anxious Mood 83.8% / 85.0% 88.4% / 89.1%

Sleepiness 76.8% / 77.2% 72.4% / 72.1%
Subjective Pain Uncomfortable 83.2% / 82.7% 76.1% / 74.7%

Sluggishness 81.4% / 82.9% 75.6% / 78.0%
Productivity Mean Score 80.3% / 80.3% 79.2% / 79.2%
Recovery Experience Mean Score 80.4% / 79.7% 80.4% / 79.6%
Work Engagement Mean Score 79.5% / 79.4% 84.1% / 84.6%

(1) 81.3% / 81.1% 75.6% / 74.5%
(2) 82.6% / 83.3% 86.2% / 87.1%
(3) 80.2% / 81.5% 82.5% / 83.6%

Self-evaluation of work (4) 82.3% / 81.8% 85.4% / 85.2%
(5) 80.2% / 81.8% 82.0% / 85.2%
(6) 80.3% / 80.2% 86.3% / 86.5%
(7) 80.2% / 79.7% 86.5% / 81.4%

5.3 Analysis 2: Relationship between psychological indicators and
behavior

In this study, we aim to clarify the relationship between each psychological index
and the behavior of office workers. In this section, we predicted participants’ mood
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by using behavioral data as a target variable and showed the relationship between
data from the SHAP value and feature importance. The correlation between the
work data and the psychological data may not have been correctly analyzed because
age and gender acted as confounding factors. Therefore, only the work data and
psychological data were used for Analysis 2. We built a machine learning model to
predict morning and weekday night DAMS in order to calculate and analyze SHAP
values. Since DAMS has three indices for "positive mood," "depressed mood," and
"anxious mood," we made a total of six predictions.

In Figure 6a and 6b, we showed which variables contributed to the prediction by
visualizing the importance of the variables in predicting each psychological indicator.
Figure 6a shows the variable importance in the prediction of the explanatory variables
for the types of behaviors, where the y-axis shows the respective explanatory variables
and the x-axis shows the objective variables. The variable importance was normalized
for each objective variable, and the higher the value, the higher the importance and
the darker the color of the heat map. Therefore, it is easy to see the importance of
each explanatory variable in the prediction. Figure 6b shows results about feature
importance analysis using behavioral details as explanatory variables, and shows the
same heatmap of variable importance as in Figure 6a.

Next, in order to understand the contribution and correlation of each explanatory
variable to the prediction, summary plots Were used to show SHAP Value as a
one-axis scatter diagram for each feature quantity. Figure 7 shows a scatter chart of
SHAP Value when the type of behavior of the participant was used as an explanatory
variable. The features on the vertical axis were sorted by the mean absolute value
of the SHAP values. Each plot shows the SHAP values, and the color indicates the
magnitude of the feature value (blue is low, red is high). In other words, the farther
the plot was from zero, the more influence it had on the inference. The features on
the vertical axis were sorted by the mean absolute value of the SHAP values. By
observing the color and distribution of the points, we can interpret how features affect
the output. This analysis targets only continuous values of features. For example, in
Figure 7 (a), we observed that ’participants/operator’ was at the top of the list because
it showed the highest average SHAP value. Also, we can see that there are many
red plots in the negative direction far from 0, and many blue plots in the positive
direction near 0. Therefore, the higher the value of ’operator/participants, the more
it influences the model in the negative direction (lower psychological score). A low
SHAP value was also observed for a low ’operator/participants’ value that affected
the model in a positive direction (higher psychological score).

6 Discussion

6.1 Discussion for Analysis 1

The prediction accuracy scores for all psychological indicators were 72-89%, which
was a stable and high accuracy overall. In our findings, the prediction results for
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(a) Feature importance analysis for the type of behavior

(b) Feature importance analysis with environment and details of behavior.

Fig. 6: The importance of each variable was calculated using the Gini importance.
Each value was a normalized value for each classification model. (Y-axis: feature
used for prediction, x-axis: target variable to predict)
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(a) positive mood prediction from the morning
questionnaire

(b) positive mood prediction from the night ques-
tionnaire

(c) depressive mood prediction from the morning
questionnaire

(d) depressive mood prediction from the night
questionnaire

(e) anxious mood prediction from the morning
questionnaire

(f) anxious mood prediction from the night ques-
tionnaire

Fig. 7: Summary plots for predictive classification of positive mood, depressed mood,
and anxious mood with work task details and environmental data as explanatory
variables
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subjective pain in the night survey were lower than the prediction results for the
morning survey. We believe that this may be because it takes time for a person’s
behavior to affect subjective pain. The pain level for the morning questionnaire was
predicted based on the previous day’s behavior, and the one for the night questionnaire
was predicted based on the behavior of the day. Therefore, we consider that subjective
pain may be more strongly influenced by the behavior of the previous day than by
the behavior of the day itself. In addition, the importance of each feature amount
for behavior, weather, and sensor data was found to be higher and contributing
to prediction for all psychological indicators. Therefore, it is expected that better
prediction accuracy can be expected if the model is made with the user’s personal
consideration.

Each psychological score was divided into the low and high classes using top
and bottom 40% of the data, but if many of the scores distributed around the 40%
boundary, the balance of the classes may be skewed: for example, the ratio of low
and high score classes for morning mood was positive (57:43), depressed (51:49),
anxious (51: 49). This imbalance in the data may have some effect on the accuracy,
but it was not expected to be significant.

6.2 Discussion for Analysis 2

The correlation between behavior and psychological state of office workers and
the factors in the workplace that affected the psychological states of office workers
were investigated in this paper. Figure 6a and Figure 6b depicted the importance of
variables in predicting the DAMS score using the type of behavior and detailed data
with the time of the behavior as explanatory variables. They were computed using the
Gini coefficient for the classification model was trained. They were normalized for
each prediction. In terms of behavioral features, the time spent on "meals," "working
alone," "hobbies," "break," and "traveling" had a high effect on the psychological
situation. For example, if we check working_alone behavior in the Figure 6a and
its corresponding values for psychological states then we can see that this behavior
triggered depressive mood in the morning and depressive mood at night. In addition,
"with whom the work was done" and "whether the work was standardized" were found
to have high effects in psychological states. In addition, the relationship between
each psychological index and the explanatory variable can be found in Figure 7.
In the relationship with DAMS, positive mood and depressive mood was related
to features in the morning and at night. For example, positive mood was related to
"independent work", "hobby/break", "movement", and depression mood was related
to "independent work", "hobby/break", "housework/child-rearing". In Figure 7 (c),
(d), (e), (f), the contribution of "neither" feature for the work environment comfort
evaluation was high in the work content, and all of them showed positive correlation
with negative mood. Participants who answered "neither" in the work environment
showed a high tendency to be depressed but were accustomed to spend more time on
the work. This result suggests that the amount of time spent at work may have more
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significant effects on the state of mood than the quality of the work environment.
Negative correlations were seen with the morning depression and the morning and
night anxiety. This shows that the standardized nature of work tasks has a strong
influence on the anxiety and depressive psychology of employees, and the more
standardized it was, the less psychological burden they had.

Regarding the work environment in telework situations, from Figure 7 (a) and
(c), there was a negative correlation between "home (living)" and positive mood
at night, and there was a positive correlation with morning depression. In other
words, the work environment at home also showed a strong psychological impact,
and workplaces such as living tended to be prone to depression.

Using the summary plots, we also analyzed the type of work behavior and found
that "web conferencing" showed a negative correlation with positive mood and
a positive correlation with depressive mood. In other words, if the time of web
conferencing was long, there was a high possibility that it would negatively affect
the psychological state of office workers.

In the previous study [20], it was shown that subjects tended to maintain a high
level of concentration when the tasks they performed were standardized. Therefore,
the result that workers’ psychological burden tends to be less when the tasks are
standardized may be interrelated with the fact that the tasks are easy for the subjects
to concentrate on. In the present analysis, days with a lot of ’travel’ time showed a
tendency to have a lower positive mood. Previous studies have also shown that long
commute times can cause stress and tension [43], which can lead to the inability to
fulfill responsibilities outside of work, resulting in lower job satisfaction [44]. As far
as we know, there is no past research that revealed the relationship between workers’
workplace and their psychology in an environment where remote work and office
work were mixed. In addition, since behaviors and work contents were collected, we
were able to analyze the relationship between the work environment and situation
and the psychological situation. As limitations, however, while numerous research
have used sensors and behavioral data to predict psychological indicators, there have
been few studies that have tested and analyzed these findings in other real world
scenario. We need to evaluate whether these findings can be generalized in other
populations [45].

7 Conclusion

We conducted a 14-day experiment to collect wrist-band sensor data as well as
behavioral and psychological questionnaire data from about 100 office workers. By
designing machine learning prediction models using behavioral data, sensor data,
and weather data, we were able to classify office workers’ high/low six psychological
indicators with 72-89% accuracy. The main findings obtained from the experiments
and discussions in the paper are shown below:

• When binary classification of psychological indicators was performed using all
the data collected in this experiment, the F1 score of 17 items was 80% or more
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accurate in the prediction of 22 items of psychological indicators, and the accuracy
was higher compared to the previous study [14][18][37].

• Comparing the prediction accuracy of the morning questionnaire and the evening
questionnaire, the accuracy of the night subjective pain examination was signifi-
cantly reduced.

• Correlations between office workers’ work behavior and psychological state were
also investigated to reveal the factors in the workplace that affected office workers’
psychological state. As a result, we found that some factors like ’ ’web confer-
encing’, working at ’home (living room)’ and ’break time (work time)’ had a
significant impact on the psychological state. For example, ’web conferencing’
has a negative correlation in a positive mood and a positive correlation in a de-
pressive mood. The correlation between ’break time (work time)’ and each mood
was also observed.

In the future, we will understand individual differences among office workers. The
information such as different personality characteristics might improve prediction
accuracy. The prediction accuracy can be further improved by using a model that
takes into account the time relationship of a day. Previous studies have also im-
proved the accuracy of models that take into account the time series of sensor data
and behavioral data [1][17]. Also in this paper, we only used the duration of the
behavior as features, so we will add the time-series relationship and frequency of
the work behavior in the future to get more insights into the data. In the future, other
machine learning models and ensemble learning approaches should be considered
for prediction improvement.
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