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Figure 1: X-Rings (A) is a 360◦ shape display designed to support grasping. The device is hand-mounted (B.1), allowing the 
fngers to grasp and release rendered objects freely (B.2). Four expanding layers enable rendering of many virtual objects, 
such as a tankard (C) and goblet (D). 

ABSTRACT 
X-Rings is a novel hand-mounted 360◦ shape display for Virtual Re-
ality that renders objects in 3D and responds to user-applied touch 
and grasping force. Designed as a modular stack of motor-driven 
expandable rings (5.7-7.7 cm diameter), X-Rings renders radially-
symmetric surfaces graspable by the user’s whole hand. The device 
is strapped to the palm, allowing the fngers to freely make and 
break contact with the device. Capacitance sensors and motor cur-
rent sensing provide estimates of fnger touch states and gripping 
force. We present the results of a user study evaluating participants’ 
ability to associate device-rendered shapes with visually-rendered 
objects as well as a demo application that allows users to freely 
interact with a variety of objects in a virtual environment. 

CCS CONCEPTS 
• Human-centered computing → Haptic devices; Virtual real-
ity. 
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1 INTRODUCTION 
Many virtual environments enable users to physically touch and 
grab objects of diferent shapes and materials. However, whether 
the user picks up a sword, a large jug, or a ball, in most systems 
today the user is physically holding the same fxed-shape controller. 

Traditionally, there have been two main approaches to solve the 
issue of mismatch between virtual and physical shapes in virtual 
reality (VR). One solution is to use an encountered-type haptics par-
adigm [16], where diferent physical props are placed or robotically 
positioned to align with virtual content. This technique is some-
times combined with haptic retargeting to optimize the number or 
type of physical props needed [4, 19]. 

The second approach aims to achieve more general haptic ren-
dering by redesigning handheld controllers to change shape and 
apply forces directly to (or resist forces from) the hand. Hardware 
prototypes for simulating objects of diferent shapes and sizes are 
numerous [5, 10, 11, 43]. Instrumented fxed geometry controllers 
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have also been able to simulate physical properties of held objects 
using wideband vibration [23, 31], but their use is limited by the 
extent of the haptic illusions they produce [6, 20]. Devices with mov-
ing parts often allow more versatile haptic rendering. For example, 
CLAW and CapstanCrunch allow users to grab objects of diferent 
sizes, either with motors or brake mechanisms; they demonstrate 
successful implementations of palm referenced, fnger-actuated 
grasping [12, 39]. 

Exoskeletons such as Wolverine [11] can provide feedback at 
the fngertips of the user’s whole hand. Such systems typically use 
externally- or body-mounted actuators with linkages or wires pro-
viding resistance to the movement of the fngers and hand [15]. We 
call such approaches "outside-in", as the actuators and device mech-
anisms are externally-mounted outside the grasp volume, often on 
the back of the hand. As these systems occupy signifcant space 
surrounding the user’s hand, they are at higher risk of colliding 
with the user’s physical environment and can cause occlusions with 
external motion tracking systems. More importantly, these systems 
do not leverage the fact that in many VR applications the user is 
already holding a controller within their grasp. 

In this work, we propose X-Rings as a change in this paradigm 
toward an "inside-out" approach. Borrowing concepts from Shape 
Displays [32], which are arrays of actuated pins, it integrates shape 
output into the controller handle itself. To the best of our knowledge, 
X-Rings is the frst hand-scale shape display capable of rendering 
360◦ surfaces which are graspable by the user’s whole hand (Figure 
1). Its unique cylindrical arrangement enables rendering the ob-
ject’s shape over most of the palm and fngers, in contrast to most 
prior work which focuses on fngertips alone. Limiting the haptic 
rendering to four fngers, where the thumb is in opposition, allows 
the system to be designed using with only four actuators, making 
the controller lighter, simpler, and more robust. 

X-Rings mounts to the palm via an adjustable Velcro strap around 
the knuckles, freeing the user’s fngers to grasp rendered objects 
naturally and release their grip without the controller falling. Each 
of the four device layers is an expandable ring, and can grow/shrink 
between diameters of 5.7 cm and 7.7 cm. A maximum rendering 
time of about 100 ms allows the device to swiftly change its shape as 
the user releases an object and reaches to grab another. Analyzing 
the user’s hand motion enables the system to identify potential 
objects of interest early, and allows the device to pre-render shapes 
and surfaces 

The system is equipped with two types of input sensing. Ca-
pacitive sensing detects whether the user is grasping the device. 
This allows the system to limit the timing of shape-change to when 
the user’s hand is open. By measuring the motor current actuating 
each layer, X-Rings is able to generate estimates of the force applied 
by each fnger. This signal can be used both as a safety measure, 
preventing the motors from sustaining too much current, and as a 
sensor for deformation behavior of virtual objects, such as breaking, 
compliance, or crushing. 

In the remainder of this work, we frst review the state of the art 
in handheld haptic rendering and shape displays. We then describe 
the design and implementation of X-Rings, its rendering capabilities, 
and its implications for user interaction in virtual environments. 
Finally, we report the results of an evaluation measuring users’ 
ability to both diferentiate between shapes rendered by X-Rings 

and correctly identify them from a set of graspable virtual objects. 
In order to better understand the impact of potential rendering 
limitations on the efectiveness of X-Rings and similar devices, we 
also study the efect of reducing the device’s dynamic range on the 
above measures. 

1.1 Contributions 
The main contributions of our work are as follows: 

(1) A novel concept for a 360◦ shape-changing controller that 
renders radially-symmetric surfaces and enables whole-hand 
encountered-type grasping in VR. 

(2) A unique electromechanical design for a low-cost expand-
ing circle mechanism, useful for radial shape output and 
touch/pressure sensing. 

(3) An evaluation of users’ abilities to associate graspable sur-
faces rendered by X-Rings with virtual objects, including as 
a function of the device’s dynamic shape rendering range. 

2 RELATED WORK 
In this section, we review the state-of-the-art in wearable and hand-
held haptics for VR, as well as shape display technology. 

2.1 Handheld and Wearable Haptics 
In recent years, a growing number of works have explored using a 
handheld controller format for haptic rendering systems in VR. 

For example, CLAW [12] controls the force on the index fnger, 
while the thumb is free to change the semantics of the operation 
and manipulate the controls. Other controllers added rendering 
of normal force and texture [5, 43], shear [43] and simulation of 
some grounded forces such as gravity [10], inertia [28, 37, 47], drag 
[48], or propulsion [22]. These devices enable a dynamic haptic 
representation of the held object primarily at one or few fngertips, 
and generally render lower-level local cues rather than global shape 
over the full hand. 

Infatable bladders [21, 33, 45] are another interesting method of 
generating shapes in the user’s hand. By changing the air pressure 
in a bladder, it can render diferent resistive forces and change 
its volume [36]. PuPop [42] used multiple bladders attached to 
the palm to enable switching between a few fxed shapes. Haptx 
covers the palm with many individually infatable bubbles that 
can simulate soft stimuli on the skin, such as rain or a crawling 
insect, but not complete geometry [2]. In contrast with infatables, 
some haptic systems use pressure change to induce particle [17, 38] 
or layer jamming [34], creating malleable and variable stifness 
surfaces. Although infatable and jamming systems are safe and 
low-cost, their need for an additional pneumatic or hydraulic pump, 
their slow rendering speeds, their reliance on a whole-hand glove, 
and their limited degrees of freedom are signifcant limitations to 
providing real-time dynamic haptic sensations. 

Haptic exoskeletons provide kinesthetic feedback of rigid grasp-
ing using mechanical structures worn on the fngers [1, 8, 9, 11, 25, 
29? ]. Most exoskeletons focus on rendering at the fngertip, with 
some loading the fngers but not the palm. Their primary drawback 
is their cumbersome form factor, which makes them difcult to 
don and dof and increases the potential for collisions with the 
user’s environment. By occluding the space surrounding the user’s 
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hands, exoskeletons can also impede hand tracking systems which 
beneft haptic VR applications. Such systems often also depend on 
the user’s hand dimensions, which limits their use for consumers. 

2.2 Shape Displays 
Shape displays are devices designed to express a wide range of 
dynamic shapes and surfaces, typically through a grounded planar 
array of linearly-actuated pins which move up and down to gener-
ate a 2.5D surface [32, 40]. While impressive, most shape displays 
are complex, heavy, and limited in the area they can cover. Recently, 
researchers have miniaturized similar displays for handheld shape 
rendering in the palm [46], index fngertip [5], and along the edge 
of a mobile phone [26]. While these handheld displays are an im-
portant step toward versatile haptic rendering, the small planar 
shape displays they use still require many actuators. Additionally, 
although rather large compared to handheld controllers, they ren-
der haptic sensation to only a small part of the palm or a fnger 
tip. Furthermore, these devices maintain constant contact with the 
user’s hand, whereas in the real world we regularly make and break 
contact with the various objects we grasp and surfaces we touch – 
such feedback is often referred to as encountered-type [13]. 

Toward addressing these issues, with X-Rings we design and 
implement a shape display that extrudes surfaces in 360◦ about 
a central axis, forming a cylindrical rendering region which can 
be grasped by the whole hand, as opposed to traditional planar 
displays. X-Rings also supports encountered-type grasping in VR 
by mounting to the user’s hand, enabling their fngers to make and 
break contact with rendered objects. While rendered surfaces are 
radially symmetric, the reduced degrees of freedom dramatically 
reduces the number of actuators required. 

3 DESIGN & IMPLEMENTATION OF X-RINGS 
In this section, we detail the development of X-Rings, including 
our design goals and rationale, selection of shape-change topology, 
hardware, assembly, and device functionality. Figure 2 illustrates 
the fnal overall design, and Figure 3 presents a block diagram of 
the system architecture. 

3.1 Design Goals 
The ideal controller should be able to rapidly render diverse shapes, 
be comfortably and safely manipulated, and support user input 
through physical interaction. Based on these considerations, we 
derived the following design goals and used them to guide the 
development of our controller. Ideally, the device should: 

(1) Render meaningfully diverse and expressive graspable shapes. 
(2) Withstand human-scale grasping forces, while maintaining 

surface backdrivability to maximize interactivity and ensure 
safety. 

(3) Sense user interaction with the rendered surfaces, in the 
form of touch and/or gripping force. 

(4) Keep the fngers free from rendering hardware, enabling the 
user to freely encounter rendered surfaces. 

(5) Maintain a compact, "graspable" form factor, meaning all 
actuation and shape-change mechanisms should ft within a 
small enough radius that can be enclosed by the hand. 

Figure 2: (A) Overall diagram of the X-Rings controller. (B) 
Minimum and maximum diameter of individual expanding 
layers. (C) Depiction of the controller demonstrating full 
range of motion between layers: frst and third layers fully 
expanded, second and fourth layers fully retracted. 

Figure 3: Block diagram of system detailing mechatronic 
components and relevant connections. For clarity, compo-
nents are only shown for one of the four identical expand-
ing layers (highlighted in gray). 

(6) Limit mechanical complexity and number of actuators, re-
ducing required maintenance, cost, and weight. 

3.2 Shape-Change Mechanism & Topology 
The most critical design decision in the development of X-Rings 
was the selection of a shape-change mechanism and topology, or 
the arrangement of the shape-changing elements. The majority of 
existing shape displays use a planar array of individually actuated 
pins, resulting in 2.5D rendered surfaces. While highly expressive, 
these surfaces cannot render fully graspable objects as only half 
of a 3D object can be rendered at a time. This led us to explore 
mechanisms for radial pin extrusion, with the goal of rendering 
surfaces about a full 360◦ which can be grasped and enclosed by 
the hand. 
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Figure 4: Exploded view of a single expanding layer. As the 
motor rotates, a pinion gear drives a bevel gear, which ro-
tates a cam. Spiral channels in the cam drive 5 arms in/out 
of the layer base. 

The challenge with radial extrusion however is the limited avail-
able space to include the numerous actuation mechanisms often 
required by shape displays. We noted, however, that many com-
monly grasped objects such as tool handles, cups, and bottles have 
rough radial symmetry. This inspired us to pursue a mechanism for 
circular expansion, where one actuator can control the diameter 
of an entire layer, and layers can be stacked to create a 3D form. 
Circular expansion mechanisms such as Hoberman rings [24] have 
previously been used in shape-changing ambient displays [30] and 
data physicalizations [14], but to the best of our knowledge this 
topology has not been explored for shape rendering in VR. 

Figure 4 shows an exploded view of a single circular expansion 
layer designed for X-Rings. It consists of 5 arms that are driven 
radially in/out of guide channels in the layer base by a custom spiral 
cam and bevel gear. The bevel gear is rigidly coupled to the cam, 
allowing it to be driven by a single gearmotor ft with a pinion gear. 
For low friction movement, a 2 mm ball-bearing is mounted to each 
arm and slides within a corresponding spiral channel in the cam. As 
the cam rotates, this bearing pushes the entire arm along its guide 
channel in the layer base. When the cam is turned, the arms extrude 
radially in unison changing the overall diameter of the layer. Each 

layer has a minimum diameter of 5.7 cm to and a maximum of 7.7 
cm when fully extruded. These dimensions were set by the size of 
the gearmotor used (see Section 3.4) – a smaller motor could reduce 
the minimum diameter, though at the cost of a reduced maximum 
diameter. The end of each arm is ft with a curved contact wedge 
(2.5 cm height) such that the layer forms a continuous ring when 
fully retracted and a segmented one when expanded. The concavity 
of each wedge helps ensure gripping forces are centrally applied to 
each arm. Additionally, the edges of each wedge are chamfered to 
prevent any skin pinching during shape-change. 

3.3 Controller Assembly 
A beneft of using these circular expansion layers is that they stack 
easily in the z-dimension, naturally taking on the form factor of a 
grip or handle. Additionally, each layer requires only a single motor 
which can be housed completely within the render volume of the 
mechanism itself, meaning no additional components need to be 
mounted externally on the hand or body. 

We developed X-Rings leveraging these benefts, stacking four 
2.5 cm thick layers (see Figure 2), ftting an average hand. Each 
layer provides feedback for a single fnger, with the thumb and 
palm in opposition. We also include a simple 3D-printed proxy of a 
basic VR controller UI (trackpad + 2 buttons) mounted above the 
layers to demonstrate one way that traditional controller elements 
could be integrated with X-Rings. The base of each layer is fxed 
to a controller handle, creating a single graspable, radially shape-
changing surface. A Velcro strap secures the ergonomically curved 
handle along the user’s knuckles, allowing them to freely grasp and 
release rendered shapes. 

3.4 Hardware 
X-Rings is assembled entirely from of-the-shelf parts and 3D printed 
components. With the exception of fasteners and bearings, all pas-
sive mechanical components on the device are 3D printed, using 
PLA flament on a hobbyist 3D printer (Creality CR-10S Pro V2). 

Each layer of X-Rings is powered by a 12V DC gearmotor (Pololu 
#4789, 15:1 gear ratio). Motor rotation is measured using a mag-
netic encoder (Pololu #4760) mounted to the rear motor shaft, and 
controlled using a TB9051FTG motor driver through a software 
PID loop. Motor current is also monitored by the driver, and output 
as an analog voltage proportional to the motor current (500 mV/A). 
A set of 3D printed bevel gears (40:12 ratio) transmit motor power 
at 90 degrees to the extending arms via a spiral cam coupled to the 
bevel gear. A 3 mm ball-bearing aligns the rotation of the larger 
bevel gear. Each arm consists of an exterior wedge, a sliding pin, 
and an 2 mm ball-bearing which contacts the spiral cam. The four 
expanding layers are then mounted to the 3D printed controller 
handle via M2 screws. A Vive tracker [3] is mounted on the bottom 
of the controller handle to enable 6DOF tracking. 

A Teensy 3.6 microcontroller governs all sensing and actuation 
on X-Rings, and receives commands from a PC via USB serial. Posi-
tion control for each layer is maintained using a 1000 Hz PID loop, 
while four analog inputs are used to monitor the current of each 
motor. The FastTouch library [18] is used to sense user touch of an 
electrically-conductive fnger rest (printed using conductive PLA, 
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Table 1: Technical specifcations of the X-Rings controller. 

Proto-pasta CDP11705) in the top (index) layer; this is used to sense 
whether the user is currently grasping the device. 

3.5 Device Functionality 
Table 1 summarizes the technical specifcations of the X-Rings 
controller. The primary functionality of the device is real-time ren-
dering of graspable surfaces. Each layer can expand from 5.7 cm 
diameter to 7.7 cm diameter in approximately 100 ms, and can sup-
port radial loads of up to 15 N before backdriving the mechanism, 
gears and motor. Due to nominal friction in the 15:1 motor gear-
ing (approx. 2 N), the device is not currently able to support high 
fdelity closed-loop force control. However, current readings from 
each motor driver do provide an indication of the grasping force 
applied to each layer, as the motors draw more current as a result 
of opposing forces. 

X-Rings presently uses motor current information in three ways. 
First, when calibrating the device position, each layer is driven 
inward until a current spike is observed indicating full retraction 
and motor stall. To prevent damaging motors by drawing too much 
current, we also place a safety threshold on the maximum current 
used by a motor in response to a user squeezing the device or 
the mechanism causing motor stall. If the user causes a layer to 
draw more than 0.6 A (by applying approximately 10 N of force) 
for over 1 second, power is cut to that layer for 3 seconds, after 
which it will attempt to reach its desired position again. When this 
threshold is reached, users are notifed either visually in VR or hap-
tically through brief vibration of the motor. Finally, we can leverage 
current measurement to render "squeeze-responsive" objects in VR. 

Unlike most existing shape displays which are purely output 
devices [40, 41], X-Rings is able to trigger visuo-haptic events in 
response to applied forces. This can be used to render objects that 
break or collapse above certain force loads. For example, Figure 5 
shows a graspable clay jug which breaks when the user squeezes 
the controller beyond a set threshold on X-Rings. The breaking 
of the virtual object is accompanied by a retreat of the controller 

Figure 5: A user squeezes X-Rings as it renders a virtual 
clay jug (left) until it reaches the measured motor current 
reaches a threshold, triggering the object to break (middle) 
and the device to retract its rings (right). Yellow lines indi-
cate the device’s original shape. 

rings and a sudden reduction in resistance felt by the user’s fngers. 
X-Rings can communicate this action to the virtual interface in 
order to trigger a visual animation of the object shattering, for 
example. Such force triggers can also be used to render the non-
linear responses of haptic UI elements (e.g. buttons, switches) or 
simulate diferent object properties. 

In addition to current sensing, X-Rings also leverages capaci-
tive touch sensing to obtain additional context from the user. The 
present prototype uses a single touch sensor for the entire con-
troller (a conductive fnger rest located on the index fnger layer) to 
determine whether the user is grasping the rendered object or not. 
We use this signal to ensure that a shape-change (between diferent 
objects) happens after the user has released the previous object. 

3.6 Integration with VR 
X-Rings connects to a PC via a USB Serial connection (115200 baud) 
and is powered via a 12V/3A wall power adapter. An HTC Vive setup 
(head-mounted display and two base stations) is used as the VR 
platform and controller tracker. VR applications are programmed in 
Unity 2019, which transmits appropriate device position commands 
to an interface application via UDP. The interface application then 
parses and forwards commands to the device via USB Serial. X-
Rings sends a device status (including touch state, motor currents, 
and layer positions) back to Unity at 100 dataframes/second. 

3.7 Shape Sampling 
To determine the appropriate target shape for any given graspable 
object in VR, we use a technique we refer to as shape sampling. 
For each graspable object, a cylindrical volume is defned centered 
over the desired grasp region, which we call the grasp volume. This 
volume is the same height as the X-Rings controller’s four layers, 
but twice as wide. Four rays are then cast inward from points on the 
grasp volume boundary corresponding to the four device layers. The 
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Figure 6: Shape sampling procedure for X-Rings. By casting 
a ray (red) from the boundary of the grasp volume toward 
the object, we measure the required radius of each ring (yel-
low). This value is then sent to X-Rings for rendering. 

desired extension of each layer is then determined as the distance 
from the grasp volume’s central axis to the corresponding ray’s 
collision point on the object surface (see Figure 6). In the current 
application, the grasp volume for each object is fxed beforehand; 
however, for objects with variable grasp location (such as a staf), 
the grasp volume could be shifted in real-time. 

In instances when the object surface lies outside the render vol-
ume of X-Rings, the rendered surface can be scaled such that the 
maximum (and/or minimum) object radius corresponds to the max-
imum (minimum) device radius. The dominance of the visual sense 
over haptic perception lends some fexibility to this mapping [35]. 
However, as shown by our evaluation, larger diferences between 
the rendered and visual geometries can make rendered objects more 
difcult to identify. 

4 USER STUDY: OBJECT RECOGNITION 
The primary functionality requirement for X-Rings is the ability to 
render shapes that are distinguishable and recognizable when felt 
by a user. We performed an object recognition study to assess the 
rendering capabilities of X-Rings, evaluating participants’ ability to 
associate a felt, haptically-rendered shape with its visually-rendered 
counterpart. To further explore the impacts of physical rendering 
limitations on perception, we study two operating conditions: full 
dynamic range (where each layer can render diameters between 
5.7-7.7 cm) and half dynamic range (where each layer is limited to 
a max diameter of 6.7 cm). This latter condition mimics the efect 
of a smaller device with reduced displacement capabilities, and was 
informed by our own development experience in which we had 
previously found that the dynamic range of the device impacted 
our shape perception. 

4.1 Participants 
We recruited 10 right-handed participants, ages 18 to 50 (5 male, 5 
female) to take part in this study. To compensate for limitations in 
participation recruitment due to COVID-19, we designed a within-
subjects study with multiple repetitions inspired by psychophysics 
studies [27]. A power analysis in G*Power confrmed that for a 
medium efect-size of � = 0.25 and error probability of � = 0.05, 
an experiment with 2 groups (full and half dynamic range) and 18 

repeated measures (6 objects with 3 repetitions) yields a power of 
above 0.8 for a total sample size of 10. 

4.2 Methods 
4.2.1 Objects. We tested 6 diferent virtual objects (shown in Fig-
ure 7), selected to represent a variety of commonly grasped and 
manipulated object geometries: a large egg, a tankard, a goblet, a 
sword handle, a bottle, and a chisel. These objects span a range 
of curvatures, from large round profles (e.g. the egg) to narrow 
profles with subtle features (e.g. the chisel). The dimensions of 
each object profle as rendered on X-Rings are shown in Figure 7. 

Objects wider than the max diameter of the device, (such as the 
goblet) or narrower than the minimum diameter (such as the sword) 
were mapped to ft within the dynamic range of the X-Rings. In the 
full-dynamic range condition, object profles were mapped between 
to a minimum diameter of 5.7 cm and max of 7.7 cm. In the half 
dynamic range condition the max rendered diameter was 6.7 cm. 

4.2.2 Experimental Setup & Procedure. Participants were seated at 
a table and wore an HTC Vive head-mounted display (HMD), which 
showed all of the candidate objects in a virtual display before them. 
Each virtual object was labeled with a number, and marked with 
four green spheres indicating the grasp location for each fnger, as 
shown in Figure 7. 

The X-Rings controller was located on the table and was not 
visually displayed to the participant in VR. That is, the only feedback 
about rendered shapes was received through grasping and feeling 
the device. Prior to donning the HMD, participants strapped their 
right hand to the controller and were instructed to leave their 
hand/controller resting on the table throughout the study. 

For each trial, participants were asked to grasp the device and 
select the virtual object which best matched the shape they felt. 
Participants were able to freely grasp and explore the rendered 
surface until they made their selection. Participants were not able 
to see their hand, the device, nor any visual representation of either. 
All candidate objects remained visible throughout the experiment. 

Following their selection, participants were instructed to release 
their grasp. The device was then zeroed and the next shape was 
rendered. Within each dynamic range condition, participants expe-
rienced each of the 6 objects 3 times presented randomly (18 trials 
per condition) for a total of 36 experimental trials. 

4.3 Results 
Results of the user study are shown in Figure 8. For each condition, 
a confusion matrix indicates the distribution of selected objects 
for each physically rendered object. Diagonal elements indicate 
correctly identifed objects, while of-diagonal elements indicate 
errors. The aggregated error rates for each object are also shown 
for each condition. 

A two-way repeated measures ANOVA revealed a signifcant in-
teraction efect between Object and Condition (� (5, 45) = 3.749, � = 
0.006) on the number of selection errors made. Signifcant main 
efects of both Object (� (5, 45) = 3.712, � = 0.007) and Condition 
(� (1, 9) = 31.016, � = 0.0003) were also found. Post-hoc analysis 
using Bonferroni-corrected pairwise t-tests further showed that 
using half of the device’s dynamic range led to a signifcant increase 
in selection errors for the rendered goblet (Object 3; � = 0.007) and 
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Figure 7: Six objects tested in the user study. Each virtual object is shown along side its corresponding rendered shape on 
X-Rings as well as the physically rendered dimension of each layer, as computed according to the Shape Sampling protocol 
detailed in Section 3.7. Dimensions for both full and half dynamic range conditions are given. Green circles on each virtual 
object indicate the grasp point for each fnger. 

Figure 8: Results of the object recognition user study for the 
Full Dynamic Range condition (A) and the Half Dynamic 
Range condition (B). Confusion matrices show the number 
of times each object was selected for a given rendered abject. 
The overall selection error rate for each physically rendered 
object is also shown, with 95% confdence intervals. 

bottle (Object 5; � = 0.003) compared to the full dynamic range 
condition. Overall, reducing the device’s dynamic range from 2 cm 
to 1 cm more than doubled participants’ selection error rate from 
20% to 46%. 

By observation of the results, we also see that certain objects 
were more likely to lead to confusion regardless of the device’s 
dynamic range, such as the chisel (Object 6) and tankard (Object 2). 
These objects have subtle changes in their surface geometry, and 
thus were expected to be more difcult to identify than, say, the 
sword (Object 4) which has a consistent cylindrical geometry or 
the egg (Object 1) which has large, distinct changes in curvature. 

The interaction efect between object and condition described 
above highlights the impact that a device’s dynamic range can 
have on object recognition. While the goblet (Object 3) and bottle 
(Object 5) were easily identifable (error rate < 10%) with a full 
dynamic range of 2 cm, their features became less distinguishable 
with a dynamic range of only 1 cm. This highlights the challenge 
in distinguishing subtle surface diferences using coarse geometry 
discretization within a limited dynamic range. 

In both conditions, the error rate was well below Bayesian ran-
dom chance selection. Given 6 objects the probability of correctly 
picking an object at random is 1/6, whereas the probability of com-
mitting an error is of 5/6 (83%). A total of 36 errors were made out 
of 180 trials (6 objects in 3 repetitions for 10 participants) in the 
full dynamic range condition, which shows an error rate of 20% – 
well below that expected for random selection. In the half dynamic 
range condition, the errors increased to 83, representing a 46% error 
rate, which nonetheless was still well below random selection. 

5 DEMO APPLICATION: SELECTING AND 
GRASPING OBJECTS IN A VIRTUAL SCENE 

To illustrate the potential of X-Rings as a shape-changing haptic 
controller for VR, we developed an application scenario in Unity 
that allows users to freely pick up and interact with a variety of 
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Figure 9: VR view of the virtual forge scene, with objects pre-
pared for interaction with X-Rings. Grasp sensing volume 
and grasp points are shown here for illustrative purposes 
and not visible by the user. 

Figure 10: Object prediction uses a temporally smoothed 
hand velocity vector (red arrow) to fnd the nearest graspable 
object to this ray (marked by a yellow dot). 

objects common for a medieval game scenario while shape feedback 
is rendered by X-Rings (shown in Figure 9). 

In the scene, the user has a selection of objects available to pick 
up from a table in front of them: a wooden tankard, a goblet, a sword, 
an axe, a bottle, and a chisel. (All but the axe are identical to objects 
investigated in our user study.) As the user reaches for any of these 
objects, the system predicts their target and sends the appropriate 
commands to X-Rings in order to render the appropriate shape. 

5.1 Target Object Prediction 
To anticipate which object the user is reaching for, we measure the 
vector direction of the user’s hand motion as tracked by the con-
troller. To reduce noise, we smooth this vector using an exponential 
flter with a constant of 0.95. The intended target object is predicted 
as the nearest graspable object nearest to the line defned by the 
current hand motion direction (see Figure 10). If the user’s hand is 
within 50 cm of the predicted target object, the shape of the object 
is commanded to X-Rings for rendering. New object shapes are 
only commanded if the touch sensor on X-Rings indicates the user 
is not already grasping the device. Because the device can rapidly 
update its shape (< 0.1 seconds), this approach works well even as 
the user reaches between two objects that are very close together. 

5.2 Interactivity 
We leverage animations of a fully articulated virtual hand to further 
increase immersion in the application. When an object is registered 
as a graspable target and the user’s hand enters the grasp volume, an 
animation is triggered rendering the grasping of the target object as 
the user closes their real hand (Figure 11). If the user releases their 

Figure 11: As the user touches the controller (left), a quick 
animation of their virtual hand closing its fngers around 
the virtual object is triggered (right). A similar animation of 
the virtual hand releasing the object is displayed when the 
user releases their grasp. 

grasp on X-Rings, the change is sensed via capactive sensing and the 
virtual hand opens, releasing the virtual object. It is also possible to 
leverage pressure sensing (via changes in measured motor current) 
to enable efects such as squishing or breaking held objects if the 
current is higher than a set threshold. Once this threshold is reached 
on any layer, a breaking animation can be triggered and the device 
fully retracts, as previously illustrated in Figure 5. 

6 DISCUSSION, LIMITATIONS, & FUTURE 
WORK 

The results of our study indicate that X-Rings is efective at render-
ing distinguishable and recognizable graspable objects, particularly 
when operating at its full dynamic range of 2 cm. Moreover, its rapid 
rendering speed (approx. 100 ms for 2 cm expansion), graspable 
form factor, and capacity for physical input via touch and pressure 
sensing make X-Rings promising as a tool for physical interaction 
in VR. Our study also highlights the negative impact of reduced 
device dynamic range on grasped shape perception. However, the 
observed errors are likely also a result of the physical discretiza-
tion inherent to shape displays, or perhaps diferences between the 
user’s expectations and rendered haptic feedback. 

We also note that the task of identifying virtual objects by felt 
shape alone involves greater scrutiny on the device than might 
exist in normal interaction scenarios. For example, while the ren-
dered chisel shape yielded higher selection error rates, this does 
not necessarily imply that the rendered shape is unsuitable for the 
virtual chisel. Rather, it suggests that this shape may be suitable for 
other objects as well. In this way, we expect that the results of our 
evaluation are quite conservative. 

While X-Rings has demonstrated potential as a hand-worn shape-
rendering controller for grasping virtual objects, several challenges 
and opportunities for improvement still exist. Crucially, the radially-
symmetric nature of the expansion mechanism prevents it from 
rendering asymmetric object profles. However, this comes at the 
beneft of using only 4 actuators compared to the large number of 
actuators used by traditional shape displays. This also results in 
reduced cost, power requirement, and weight while increasing the 
reliability of the system. The use of 4 approximately fnger-width 
rings leads to naturally graspable shapes, where each fnger is sup-
ported by a single ring. Future work will explore using smaller 
motors/rings so that each fnger may be support two ring mech-
anisms, enabling the device to vary the contact surface normal 
and better approximate more general object surfaces. Additionally, 
future work can also explore specifcally designed cam profles 
that expand asymmetrically (such as an ellipse) or asynchronously, 
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allowing some asymmetry in rendered object without increasing 
the number of actuators required. 

Another interesting option is to add two additional rings – one 
above the hand and one below – to provide additional haptic context 
to the sides of the hand and fngers. The would enable the controller 
to render features that lie outside the explicit grasp volume but 
provide important cues about the grasped object, such as the guard 
of a sword hilt felt by the top of the hand, or the base of a goblet 
felt by the bottom of the hand. These subtle additional cues would 
likely increase the perceived realism of certain rendered objects. 

Additionally, the current X-Rings system is not wireless. While 
all motors and actuation mechanisms are housed within the con-
troller, the device is tethered to an external control board which 
connects to a PC for USB communication and a wall adapter for 
power. By using a smaller microcontroller and motor controllers as 
well as wireless communication and battery power, we believe that 
future versions of X-Rings could incorporate all components into 
an untethered controller. 

The "inside-out" paradigm for shape rendering enables a com-
pact form-factor where all system elements are housed within a 
controller handle that can easily be picked up and manipulated and 
better ft a wide range of hand sizes. However, this paradigm inher-
ently limits the minimum size of a rendered object, due to the need 
to contain the all components within the rendered shape. In the cur-
rent implementation of X-Rings, the smallest rendered objects have 
a diameter of 5.7 cm. The dominance of the visual sense, however, 
enables us to believably render grasped objects slightly smaller or 
larger than the dynamic range of the device, as long as the shape is 
similar to the object. Our user study was partially designed towards 
understanding how much smaller we could make our design; how-
ever, the results suggests that signifcant diferences between the 
scale of the rendered and observed shapes can hinder recognition. 
Other expansion mechanisms, such as telescoping components, can 
potentially be explored to achieve greater dynamic range, though 
likely at the cost of signifcant complexity. Furthermore, it may 
also be possible to position actuators in the controller handle and 
transmit mechanical power through tendons or linkages in order 
reduce the minimum renderable diameter. 

While much less dependent on the user’s hand size than tra-
ditional "outside-in" haptic exoskeletons, there remains room to 
increase the fexibility of the X-Rings design. Presently, the device 
assumes that each layer provides feedback for a single fnger. While 
the 2.5 cm layer thickness was suitable for all participants in our 
study to naturally rest one fnger on each layer, individuals with 
smaller hands may contact some layers with multiple fngers. The 
ability to adjust layer size and/or spacing would further assist in 
ensuring broad accessibility to users. 

In the current controller design, the device is strapped to the 
user’s hand allowing them to freely grasp and release rendered 
objects. This design however uses a narrow handle that rests against 
the palm in order to secure the strap, preventing shape feedback 
from being rendered to the palm. While shape feedback along the 
fngers is perhaps most important for grasp rendering, X-Rings 
could also be adapted for a handle-less design that would allow the 
rendering of complete graspable surfaces. 

Future work should further study the importance of human per-
ceptual thresholds (e.g., shape discrimination) for graspable shape 

generation. In our study we have focused on the device’s physical 
dynamic range, but we believe that combining a device such as 
X-Rings with haptic retargeting techniques [4, 44] could further 
amplify its perceived rendering capabilities. Such an approach lever-
ages visual dominance [35], or the tendency of vision to dominate 
perception in sensory conficts. Previous work has demonstrated 
that one’s grasp can be successfully "resized" in VR within certain 
thresholds [7]. In the case of X-Rings, it would be benefcial to 
understand the extent to which vision dominates proprioception 
during grasped-shape perception, such that the allowable "mis-
match" between haptically rendered and visually presented objects 
can be better evaluated. We hypothesize that additional visual cues, 
such as animated virtual fngers, would strengthen this illusion 
by increasing the user’s sense of embodiment, perhaps further in-
creasing the range of allowable mismatch between the rendered 
and visual shape. We see X-Rings as a promising tool to aid in the 
investigation of these important questions. 

Further research could also shed light on additional use cases 
of X-Rings, such as for bimanual interaction, either with multiple 
controllers or using one hand to interact with surfaces rendered 
on the other. Additionally, while the current implementation al-
lows some valuable physical input to the device through motor 
current and touch sensing, higher quality gearmotors and/or sen-
sors could enable richer haptic rendering of surface properties such 
as compliance through closed-loop force control. 

Additionally, while we have focused our initial evaluation on 
the rendering capabilities of X-Rings alone, we believe a compari-
son against other haptic controllers that enable grasping (such as 
Wolverine [11] or CLAW [12]) would provide important context 
and highlight the pros and cons of each rendering approach. 

Finally, while X-Rings has been tested and designed for VR, it 
may be a useful tool for augmented reality (AR) applications as 
well. Its compact, inside-out design could be particularly helpful in 
avoiding environmental occlusions while interacting with virtual 
objects situated in the real world. 

7 CONCLUSION 
We introduced X-Rings, a novel hand-mounted 360◦ shape display 
for grasping in VR. To the best of our knowledge, X-Rings is the 
frst hand-scale shape display to support whole-hand encountered-
type grasping of virtual objects and surfaces. Through X-Rings, we 
explore the use of an "inside-out" paradigm for graspable shape 
rendering, leveraging the VR controller form factor to house ac-
tuation components within the controller handle, as opposed to 
traditional exoskeltons which require cumbersome external equip-
ment. Additionally, by strapping to the user’s knuckles, X-Rings 
afords the ability to naturally grasp and release virtual objects 
freely. X-Rings is also able to sense direct input through touch and 
pressure sensing, both of which are important for compelling dy-
namic physical interactions with virtual objects. Our evaluation 
shows that X-Rings is efective in rendering identifable shapes 
and highlights the impact of renderable dynamic range on grasped 
shape recognition. We hope that our design and implementation of 
X-Rings helps infuence and inspire future research and develop-
ment of VR and AR controllers that provide natural and expressive 
shape rendering. 
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