Auto-Validate: Unsupervised Data Validation
Using Data-Domain Patterns Inferred from Data Lakes

Jie Song”
University of Michigan
jiesongk@umich.edu

ABSTRACT

Complex data pipelines are increasingly common in diverse ap-
plications such as BI reporting and ML modeling. These pipelines
often recur regularly (e.g., daily or weekly), as BI reports need to
be refreshed, and ML models need to be retrained. However, it is
widely reported that in complex production pipelines, upstream
data feeds can change in unexpected ways, causing downstream
applications to break silently that are expensive to resolve.

Data validation has thus become an important topic, as evidenced
by notable recent efforts from Google and Amazon, where the ob-
jective is to catch data quality issues early as they arise in the
pipelines. Our experience on production data suggests, however,
that on string-valued data, these existing approaches yield high
false-positive rates and frequently require human intervention. In
this work, we develop a corpus-driven approach to auto-validate
machine-generated data by inferring suitable data-validation “pat-
terns” that accurately describe the underlying data-domain, which
minimizes false-positives while maximizing data quality issues
caught. Evaluations using production data from real data lakes
suggest that AUTO-VALIDATE is substantially more effective than
existing methods. Part of this technology ships as an Auto-Tac
feature in MICROSOFT AZURE PURVIEW.
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1 INTRODUCTION

Complex data pipelines and data flows are increasingly common
in today’s BI, ETL and ML systems (e.g., in Tableau [15], Power
BI [13], Amazon Glue [2], Informatica [11], Azure ML [4], etc.).
These pipelines typically recur regularly (e.g., daily), as BI reports
need to be refreshed regularly [30, 61], data warehouses need to
be updated frequently [64], and ML models need to be retrained
continuously (to prevent model degradation) [21, 54].

However, it is widely recognized (e.g., [21, 39, 54, 59-61]) that in
recurring production data pipelines, over time upstream data feeds
can often change in unexpected ways. For instance, over time, data
columns can be added to or removed in upstream data, creating
schema-drift [21, 54, 61]. Similarly, data-drift [54] is also common,
as the formatting standard of data values can change silently (e.g.,
from “en-us” to “en-US”, as reported in [54]); and invalid values can
also creep in (e.g., “en-99”, for unknown locale).

*Work done at Microsoft Research.
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define a data quality check
.addCheck(
Check(CheckLevel.Error, "Review Check™)

.isUnique("review_id") should not contain duplicates

.isComplete("marketplace™) should never be NULL

// contains only the listed values

.isContainedIn("marketplace", Array("us", "UK", "DE", "JP", "FR"))

.isNonNegative("year")) // should not contain negative values
Figure 1: Example code snippet to describe expected data-
values, using declarative constraints in Amazon Deequ.

Such schema-drift and data-drift can lead to quality issues in
downstream applications, which are both hard to detect (e.g., mod-
est model degradation due to unseen data [54]), and hard to debug
(finding root-causes in complex pipelines can be difficult). These
silent failures require substantial human efforts to resolve, increas-
ing the cost of running production data pipelines and decreasing
the effectiveness of data-driven system [21, 54, 59, 61].

Data Validation by Declarative Constraints. Large tech com-
panies operating large numbers of complex pipelines are the first to
recognize the need to catch data quality issues early in the pipelines.
In response, they pioneered a number of “data validation” tools,
including Google’s TensorFlow Data Validation (TFDV) [9, 21] and
Amazon’s Deequ [1, 61], etc. These tools develop easy-to-use do-
main specific languages (DSLs), for developers and data engineers to
write declarative data constraints that describe how “normal” data
should look like in the pipelines, so that any unexpected deviation
introduced over time can be caught early as they arise.

Figure 1 shows an example code snippet! from Amazon Deequ [61]
to specify data validation constraints on a table. In this case, it is de-
clared that values in the column “review_id” need to be unique, col-
umn “marketplace” is complete (with no NULLs), values in “marketplace”
need to be in a fixed dictionary {“US”, “UK”, “DE”, “JP”, “FR”}, etc. Such
constraints will be used to validate against data arriving in the
future, and raise alerts if violations are detected. Google’s TFDV
uses a similar declarative approach with a different syntax.

These approaches allow users to provide high-level specifications
of data constraints, and is a significant improvement over low-level
assertions used in ad-hoc validation scripts (which are are hard to
program and maintain) [1, 9, 21, 61, 63].

Automate Data Validation using Inferred Constraints. While
declarative data validation clearly improves over ad-hoc scripts,
and is beneficial as reported by both Google and Amazon [21, 61],
the need for data engineers to manually write data constraints one-
column-at-a-time (e.g., in Figure 1) still makes it time-consuming
and hard to scale. This is especially true for complex production
data, where a single data feed can have hundreds of columns requir-
ing substantial manual work. As a result, experts today can only
afford to write validation rules for part of their data (e.g., important

!https://aws.amazon.com/blogs/big- data/test-data-quality-at-scale-with-deequ/
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columns). Automating the generation of data validation constraints
has become an important problem.

The main technical challenge here is that validation rules have
to be inferred using data values currently observed from a pipeline,
but the inferred rules have to apply to future data that cannot yet
be observed (analogous to training-data/testing-data in ML settings
where test-data cannot be observed). Ensuring that validation rules
generalize to unseen future data is thus critical.

We should note that existing solutions already make efforts in
this direction — both Google TFDV and Amazon Deequ can scan an
existing data feed, and automatically suggest validation constraints
for human engineers to inspect and approve. Our analysis suggests
that the capabilities of these existing solutions are still rudimentary,
especially on string-valued data columns. For instance, for the ex-
ample Cp in Figure 2(a) with date strings in Mar 2019, TFDV would
infer a validation rule? requiring all future values in this column to
come from a fixed dictionary with existing values in Cy: {* Mar 01
2019%,...“Mar 30 2019” }. This is too restrictive for data validation,
as it can trigger false-alarms on future data (e.g. values like “Apr
01 2019”). Accordingly, TFDV documentation does not recommend
suggested rules to be used directly, and “strongly advised developers
to review the inferred rule and refine it as needed”>.

When evaluated on production data (without human interven-
tion), we find TFDV produces false-alarms on over 90% string-
valued columns. Amazon’s Deequ considers distributions of values
but still falls short, triggering false-alarms on over 20% columns.
Given that millions of data columns are processed daily in produc-
tion systems, these false-positive rates can translate to millions of
false-alarms, which is not adequate for automated applications.

Auto-Validate string-valued data using patterns. We in this
work aim to infer accurate data-validation rules for string-valued
data, using regex-like patterns. We perform an in-depth analysis
of production data in real pipelines, from a large Map-Reduce-like
system used at Microsoft [53, 71], which hosts over 100K production
jobs each day, and powers popular products like Bing Search and
Office. We crawl a sample of 7M columns from the data lake hosting
these pipelines and find string-valued columns to be prevalent,
accounting for 75% of columns sampled.

Figure 3 shows 7 example string-valued columns from the crawl.
A key characteristic common to many such columns, is that these
columns have homogeneous and machine-generated data values,
which exhibit distinct “patterns” that encode specific semantic
meanings. In our examples, these include knowledge-base entity-
id [6] (used by Bing Search), online-ads delivery status (used by
search ads), time-stamps in proprietary formats (used by search
ads), etc. We note that these are not one-off patterns occurring just
once or twice — each pattern in Figure 3 shows up in at least 5000
data columns in our crawl, suggesting that these are widely-used
concepts. Similar data are likely common in other industries and
domains (e.g., for pharmaceutical or financial companies [62]).

In this work, we focus on these string-valued columns that have
homogeneous machine-generated data values. Specifically, if we
could infer suitable patterns to describe the underlying “domain” of

2This was initially tested on TFDV version 0.15.0, the latest version available in early
2020. We tested it again at the time of publication in March 2021 using the latest TFDV
version 0.28.0, and observed the same behavior for this test case.
Shttps://www.tensorflow.org/tfx/data_validation/get_started

the data (defined as the space of all valid values), we can use such
patterns as validation rules against data in the future. For instance,
the pattern “<letter>{3} <digit>{2} <digit>{4}” can be used to
validate C; in Figure 2(a), and “<digit>+/<digit>{2}/<digit>{4}
<digit>+:<digit>{2}:<digit>{2} <letter>{2}” for Cy in Figure 2(b).

Our analysis on a random sample of 1000 columns from our pro-
duction data lake suggests that around 67% string-valued columns
have homogeneous machine-generated values (like shown in Fig-
ure 3), whose underlying data-domains are amenable to pattern-
based representations (the focus of this work). The remaining 33%
columns have natural-language (NL) content (e.g., company names,
department names, etc.), for which pattern-based approaches would
be less well-suited. We should emphasize that for large data-lakes
and production data pipelines, machine-generated data will likely
dominate (because machines are after all more productive at churn-
ing out large volumes of data than humans producing NL data),
making our proposed technique widely applicable.

Conceptually, there are many ways to “generalize” a column of
data into patterns. For a simple column of date-time strings like in
Figure 5, and using a standard generalization hierarchy (Figure 4),
one could generate over 3 billion patterns. For example, the first
part (digit “9” for month) alone can be generalized in 7 different
ways below, also shown in the top-right box of Figure 5. The cross-
product of these options at each position creates over 3 billion
possible patterns for this simple column.

The challenge for data-validation, is to select suitable patterns
from this large space given only observed values in C, in antici-
pation of valid values from the same “domain” that may arrive in
the future. The key is to not use overly restrictive patterns (as in
data-profiling), which would yield many false-positive alerts. Con-
versely overly general patterns (like the trivial “.*”) should also
not be used, as they would fail to detect any data quality issues. In
effect, we want to find patterns that balance two conflicting goals:
(1) reduce false-alarms (or improve detection precision); and (2)
catch as many issues as possible (or improve detection recall).

A corpus-driven approach to pattern-inference. Intuitively,
the pattern-inference problem is hard if we only look at one input
column C - for the date-time examples in Figure 2, we as humans
know what patterns are suitable; but for the examples in Figure 3
drawn from proprietary domains, even humans may find it hard
to determine suitable validation patterns, and would need to seek
“additional evidence”, such as other “similar-looking columns”.

Following this intuition, we in this work formulate pattern-
inference as optimization problems, by leveraging a large corpus
of related tables T (e.g. data produced by production pipelines and
dumped in the same enterprise data lake). Our inference algorithms
leverage columns “similar” to C in T, to reason about patterns that
may be ideal for data-validation.

Large-scale evaluations on production data suggest that AuTo-
VALIDATE produces constraints that are substantially more accurate
than existing methods. Part of this technology ships as an Auto-Tac
feature for custom-classification in MICROSOFT AZURE PURVIEW [5].

2 AUTO-VALIDATE (BASIC VERSION)

We start by describing a basic-version of AuTO-VALIDATE for ease
of illustration, before going into more involved algorithm variants
that use vertical-cuts (Section 3) and horizontal-cuts (Section 4).
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(a) Column C,

Data values observed
in current feed
Mar 01 2019
Mar 02 2019 -
Mar 03 2019
Mar 04 2019 S

Y

Mar 29 2019
Mar 30 2019

Data values to arrive
in the future
Apr 012019

May 01 2019

Jan 03 2020

Ideal Data Profiling pattern
» Mar <digit>{2} 2019

Ideal Data Validation pattern
<letter>{3} <digit>{2} <digit>{4}

(b) Column C,

Data values observed
in current feed
9/12/2019 9:01:03 AM
9/12/2019 9:02:20 AM -
9/12/2019 9:03:10 AM
9/12/2019 9:03:52 AM AN

9/12/2019 9:24:18 AM
9/12/2019 9:25:10 AM

Data values to arrive
in the future
9/12/2019 10:01:19 AM

9/12/2019 1:03:56 PM

10/01/2019 1:03:41 AM

ideal Data Profiling pattern
9/12/2019 9:<digit>{2}:<digit>{2} AM

ideal Data Validation pattern
<digit>+/<digit>{2}/<digit>{4} <digit>+:<digit>{2}:<digit>{2} <letter>{2}

Figure 2: Two example data columns C; and C;. The top portion of each column shows data in the current feed that can be
observed, while the bottom portion shows values that will arrive in the future.

Knowledgebase entity-id (Satori) |

Column_1
http://knowledge.microsoft.com/00173000-4610-dcbc-f072-1303cf40dea2
http://knowledge.microsoft.com/001f1d65-7d52-91ad-45cf-6dbdda546849
http://knowledge.microsoft.com/0028a3b3-4f39-8004-3c83-4d3fd88236ee
http://knowledgemicrosoft.com/002ac4e0-f67f-b9a1-31e2-d330e2bac305
http://knowledge. microsoft.com/002c4b48-43¢2-9a81-9a6d-8733f9f 1771

Search engine ads delivery status |

Column_2

[0.1]02/18/2015 00:00:00/06/12/2015 08:00:00]OnBooking]
[0.1]02/18/2015 00:00:00/03/02/2015 08:00:00]OnBooking]
[0.1]02/18/2015 00:00:00|06/12/2015 08:00:00|OnBooking]
[0.1]02/18/2015 00:00:00/05/11/2015 04:00:00|OnImpressionDelivery]
[0.1]02/18/2015 00:00:00/03/02/2015 08:00:00|OnBooking]

| Timestamp in Ads system | | Search impression YPID |

Column_9
183,170,212,304,426
257,248,284,375,499
196,180,231,333,457
196,180,231,333,457
203,188,242,347,471

Column_0

YN570x401314983
'YN2000x670126853
'YN873x5687379231001609840
YN6306x15063366487172807228
YN609x10381777

http://knowledge.microsoft.com/002c4b48-43¢2-9a81-9a6d-8733f9f 1771 167,148,216,330,450

196,180,231,333,457

'YN6306x16164657785259929838
YN1029x108513446

[8.03632418531763|02/18/2015 00:00:00]05/11/2015 08:00:00|OnBocking]
[4.72]02/18/2015 00:00:00]04/08/2015 05:00:00|OnlmpressionDelivery]

Search ads impression log Session Id Log message file path

Column_2
0]0[0|0|0[0|0[O]0|0|0|0|0[0]0]0]0[0[0]0]0]0|0j0
0/0[0]0[0{0[0[0[0[01e[0]0[0[0[0[0[0[0]0]0[0|0[0
O[1]0]0[0[0}46{77|114]156[178]177]150]153]108|72|00|89|117]129}46/47|2|0
0]0[0]0|0|0|0[0]0|0|0|0|0[0]0]0]0[0[0]0]0]0|0j0
0]0/0/0[0|0[0|0[0[0C

Column_0
100001D1|100001D1-2ea0d151-445d-4b38-8a1d-6b547b01ced5
100001D1/100001D1-d911f425-89be-443e-b15f-dd5f017856ae
100001D1/100001D1-dcb4dac5-e258-41F1-9418-38¢1147¢df98
100006B4|10000684-221fa561-4b00-484e- a43d-2dc4d2b2d294

Column_5
250473780/2019/09/12/03/10/7CT8AcHS-0f3a-472¢-8¢62-8b5cd2db3974 xml.gz
250473780/2019/09/12/03/12/415c0104-f302-443f-a7b9-9e43062a0a85.xml.gz
250473780/2019/09/12/03/14/8a2bab85-cac4-4fe6-a325-c641cdc7addb.xml.gz
250473780/2019/09/12/03/13/d07Fc822-£dl58-46b.c-8236-556b4c6076f .xml. gz
[0jojojojojof 1000097E|1000037E-023412e5-bb57-4f33-2520-96ec32bdc 7% 250473780/2019/09/12/03/14/4d4d6b76-abce-458-8836-bac3fbedd172xml.gz
0/0]0/0|0|0[0|0[0[0[0[0]0[0[0]0[0[0]00jol0l0j0 1000097E|1000097E-0c540732-1397-48a5-8204- df38a767a3d2 250473780/2019/09/12/03/14/8c5ee3fa-924b-4aca-8929-89eb 778be9 14.xml.gz
Figure 3: Example columns crawled from a production enterprise data lake. Each column has a distinctive data pattern in
proprietary formats, encoding specific meanings (the first column is anonymized for review). These are all common patterns

found in at least 5000 columns.

)|0]0[0]0]0[0]0

Al 2.1 Preliminary: Pattern Language

Since we propose to validate data by patterns, we first briefly de-
scribe the pattern language used. We note that this is fairly standard
(e.g., similar to ones used in [58]) and not the focus of this work.

Alphanumeric

Letter Dig|it Num  Symbol
Figure 4 shows a generalization hierarchy used, where leaf-
\ nodes represent the English alphabet, and intermediate nodes (e.g.,
<digit>, <letter>) represent tokens that values can generalize into.
a b.z 0 1.9 . A pattern is simply a sequence of (leaf or intermediate) tokens, and

for a given value v, this hierarchy induces a space of all patterns con-

Figure 4: Example string generalization hierarchy.
sistent with v, denoted by P(v). For instance, for a value v = “9:07”,

Const(“9”) Const(12”) Const(“AM”) we can generate P(v) ={"<digit>:<digit>{2}”, “<digit>+:<digit>{2}",
<digit>{1} Const(“/") <digit>{2} <letter>{2} « .. L. » o« L. » o« o »
<digit>+ <symbob(1] <digit>+ dletters+ <digit>:<digit>+”, “<num>:<digit>+", “9:<digit>{2}", ...}, among
<um> | X <num> X .. X <num> many other options.
<alphanum>{1} > <alphanum>{2} <alphanum>{2} ! .
<alphanums+ <@ <alphanums+ <alphanums+ Given a column C for which patterns need to be generated,
<all> <all> <all> we define the space of hypothesis-patterns, denoted by H(C), as

S

T
J

the set of patterns consistent with all values v € C, or H(C) =
NuecP(v) \ “*” (note that we exclude the trivial “*” pattern as it is
trivially consistent with all C). Here we make an implicit assumption
that values in C are homogeneous and drawn from the same domain,
which is generally true for machine-generated data from production
pipelines (like shown in Figure 3)*. Note that the assumption is

76 X 4% x 7 = 3.3 billion
AM possible candidate patterns

Figure 5: Possible ways to generalize a column of date-time
strings, using the hierarchy in Figure 4.
4Qur empirical sample in an enterprise data lake suggests that 87.9% columns are

homogeneous (defined as drawn from the same underlying domain), and 67.6% are
homogeneous with machine-generated patterns.



used to only simplify our discussion of the basic-version of AuTo-
VALIDATE (this section), and will later be relaxed in more advanced
variants (Section 4).

We call H(C) hypothesis-patterns because as we will see, each
h(C) € H(C) will be tested like a “hypothesis” to determine if h is a
good validation pattern. We use h and h(C) interchangeably when
the context is clear.

ExaMPLE 1. Given the column C shown in Figure 5, and the
hierarchy in Figure 4, the space of hypothesis patterns H(C) is
shown at the top of Figure 5.

We use an in-house implementation to produce patterns based
on the hierarchy, which can be considered as a variant of well-
known pattern-profiling techniques like [58]. Briefly, our pattern-
generation works in two steps. In the first step, it scans each cell
value and emits coarse-grained tokens (e.g., <num> and <letter>+),
without specializing into fine-grained tokens (e.g., <digit>{13} or
<letter>{2}). For each value in Figure 5, for instance, this produces
the same <num>/<num>/<num> <num>:<num>:<num> <letter>+ Each
coarse-grained pattern is then checked for coverage so that only
patterns meeting a coverage threshold are retained. In the second
step, each coarse-grained pattern is specialized into fine-grained
patterns (examples are shown in Figure 5), as long as the given
threshold is met. More details of this can be found in a full version
of this paper [42].

We emphasize that the proposed AuTO-VALIDATE framework
is not tied to specific choices of hierarchy/pattern-languages - in
fact, it is entirely orthogonal to such choices, as other variants of
languages are equally applicable in this framework.

2.2 Intuition: Goodness of Patterns

The core challenge in AUTO-VALIDATE, is to determine whether
a pattern h(C) € H(C) is suitable for data-validation. Our idea
here is to leverage a corpus of related tables T (e.g., drawn from
the same enterprise data lake, which stores input/output data of
all production pipelines). Intuitively, a pattern h(C) € H(C) is
a “good” validation pattern for C, if it accurately describes the
underlying “domain” of C, defined as the space of all valid data
values. Conversely, h(C) is a “bad” validation pattern, if:

(1) A(C) does not capture all valid values in the underlying “do-

main” of C;

(2) h(C) does not produce sufficient matches in T.

Both are intuitive requirements — (1) is desirable, because as we
discussed, the danger in data-validation is to produce patterns that
do not cover all valid values from the same domain, which leads to
false alarms. Requirement (2) is also sensible because we want to
see sufficient evidence in T before we can reliably declare a pattern
h(C) to be a common “domain” of interest (seeing a pattern once
or twice is not sufficient).

We note that both of these two requirements can be reliably
tested using T alone and without involving humans. Testing (2) is
straightforward using standard pattern-matches. Testing (1) is also
feasible, under the assumption that most data columnsin D € T
contain homogeneous values drawn from the same underlying
domain, which is generally true for “machine-generated” data from
production pipelines. (Homogeneity is less likely to hold on other
types of data, e.g., data manually typed in by human operators).

We highlight the fact that we are now dealing with two types of
columns that can be a bit confusing - the first is the input column C
for which we need to generate validation patterns h, and the second
is columns D € T from which we draw evidence to determine the
goodness of h. To avoid confusion, we will follow the standard of
referring to the first as the query column, denoted by C, and the
second as data columns, denoted by D.

We now show how to test requirement (1) using T below.

ExaMPLE 2. The left of Figure 6 shows a query column C for which
validation patterns need to be generated. A few hypothesis-patterns
in H(C) are listed in the middle. In this example, we intuitively know
that h1 (C) and h2(C) are “bad” patterns since they are too “narrow”
and would lead to false-alarms, while h5(C) is a “good” validation
pattern that suitably generalizes the underlying domain.

We show that such determinations can be inferred using T.
Specifically, hy (C) is a “bad” pattern based on T, because we can
find many columns like D € T shown on the right of Figure 6 that
are “impure” — these columns contain values that match hq(C), as
well as values that do not (e.g., “9/12/2019 12:01:32 PM”, where
the “PM” part does not match h; (C)). A large number of “impure”
columns like this would indicate that k1 (C) is not a good pattern
to describe the underlying domain because if it were, we should
not see many impure columns like D € T given homogeneity.

Similarly, we can show that h2(C) is not a good validation pat-
tern, for using h2(C) to describe the domain would again make
many columns like D “impure” (values like “10:02:20 AM” are in-
consistent with hy(C) since they have two-digit hours, whereas
h2(C) uses a single <digit> for hours), suggesting h(C) is also too
narrow.

Using the ideal pattern h5(C) to describe the domain, on the
other hand, would yield few “impure” columns in T.

Intuitively, we can use the impurity of pattern h on data columns
D € T, to infer whether h is a good validation pattern for the
domain, defined as follows.

DEFINITION 1. The impurity of a data column D € T, relative to
a given hypothesis pattern h, is defined as:
|[{v]o € D,h ¢ P(v)}|

l{olo € D}|

Impp, (h) = (1)
This definition is intuitive — we measure impurity as the fraction
of values in D not matching h.

ExampLE 3. In Figure 6, Impp, (h1) can be calculated as % since
the last 2 values (with “PM”) out of 12 do not match h;.

Similarly, Impp,(h2) can be calculated as %, since the last 8
values in D (with two-digit hours) do not match h;.

Finally, Impp, (hs) is 1—02, since all values in D match hs.

We note that if h(C) is used to validate a data column D (in the
same domain as C) arriving in the future, then Impp (h) directly
corresponds to expected false-positive-rate (FPR):

DEFINITION 2. The expected false-positive-rate (FPR) of using
pattern A(C) to validate a data column D drawn from the same
domain as C, denoted by FPRp (h), is defined as:

FPp(h)
FPRp(h) = TNp (h) + FPp (k) @
Where FPp (h) and TNp (h) are the numbers of false-positive de-
tection and true-negative detection of h on D, respectively. Note



Query column C

Hypothesis Patterns H(C)

An “impure” DET

9/12/2019 9:12:03 AM

Column_7

9/12/2019 9:07:53 AM
9/12/2019 9:08:00 AM
9/12/2019 9:08:05 AM
9/12/2019 9:07:45 AM

“Bad” hypothesis =>

9/12/2019 9:07:45 AM h,(C):  <digit>+/<digit>+/<digit>{4} <digit>+:<digit>{2}:<digit>{2} AM
h,(C):  <digit>+/<digit>+/<digit>{4} <digit>:<digit>{2}:<digit>{2} <alpha>{2}

9/12/2019 9:24:23 AM
9/12/2019 9:35:35 AM
9/12/2019 9:54:53 AM
9/12/2019 10:02:20 AM
9/12/2019 10:12:13 AM
9/12/2019 10:24:43 AM
9/12/2019 10:46:11 AM

9/12/2019 %:07:47 AM

9/12/2019 11:13:45 AM

9/12/2019 9:07:49 AM
9/12/2019 %:07:59 AM

“Good” hypothesis=>| hg(C): <digit>+/<digit>+/<digit>{4} <digit>+:<digit>{2}:<digit>{2} <alpha>{2}

9/12/2019 11:35:10 AM
9/12/2019 12:01:32 PM
9/12/2019 12:21:14 PM

9/12/2019 9:07:57 AM

Figure 6: Leverage corpus T to determine “good” vs. “bad” hypothesis patterns, for a given query column C.

that since D is from the same domain as C, ensuring that TNp (h)

+ FPp(h) = |D|, FPRp(h) can be rewritten as:

_ HoloeD,h¢P(v)}| _
FPRp () = 1R = Impp (1) 3)

Thus allowing us to estimate FPRp (k) using Impp, (h).

ExampLE 4. Continue with Example 3, it can be verified that the
expected FPR of using h as the validation pattern for D, directly
corresponds to the impurity Impp, (h) - e.g., using h; to validate D
has FPRp (h1) = Impp(hy) = %; while using hs to validate D has
FPRD(h5) = ImpD(hs) =0, etc.

Based on FPRy (h) defined for one column D € T, we can in turn
define the estimated FPR on the entire corpus T, using all column
D e T where some value v € D matches h:

DEFINITION 3. Given a corpus T, we estimate the FPR of pattern

h on T, denoted by FPRr(h), as:

FPRy(h) = avg

DeT,veD,heP(v)
ExaMmPLE 5. Continue with the ks in Example 4. Suppose there
are 5000 data columns D € T where some value v € D matches hs.
Suppose 4800 columns out of the 5000 have FPRp (hs) = 0, and the
remaining 200 columns have FPRp (hs) = 1%. The overall FPRy(hs)

can be calculated as % = 0.04%, using Equation (4).

FPRp (h) @)

We emphasize that a low FPR is critical for data-validation, be-
cause given a large number of columns in production systems, even
a 1% FPR translates into many false-alarms that require human
attention to resolve. FPR is thus a key objective we minimize.

2.3 Problem Statement

We now describe the basic version of AuTO-VALIDATE as follows.
Given an input query column C and a background corpus T, we need
to produce a validation pattern h(C), such that h(C) is expected to
have a low FPR but can still catch many quality issues. We formulate
this as an optimization problem. Specifically, we introduce an FPR-
Minimizing version of Data-Validation (FMDV), defined as:

(FMDV) , énHi<nC)FPRT(h) (5)
s.t. FPRp(h) < r (6)
Covy(h) 2 m (7)

Where FPRt(h) is the expected FPR of h estimated using T, which
has to be lower than a given target threshold r (Equation (6)); and
Covr(h) is the coverage of h, or the number of columns in T that
match h, which has to be greater than a given threshold m (Equa-
tion (7)). Note that these two constraints directly map to the two
“goodness” criteria in Section 2.2.

The validation pattern h we produce for C is then the minimizer
of FMDV from the hypothesis space H(C) (Equation (5)). We note

that this can be interpreted as a conservative approach that aims to
find a “safe” pattern h(C) with minimum FPR.

ExaMPLE 6. Suppose we have FMDV with a target FPR rate r
no greater than 0.1%, and a required coverage of at least m = 100.
Given the 3 example hypothesis patterns in Figure 6, we can see
that patterns hy and hy are not feasible solutions because of their
high estimated FPR. Pattern hs has an estimated FPR of 0.04% and
a coverage of 5000, which is a feasible solution to FMDV.

LEMMA 1. In a simplified scenario where each column in T has
values drawn randomly from exactly one underlying domain, and
each domain in turn corresponds to one ground-truth pattern. Then
given a query column C for which a validation pattern needs to
be generated, and a corpus T with a large number (n) of columns
generated from the same domain as C, with high probability (at least
1- (%)"), the optimal solution of FMDYV for C (with r = 0) converges
to the ground-truth pattern of C.

Intuitively, this result holds under the simplifying assumptions,
because when given a sufficiently large number of n columns in
T from the same domain as C, any candidate patterns that “under-
generalizes” the domain will be pruned away due to FPR violations,
leaving the ground-truth pattern to be the optimal solution. More
details of the result can be found in [42].

We also explored alternative formulations, such as coverage-
minimizing data-validation (CMDV), where we minimize coverage
Covr(h) in the objective function in place of FPRy (k) as in FMDV.
We omit details in the interest of space, but will report that the
conservative FMDV is more effective in practice.

A related variant of FMDV, is to automatically “tag” data in data
lakes with semantic labels based on inferred data patterns (with
the key difference being that the false-positives in FMDV become
false-negatives in data-tagging). We describe this dual version of
FMDV in [34], which is the basis of an “auto-tag” feature that ships
in Azure Purview [5].

2.4 System Architecture

While FMDYV is simple overall, a naive implementation would re-
quire a full scan of T to compute FPRy (k) and Covy(h) for each
hypothesis h. This is both costly and slow considering the fact
that T is typically large in enterprise data lakes (e.g., in terabytes),
where a full-scan can take hours. This is especially problematic for
user-in-the-loop validation like in Google’s TFDV, where users are
expected to review/modify suggested validation rules and interac-
tive response time is critical.

We thus introduce an offline index with summary statistics of
T, so that at online time and given a new query column C, we
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Figure 7: Architecture of the AuTO-VALIDATE System.
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can evaluate hypothesis patterns h efficiently using only the index,
without needing to scan T again.

The architecture of our system can be seen in Figure 7.

Offline stage. In the offline stage, we perform one full scan of
T, enumerating all possible patterns for each D € T as P(D) =
UyepP(v), or the union of patterns for all v € D (where P is the
generalization hierarchy in Section 2.1).

Note that the space of P(D) can be quite large, especially for
“wide” columns with many tokens as discussed in Figure 5. To limit
P(D), in the basic version we produce P(D) as Uyep s(0)<-P(2),
where t(v) is the number of tokens in v (defined as the number
of consecutive sequences of letters, digits, or symbols in v), and 7
is some fixed constant (e.g., 8 or 13) to make P(D) tractable. We
will describe how columns wider than 7 can be safely skipped in
offline indexing without affecting result quality, using a vertical-cut
technique (in Section 3).

For each pattern p € P(D), we pre-compute the local impurity
score of p on D as Impp,(p), since p may be hypothesized as a
domain pattern for some query column C in the future, for which
this D can provide a piece of local evidence.

Let P(T) = {p|p € P(D), D € T} be the space of possible patterns
in T. We pre-compute FPRy(p) for all possible p € P(T) on the
entire T, by aggregating local Impp, (p) scores using Equation (3)
and (4). The coverage scores Covy(p) of all p can be pre-computed
similarly as Covr(p) = |{D|D € T,v € D,p € P(v)}|.

The result from the offline step is an index for lookup that maps
each possible p € P(T), to its pre-computed FPRy(p) and Covr(p)
values. We note that this index is many orders of magnitude smaller
than the original T - e.g., a 1TB corpus T yields an index less than
1GB in our experiments.

Online stage. At online query time, for a given query column
C, we enumerate h € H(C), and use the offline index to perform a
lookup to retrieve FPRy(p) and Covr(p) scores for FMDV, without
needing to scan the full T again. This indexing approach reduces
our latency per query-column C from hours to tens of millisec-
onds, which makes it possible to do interactive, human-in-the-loop
verification of suggested rules, as we will report in experiments.

3 AUTO-VALIDATE (VERTICAL CUTS)

So far we only discussed the basic-version of AuTO-VALIDATE. We
now describe formulations that handle more complex and real
situations: (1) composite structures in query columns (this section);
and (2) “dirty” values in query columns that violate the homogeneity
assumption (Section 4).

Figure 8 shows a real column with composite structures that are
concatenated from atomic domains. Intuitively, we can see that it
consists of at least 4 “sub-domains”, a floating-number (“0.17), fol-
lowed by two time-stamps, followed by a status message (“OnBooking”).

We observe that such columns are common in machine-generated
data, where many are complex with over 10 sub-domains.

Such complex columns pose both quality and scalability chal-
lenges. In terms of quality, if we were to directly test complex
patterns against T like in FMDYV, we may not be able to see many
exact matches in T, because the complex patterns in C may be con-
catenated in ad-hoc ways and are sparsely represented in T. As a
result, we may fail to find a feasible solution to FMDYV, because of
the coverage requirement in Equation (7).

The second challenge is scalability. As column C become “wider”
with more tokens/segments, the space of possible patterns P(C)
that we will have to enumerate grows exponentially in the number
of tokens. This is an issue both at online query time for query
column C, as well as at offline indexing time to enumerate P(D)
for data column D € T - recall that the date-time example in
Figure 5 already produces over 3 billion patterns; for the column
in Figure 8 the space of patterns is simply impractically large to
enumerate. In the offline indexing step in Section 2.4, we discussed
that we intentionally omit wide columns with more than 7 tokens
to make pattern enumeration tractable. We will show here that our
horizontal-cut algorithm can “compensate” such omission without
affecting result quality.

A natural approach to complex query column C is to vertically
“cut” it into sub-columns (like shown in Figure 8). Patterns for each
sub-column can then be generated in turn using FMDV. The benefit
of this divide-and-conquer approach is that each sub-domain is
likely well-represented in T, allowing them to be reliably inferred
from T. Furthermore, the cost of pattern-enumeration in offline-
indexing becomes significantly smaller, as each sub-domain can be
enumerated separately.

Specifically, we first use a lexer to tokenize each v € C into
coarse-grained token-class (<symbol>, <num>, <letter>), by scan-
ning each v from left to right and “growing” each token until a
character of a different class is encountered. In the example of Fig-
ure 8, for each row, we would generate an identical token-sequence
“[<num> | <num>/<num>/<num> <num>:<num>:<num>| ... |<letter>]".

We then perform multi-sequence alignment (MSA) [22] for all
token sequences, before actually performing vertical-cuts. Recall
that the goal of MSA is to find optimal alignment across all input se-
quences (using objective functions such as sum-of-pair scores [43]).
Since MSA is NP-hard in general [43], we follow a standard ap-
proach to greedily align one additional sequence at a time. We note
that for homogeneous machine-generated data, this often solves
MSA optimally.

ExaMmpLE 7. For the column in Figure 8, each value v € C has an
identical token-sequence with 29 tokens: “[ <num>| <num>/<num>/<num>
<num>:<num>:<num>| ... |<letter>]", and the aligned sequence using
MSA can be produced trivially as just a sequence with these 29
tokens (no gaps).

After alignment, characters in each v € C would map to the
aligned sequence of length n (e.g., “@.1” maps to the first <num> in
the aligned token sequence, “02” maps to the second <num>, etc.).
Recall that our goal is to vertically split the n tokens into m segments



so that values mapped to each segment would correspond to a sub-
domain as determined by FMDV. We define an m-segmentation of
C as follows.

DEFINITION 4. Given a column C with n aligned tokens, de-
fine C[s,e] as a segment of C that starts from token position s
and ends at position e, with s,e € [n]. An m-segmentation of
C, is a list of m such segments that collectively cover C, defined
as: (C[s1,e1],Cls2,e2], ... Clsm, em]), where s; = 1,e,,, = n, and
si+1 = e; + 1 Vi € [m]. We write C[s;, e;] as C; for short, and an
m-segmentation as (C; : i € [m]) for short.

Note that each C; can be seen just like a regular column “cut”
from the original C, with which we can invoke the FMDV. Our over-
all objective is to jointly find: (1) an m-segmentation (C; : i € [m])
from all possible segmentation, denoted by S(C); and (2) further-
more find appropriate patterns h; € H(C;) for each segment C;,
such that the entire C can be validated with a low expected FPR. Also
note that because we limit pattern enumeration in offline-indexing
to columns of at most 7 tokens, we would not find candidate pat-
terns longer than 7 in offline-index, and can thus naturally limit
the span of each segment to at most 7 (e; —s; < 7, Vi). We can write
this as an optimization problem FMDV-V defined as follows:

(EMDV-V)  min > FPRy(hy) ®)
heH(C)  h
(Cj:ie[m])eS(C)

st ZFPRT(h,-) <r )
i

Covr(h;j) > m, Vh; (10)
In FMDV-V, we are optimizing over all possible segmentation
(Ci =i € [m]) € S(C), and for each C; all possible hypothesis
patterns h; € H(C;). Our objective in Equation (8) is to minimize
the sum of FPRy (h;) for all h;. We should note that this corresponds
to a “pessimistic” approach that assumes non-conforming rows of
each h; are disjoint at a row-level, thus needing to sum them up in
the objective function. (An alternative could “optimistically” assume
non-conforming values in different segments to overlap at a row-
level, in which case we can use max in place of the sum. We find
this to be less effective and omit details in the interest of space).
We can show that the minimum FRP scores of m-segmentation
optimized in Equation (8) have optimal substructure [27], which
makes it amenable to dynamic programming (without exhaustive
enumeration). Specifically, we can show that the following holds:

minFRP(C[s,e]) =

i FPRt(h),
n(hep?élﬁ,en T(h) (1)

min (minFPR(C[s, t]) + minFPR(C[t + 1, e])))

te[s,e—1]

Here, minFRP(C[s, e]) is the minimum FRP score with vertical
splits as optimized in Equation (8), for a sub-column corresponding
to the segment C[s, e] from token-position s to e. Note that C[1, n]
corresponds to the original query column C, and minFRP(C[1, n]) is
the score we want to optimize. Equation (11) shows how this can be

Column_2

[0.1]02/18/2015 00:00:00]06/12/2015 08:00:00|OnBooking]
[0.1]02/18/2015 00:00:00]03/02/2015 08:00:00|OnBooking]
[0.1]02/18/2015 00:00:00]06/12/2015 08:00:00|0OnBooking]
[0.1102/18/2015 00:00:00]05/11/2015 04:00:00|OnlmpressionDelivery]
[0.1]02/18/2015 00:00:00]03/02/2015 08:00:00|OnBooking]
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Figure 8: Example columns with composite domains.

computed incrementally. Specifically, minFRP(Cs, e]) is the mini-
mum of (1) mingep(c[s,e]) FPRT (h), which is the FRP score of treat-
ing C[s, e] as one column (with no splits), solvable using FMDV; and
(2) ming ¢ 0_1] (minFPR(C[s, t]) + minFPR(C[t + 1, e])), which is
the best minFRP scores from all possible two-way splits that can
be solved optimally in polynomial time using bottom-up dynamic-
programming.

ExampLE 8. Continue with Example 7. The aligned sequence
of column C in Figure 8 has 29 tokens, corresponding to C[1, 29].
The sub-sequence C[4, 14] maps to identical values “02/18/2015
00:00:00” for all rows, which can be seen as a “sub-column” split
from C.

Using Equation (11), minFRP(C[4, 14]) of this sub-column can
be computed as the minimum of: (1) Not splitting of C[4, 14], or
miny cp(c4,14]) FPRT(h), computed using FMDV; and (2) Further
splitting C[4, 14] into two parts, where the best score is computed as
ming ¢4 13] (minFPR(C[4, t]) + minFPR(C[t + 1, 14])), which can
in turn be recursively computed. Suppose we compute (1) to have
FPR of 0.004%, and the best of (2) to have FPR of 0.01% (say, splitting
into “02/18/2015” and “00:00:00”). Overall, not splitting C[4, 14] is
the best option.

Each such C[s, e] can be computed bottom-up, until reaching
the top-level. The resulting split minimizes the overall FPR and is
the solution to FMDV-V.

We would like to highlight that by using vertical-cuts, we can
safely ignore wide columns with more than 7 tokens during offline
indexing (Section 2.4), without affecting result quality. As a concrete
example, when we encounter a column like in Figure 8, brute-force
enumeration would generate at least 42 patterns, which is imprac-
tically large and thus omitted given a smaller token-length limit
7 (e.g., 13) in offline indexing. However, when we encounter this
column Figure 8 as a query column, we can still generate valid
domain patterns with the help of vertical-cuts (like shown in Exam-
ple 8), as long as each segment has at most 7 tokens. Vertical-cuts
thus greatly speed up offline-indexing as well as online-inference,
without affecting result quality.

4 AUTO-VALIDATE (HORIZONTAL CUTS)

So far we assumed the query column C to be “clean” with homoge-
neous values drawn from the same domain (since they are generated
by the same underlying program). While this is generally true, we
observe that some columns can have ad-hoc special values (e.g.,
denoting null/empty-values) that do not follow the domain-pattern
of C, as shown in Figure 9.

We note that examples like these are not uncommon - even for
machine-generated data, there can be a branch of logic (think of



Column_5 Column_11 Column_5 Column_3

2015°01-02  146137,178,246,314 BNAAOS ESR02
[‘;N_O_N_E‘_‘___:: 154,146,186,254,325 BNAAOS JesRoz

2014-12-28 LT AL ] BNAAOT 1 shomepage:null _

2014-12-15 1- 1 Inull 1 IENTTR

____________ | E=SSmaaes
2014-12-29 "D,D,D,D,D BNAMOG IETRO2
POTSI0 106 120,108,157,229,296 BNAMOG IENTTR

Figure 9: Example ad-hoc special values (in red boxes) not
observing patterns of other values in the column.

try-except) that handles special cases (e.g., nulls), and produces
ad-hoc values not following the pattern of “normal” values. We
henceforth refer to these as non-conforming values.

Recall that in FMDYV, by assuming that the query column C has
homogeneous values, we select patterns from H(C) = N,ecP(v), or
the intersection of patterns for all values v € C. Such an assumption
does not hold for columns in Figure 9, yielding an empty H(C) and
no feasible solution to FMDV.

We thus consider a variant of AuTO-VALIDATE with “horizon-
tal cuts”, meaning that we can “cut off” a small fraction of non-
conforming values in C (which is identical to making patterns
tolerate a small fraction of non-conforming values). We use a tol-
erance parameter 6 to control the maximum allowed fraction of
non-conforming values that can be cut (e.g., 1%, 5%, etc.), which
allows for a conscious trade-off between precision and recall.

This optimization problem, termed FMDV-H, is defined as

(EMDV-H) min FPRr(h) (12)
st h € UyecP(0) | ¥ (13)

FPRy(h) <r (14)

Covr(h) > m (15)

[{o|lv € C,h € P(0)}| = (1 - 0)|C| (16)

Like before, our objective function is to minimize FPR in Equa-
tion (12). Equation (13) shows that the hypothesis pattern h is drawn
from the union of possible patterns for all v € C. The FPR and Cov-
erage requirements in Equation (14) and Equation (15) are the same
as the basic FMDV. Finally, Equation (16) requires that the selected
h has to match at least (1 — 0) fraction of values in C, where 0 is
the tolerance parameter above (the remaining 6 fraction are non-
conforming values).

ExaMPLE 9. Consider the leftmost column C in Figure 9. Using

FMDV-H, we determine the pattern h = “<digit>+,<digit>+,<digit>+,

<digit>+,<digit>+" to be a valid solution, as it meets the FPR and
coverage requirements based on T. Furthermore h is consistent
with 99% of values in C (the remaining 1% non-conforming value is
the “-” marked in a red box), thus also satisfying Equation (16).

For arbitrary 6 and generalization hierarchy, we can show that
deciding whether there is a feasible solution to FMDV-H is NP-hard
(let alone minimizing FPR), using a reduction from independent
set [45].

THEOREM 2. The decision version of FMDV-H is NP-hard.

While FMDV-H is hard in general, in practice because the pat-
terns of non-conforming values often do not intersect with those
of “normal” values (as in Example 9), they create easier instances
of FMDV-H. Leveraging this observation, in this work we optimize

FMDV-H greedily, by discarding values whose patterns do not in-
tersect with most others in C. We can then find the optimal pattern
for the remaining conforming values in FMDV-H using FMDV.

Distributional test of non-conforming values. Given a pat-
tern h inferred from the “training data” C using FMDV-H, and
given the data C’ arriving in the future, our last task is to determine
whether the fraction of non-conforming values in C’ has changed
significantly from C.

Specifically, at “training” time, we can calculate the fraction of

values in C not conforming to h, denoted as ¢ (h) = w.

At “testing” time, we also compute the fraction of values in C’ not
matching h, denoted as ¢ (h).

A naive approach to validate C” is to trigger alarms if ¢ (h)
is greater than O¢(h). This, however, is prone to false-positives.
Imagine a scenario where we compute the non-conforming ratio
0c (h) on training data C to be 0.1%. Suppose on C” we find 0¢ (h)
to be 0.11%. Raising alarms would likely be false-positives. However,
if O¢ (h) is substantially higher, say at 5%, intuitively it becomes
an issue that we should report. (The special case where no value in
C’ matches h has the extreme 6 (h) = 100%).

To reason about it formally, we model the process of drawing
a conforming value vs. a non-conforming value in C and C’, as
sampling from two binomial distributions. We then perform a form
of statistical hypothesis test called two-sample homogeneity test,
to determine whether the fraction of non-conforming values has
changed significantly, using ¢ (h), 0¢s (h), and their respective
sample sizes |C| and |C’|.

Here, the null-hypothesis Hy states that the two underlying
binomial distributions are the same; whereas H; states that the
reverse is true. We use Fischer’s exact test [18] and Pearson’s Chi-
Squared test [44] with Yates correction for this purpose, both of
which are suitable tests in this setting. We report C’ as an issue if
the divergence from C is so strong such that the null hypothesis
can be rejected (e.g., Oc(h) = 0.1% and O¢ (h) = 5%).

We omit details of these two statistical tests in the interest of
space. In practice we find both to perform well, with little difference
in terms of validation quality.

5 EXPERIMENTS

We implement our offline indexing algorithm in a Map-Reduce-
like system used internally at Microsoft [23, 71]. The offline job
processes 7M columns with over 1TB data in under 3 hours.

5.1 Benchmark Evaluation

We build benchmarks using real data, to evaluate the quality of
data-validation rules generated by different algorithms.

Data set. We evaluate algorithms using two real corpora:

e Enterprise: We crawled data produced by production pipelines
from an enterprise data lake at Microsoft. Over 100K daily produc-
tion pipelines (for Bing, Office, etc.) read/write data in the lake [71].

e Government: We crawled data files in the health domain from
NationalArchives.gov.uk, following a procedure suggested in [20]
(e.g., using queries like “hospitals”). We used the crawler from
the authors of [20] (code is available from [7]). These data files
correspond to data in a different domain (government).>

5This government benchmark is released at https://github.com/jiesongk/auto-validate.
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Corpus total # of | total # of avg col value cnt avg col distinct value cnt
data files data cols (standard deviation) (standard deviation)
Enterprise (Ig) 507K 7.2M 8945 (17778) 1543 (7219)
Government (Tg) 29K 628K 305 (331) 46 (119)

Table 1: Characteristics of data corpora used.

We refer to these two corpora as Tg and T, respectively. The
statistics of the two corpora can be found in Table 1.

Evaluation methodology. We randomly sample 1000 columns
from Tg and Tg, respectively, to produce two benchmark sets of
query-columns, denoted by Bg and Bg.°

Given a benchmark B with 1000 columns, B = {C;|i € [1,1000]},
we programmatically evaluate the precision and recall of data-
validation rules generated on B as follows. For each column C; € B,
we use the first 10% of values in C; as the “training data” that
arrive first, denoted by Cl?rai“, from which validation-rules need
to be inferred. The remaining 90% of values are used as “testing
data” C!*!, which arrive in the future but will be tested against the
inferred validation-rules.

Each algorithm A can observe C}rain and “learn” data-validation
rule A(C?ain). The inferred rule A(Clt.rain) will be “tested” on two
groups of “testing data”: (1) C%e“; and (2) {C;|Cj € B, j # i}.

For (1), we know that when A(C}rai“) is used to validate against
C%eSt, no errors should be detected because C;F"St and C;Fmi“ were
drawn from the same column C; € B. If it so happens that A(C}rain)
incorrectly reports any error on C}**', it is likely a false-positive.

For (2), when A(C?ain) is used to validate {C;|Cj € B, j # i}, we
know each Cj (j # i) is likely from a different domain as C;, and
should be flagged by A(C?ain). (This simulates schema-drift and
schema-alignment errors that are common, because upstream data
can add or remove columns). This allows us to evaluate the “recall”
of each A(C?ain).

More formally, we define the precision of algorithm A on test
case Cj, denoted by P4 (C;), as 1 if no value in Cfe” is incorrectly
flagged by A(C}rain) as an error, and 0 otherwise. The overall pre-
cision on benchmark B is the average across all cases: P4(B) =
anCi B PA(Cl‘).

The recall of algorithm A on case Cj, denoted by R4(C;), is
defined as the fraction of cases in {C;|C; € B, j # i} that A(C?ain)
can correctly report as errors:

[{C;|Validate(C;j, A(CM)) = fail, Cj € B, j # i}| )
|{Cj|Cj €EB,j# l}|

Since high precision is critical for data-validation, if algorithm A pro-

duces false-alarms on case C;, we squash its recall R4(C;) to 0. The

overall recall across all cases in B is then: R4(B) = avge, cg Ra(Ci).

In addition to programmatic evaluation, we also manually la-
beled each case in Bg, with an ideal ground-truth validation-pattern.
We use these ground-truth labels, to both accurately report preci-
sion/recall on Bg, and to confirm the validity of our programmatic
evaluation methodology.

5.2 Methods Compared

We compare the following algorithms using each benchmark B, by

reporting precision/recall numbers P4 (B) and R4 (B).
AuTO-VALIDATE. This is our proposed approach. To under-

stand the behavior of variants of FMDV, we report FMDV, FMDV-V,

RA(Cy) =

SWe use the first 1000 values of each column in Bg and the first 100 values of each
column in Bg to control column size variations.

FMDV-H, as well as a variant FMDV-VH which combines vertical
and horizontal cuts. For FMDV-H and FMDV-VH, we use two-tailed
Fischer’s exact test with a significance level of 0.01.

Deequ [59]. Deequ is a pioneering library from Amazon for
declarative data validation. It is capable of suggesting data valida-
tion rules based on training data. We compare with two relevant
rules in Deequ for string-valued data (version 1.0.2): the Categor-
icalRangeRule (refer to as Deequ-Cat) and FractionalCategorical-
RangeRule (referred to as Deequ-Fra) [1], which learn fixed dictio-
naries and require future test data to be in the dictionaries, either
completely (Deequ-Cat) or partially (Deequ-Fra).

TensorFlow Data Validation (TFDV) [9]. TFDV is another
pioneering data validation library for machine learning pipelines
in TensorFlow. It can also infer dictionary-based validation rules
(similar to Deequ-Cat). We install TFDV via Python pip (version
0.15.0) and invoke it directly from Python.

Potter’s Wheel (PWheel) [58]. This is an influential pattern-
profiling method, which finds the best pattern for a data column
based on minimal description length (MDL).

SQL Server Integration Services (SSIS) [14]. SQL Server has
a data-profiling feature in SSIS. We invoke it programmatically to
produce regex patterns for each column.

XSystem [40]. This recent approach develops a flexible branch
and merges strategy to pattern profiling. We use the authors’ im-
plementation on GitHub [17] to produce patterns.

FlashProfile [50]. FlashProfile is a recent approach to pattern
profiling, which clusters similar values by a distance score. We use
the authors’ implementation in NuGet [8] to produce patterns.

Grok Patterns (Grok) [10]. Grok has a collection of 60+ manually-
curated regex patterns, widely used in log parsing and by vendors
like AWS Glue ETL [3], to recognize common data-types (e.g., time-
stamp, ip-address, etc.). For data-validation, we use all values in
C?am to determine whether there is a match with a known Grok
pattern (e.g., ip-address). This approach is likely high-precision but
low recall because only common data-types are curated.

Schema-Matching [56]. Because AUTO-VALIDATE leverages re-
lated tables in T as additional evidence to derive validation patterns,
we also compare with vanilla schema-matching that “broaden” the
training examples using related tables in T. Specifically, we compare
with two instance-based techniques Schema-Matching-Instance-1
(SM-I-1) and Schema-Matching-Instance-10 (SM-I-10), which use
any column in T that overlaps with more than 1 or 10 instances of
C?ain, respectively, as additional training-examples. We also com-
pare with two pattern-based Schema-Matching-Pattern-Majority
(SM-P-M) and Schema-Matching-Pattern-Plurality (SM-P-P), which
use as training-data columns in T whose majority-pattern and
plurality-patterns match those of Cgrai“, respectively. We invoke
PWheel on the resulting data, since it is the best-performing pattern-
profiling technique in our experiments.

Functional-dependency-upper-bound (FD-UB). Functional
dependency (FD) is an orthogonal approach that leverages multi-
column dependency for data quality [57]. While FDs inferred from
individual table instances often may not hold in a semantic sense [19,
52], we nevertheless evaluate the fraction of benchmark columns
that are part of any FD from their original tables, which would be



a recall upper-bound for FD-based approaches. For simplicity, in
this analysis, we assume a perfect precision for FD-based methods.

Auto-Detect-upper-bound (AD-UB) [37]. Auto-detect is a re-
cent approach that detects incompatibility through two common
patterns that are rarely co-occurring. For a pair of values (v1,v2)
to be recognized as incompatible in Auto-detect, both of v; and v,
need to correspond to common patterns, which limits its coverage.
Like in FD-UB, we evaluate the recall upper-bound of Auto-detect
(assuming a perfect precision).

5.3 Experimental Results

Accuracy. Figure 10(a) shows average precision/recall of all meth-
ods using the enterprise benchmark Bg with 1000 randomly sam-
pled test cases. Since no pattern-based methods (FMDV, PWheel, SSIS,
etc.) can generate meaningful patterns (except the trivial “.*”) on
429 out of the 1000 cases, we report results on the remaining 571
cases in Figure 10(a), where pattern-based methods are applicable.

It can be seen from Figure 10(a) that variants of FMDV are sub-
stantially better than other methods in both precision and recall,
with FMDV-VH being the best at 0.96 precision and 0.88 recall on
average. FMDV-VH is better than FMDV-H, which is in turn better
than FMDV-V and FMDYV, showing the benefit of using vertical-cuts
and horizontal-cuts, respectively.

Among all the baselines, we find PWheel and SM-I-1 (which uses
schema-matching with 1-instance overlap) to be the most compet-
itive, indicating that patterns are indeed applicable to validating
string-valued data, but need to be carefully selected to be effective.

Our experiments on FD-UB confirm its orthogonal nature to
single-column constraints considered by AuTO-VALIDATE- the upper-
bound recall of FD-UB only “covers” around 25% of cases handled by
AuTO-VALIDATE (assuming discovered FDs have perfect precision).

The two data-validation methods TFDV and Deequ do not perform
well on string-valued data, partly because their current focus is on
numeric-data, and both use relatively simple logic for string data
(e.g., dictionaries), which often leads to false-positives.

Similar results can be observed on the government benchmark
Bg, which is shown in Figure 10(b). (To avoid clutter, we omit meth-
ods that are not competitive in Bg in this figure). This benchmark is
more challenging because we have a smaller corpus and less clean
data (e.g., many are manually-edited csv files), which leads to lower
precision/recall for all methods. Nevertheless, FMDV methods still
produce the best quality, showing the robustness of the proposed
approaches on challenging data corpus.

Evaluation Method precision | recall
Programmatic evaluation 0.961 0.880
Hand curated ground-truth 0.963 0.915
Table 2: Quality results on Bg, using programmatic evalua-
tion vs. manually-cleaned ground-truth.

For all comparisons in Figure 10 discussed above, we perform
statistical tests using the F-scores between FMDV-VH and all other
methods on 1000 columns (where the null-hypothesis being the
F-score of FMDV-VH is no better than a given baseline). We report
that the p-values of all comparisons range from 0.001 to 0.007, indi-
cating that we should reject the null-hypothesis and the observed
advantages are likely significant.

Manually-labeled ground-truth. While our programmatic eval-
uation provides a good proxy of the ground-truth without needing
any labeling effort, we also perform a manual evaluation to verify
the validity of the programmatic evaluation.

Specifically, we manually label the ground-truth validation pat-
terns for 1000 test cases in Bg, and perform two types of adjust-
ments: (1) To accurately report precision, we manually remove
values in the test-set of each column that should not belong to the
column (e.g., occasionally column-headers are parsed incorrectly as
data values), to ensure that we do not unfairly punish methods that
identify correct patterns; and (2) To accurately report recall, we
identify ground-truth patterns of each test query column, so that in
recall evaluation if another column is drawn from the same domain
with the identical pattern, we do not count it as a recall-loss.

We note that both adjustments improve the precision/recall, be-
cause our programmatic evaluation under-estimates the true preci-
sion/recall. Table 2 compares the quality results using programmatic
evaluation and manual ground-truth, which confirms the validity
of the programmatic evaluation.

Figure 11 shows a case-by-case analysis of F1 results on Bg with
competitive methods, using 100 randomly sampled cases, sorted
by their results on FMDV-VH to make comparison easy. We can
see that FMDV dominates other methods. An error-analysis on the
failed cases shows that these are mainly attributable to advanced
pattern-constructs such as flexibly-formatted URLs, and unions of
distinct patterns, which are not supported by our current profiler.

Sensitivity. Figure 12 shows a detailed sensitivity analysis for all
FMDYV variants using average precision/recall. Figure 12(a) shows
the result with a varying FRP target r, from the most strict 0 to a
more lax 0.1. As we can see, r values directly translate to a preci-
sion/recall trade-off and is an effective knob for different precision
targets. FMDV-VH is not sensitive for r > 0.02.

Figure 12(b) shows the effect of varying the coverage target m
from 0 to 100. We see that the precision/recall of our algorithms
is not sensitive to m in most cases, because the test columns we
sample randomly are likely to have popular patterns matching
thousands of columns. We recommend a large m, e.g., m > 100.

Figure 12(c) shows the impact of varying 7, which is the max
number of tokens in a column for it to be indexed (Section 2.4). As
can be seen, algorithms using vertical-cuts (FMDV-V and FMD V-
VH) are insensitive to smaller 7, while algorithms without vertical-
cuts (FMDV and FMDV-H) suffer substantial recall loss with a
small 7 = 8, which shows the benefit of using vertical-cuts. We
recommend using FMDV-VH with a small 7 (e.g., 8) for efficiency.

Figure 12(d) shows the sensitivity to §. We can see that the
algorithm is not sensitive to 0, as long as it is not too small.

Efficiency. Figure 13 shows the average latency (in milliseconds)
to process one query column C in our benchmark. We emphasize
that low latency is critical for human-in-the-loop scenarios (e.g.,
TFDV), where users are expected to verify suggested constraints.

On the right of the figure, we can see the average latency for
PWheel, FalshProfile, and XSystem, respectively (we use authors’
original implementations for the last two methods [8, 17]). It can
be seen that these existing pattern-profiling techniques all require
on average 6-7 seconds per column. Given that tables often have
tens of columns, the end-to-end latency can be slow.
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Figure 10: Recall vs. Precision comparisons of all methods, on Enterprise and Government benchmarks.
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Figure 12: Sensitivity analysis of FMDYV algorithms on the Enterprise benchmark.

In comparison, we observe that despite using a more involved
algorithm and a large corpus T, all FMDV variants are two orders
of magnitude faster, where the most expensive FMDV-VH takes
only 0.082 seconds per column. This demonstrates the benefit of the
offline indexing step in Section 2.4, which distills T (in terabytes)
down to a small index with summary statistics (with less than one
gigabyte), and pushes expensive reasoning to offline, allowing for
fast online response time. As an additional reference point, if we

do not use offline indexes,

the “FMDV (no-index)” method has to

scan T for each query and is many orders of magnitude slower.

For the offline indexing step, we report that the end-to-end la-
tency of our job (on a cluster with 10 virtual-nodes) ranges from
around 1 hour (with 7 = 8), to around 3 hours (with 7 = 13). We
believe this shows that our algorithm is viable even on small-scale

clusters, despite using a large number of patterns.
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Comparison avg-time (sec) | avg-precision | avg-recall
Programmer #1 145 0.65 0.638
Programmer #2 123 0.45 0.431
Programmer #3 84 0.3 0.266

[ FMDVVH ] 0.08 [ 1.0 [ o978 ]

Table 3: User study comparing 3 programmers with FMDV-
VH on 20 test columns, by time spent and pattern quality.

User study. To evaluate the human benefit of suggesting data-
validation patterns, we perform a user study by recruiting 5 pro-
grammers (all with at least 5 years of programming experience), to
write data-validation patterns for 20 sampled test columns in bench-
mark Bg. This corresponds to the scenario of developers manually
writing validation patterns without using the proposed algorithm.

We report that 2 out of the 5 users fail completely on the task
(their regex are either ill-formed or fail to match given examples).
Table 3 shows the results for the remaining 3 users. We observe
that on average, they spend 117 seconds to write a regex for one
test column (for it often requires many trials-and-errors). This
is in sharp contrast to 0.08 seconds required by our algorithm.
Programmers’ average precision is 0.47, also substantially lower
than the algorithm’s precision of 1.0 on hold-out test data.

Case studies using Kaggle. In order to use publicly available
data sets to assess the benefits of data validation against schema-
drift, we conduct a case study using 11 tasks sampled from Kag-
gle [12], where each task has at least 2 string-valued categorical at-
tributes. These 11 tasks include 7 for classification: Titanic, AirBnb,
BNPParibas, RedHat, SFCrime, WestNile, WalmartTrips; and 4 for re-
gression: HousePrice, HomeDepot, Caterpillar, and WalmartSales.

To simulate schema-drift [21, 54, 61], for each Kaggle task, we
keep the training data unchanged, but swap the position of the
categorical attributes in the testing data (e.g., if a data set has two at-
tributes date and time at column-position 1 and 2, respectively, after
simulated schema-drift the two attributes will be at column-position
2 and 1, respectively). This creates a small schema-mismatch be-
tween training/testing data that is hard to detect but common in
production pipelines like explained in [21, 54].

Figure 14 shows the quality results with and without validation
on these Kaggle tasks. For all tasks, we use a popular GBDT method
called XGBoost [16] with default parameters. We report R2 for
regression tasks and average-precision for classification tasks.

The left (blue) bar of each task, labeled as No-Schemabrift, shows
the prediction-quality scores, on the original datasets and with-
out schema-drift. We normalize these scores as 100%. The mid-
dle (green) bar, SchemaDrift-without-Validation, shows the quality
scores with schema-drift, measured relative to the original qual-
ity scores. We observe a drop up to 78% (WalmartTrips) in normal-
ized scores. Lastly, the right (red) bar, SchemaDrift-with-Validation
shows the quality when data-validation is used, which correctly de-
tect schema-drift in 8 out of 11 tasks (all except WestNile, HomeDepot

Auto-Validate Schema-Drift: Normalized Score for Kaggle Tasks
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Figure 14: Impact of schema-drift on Kaggle tasks, with and
without data-validation. FMDYV detects drift in 8/11 cases.

and WalmartTrips, with no false-positives). Addressing such valida-
tion alerts would significantly boost the resulting quality scores.
s While it is generally known that schema-drift hurts ML qual-
ity [9, 21], our analysis quantifies its impact on publicly available
data and confirms the importance of data-validation.

6 RELATED WORKS

Data Validation. Notable recent efforts on data validation in-
clude Google’s TensorFlow Data Validation (TFDV) [9, 21] and
Amazon’s Deequ [1, 61]. These offerings allow developers to write
declarative data quality constraints to describe how “normal” data
should look like, which are described in detail in the introduction.

Error Detection. There is an influential line of work on error-
detection, including methods that focus on multi-column depen-
dencies, such as FDs and denial constraints (e.g., [19, 25, 26, 29, 33,
41, 46, 68]), where most techniques would require some amount of
human supervision (e.g., manually specified/verified constraints).
AUTO-VALIDATE is unsupervised and focuses on single-column con-
straints, which naturally complements existing work.

Recent approaches propose learning-based error-detection meth-
ods (e.g., [36, 37, 47, 48, 55, 65, 69]), some of which are unsuper-
vised [37, 47, 65] and similar in spirit to AUTO-VALIDATE.

Pattern Profiling. There is also a long line of work on pattern
profiling, including pioneering methods such as Potter’s wheel [58]
that leverages the MDL principle, and other related techniques [31,
32, 40, 49]. While both data validation and profiling produce pat-
terns, data profiling only aims to produce patterns to “cover” given
values in a column C, without considering valid values from the
same domain but not in C, and is thus prone to false-positives when
used for data validation (for data that arrive in the future).

Other forms of validation. While pattern-based validation is
a natural fit for machine-generated data; alternative forms of val-
idation may be suitable for other types of data. For example, for
natural-language data drawn from a fixed vocabulary (e.g., coun-
tries, airport-codes), dictionary-based validation learned from ex-
amples (e.g., set expansion [35, 51, 66]) is applicable. For complex
types, semantic-type validation [38, 67, 70] can be better suited.

7 CONCLUSIONS AND FUTURE WORK

Observing the need to automate data-validation in production
pipelines, we propose a corpus-driven approach to this problem.
Possible directions of future work include extending beyond “machine-
generated data” to consider natural-language-like data, and extend-
ing the same validation principle also to numeric data.
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