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1 INTRODUCTION

Most research on the shortcomings of real-time ‘hybrid’ collaboration, in which some members are
collocated and others are remote, tends to focus the glaring asymmetries of access in the moment.
For a range of intersecting socio-technical reasons, those who are locally present are more likely to
be included, while those who are remote are more likely to be marginalised [78, 79].

Much of this has to do with the disparity between remote and local participants’ abilities to
‘belong’ to the space: to assert their presence in the space [79], and to make use of presence as a
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Fig. 1. An overview of the VROOM system.

collaboration resource, to deictically reference (e.g., point) [24, 28, 68], and to be aware of others’
actions and presences (i.e., workspace awareness [32]). Remote participants need the same level
of autonomy in a physical space as local participants in order to engage fully in certain types of
meetings (such as brainstorming), and when the physical space is integral to the activity (such
as a site manager’s inspection of a work site for safety hazards or a choreographer’s feedback on
dance rehearsals in a theatre). Broadening out from a task focus, belonging’ is also characterised by
social affiliation with one’s colleagues, in the moment [60] and over time [14, 65], both directly and
ambiently.

Remote workers fundamentally lack five of the building block affordances for physical autonomy
and affiliation available to local workers: mobility, embodiment, expressiveness, awareness, and
presence. A number of newer technologies exist to enable partial fulfillment of these needs — Mobile
Robotic Presence (MRP), Virtual Reality (VR), Augmented Reality (AR), 360° video — but none
of these fulfill all. In this paper we report on a study of an experimental Extended-Reality (XR)
Telepresence technology probe [37] that combines these existing technologies in an attempt to
fulfill these needs of autonomy and affiliation.

The probe, named VROOM (Virtual Robot Overlay for Online Meetings) [41], puts belonging
at the centre of the experience. Instead of twinned endpoints, VROOM provides an experience
contextualised to each endpoint (See Figure 1):

e For a person in the local activity space (Figure 1, left) wearing a HoloLens, an AR interface
shows a life-size avatar of the remote user overlaid on a Beam telepresence robot using
tracker markers. The Beam is also equipped with an extra 360° camera.

o For the remote user (Figure 1, right), a head-mounted VR interface presents an immersive
360° view of the local space. The remote user also has VR controllers, which allow for both
piloting and gestural expression. The remote user has separate mobile and visual autonomy
in the local activity space.

The remote user’s speech, head pose, and hand movements, are applied to the avatar, along
with canned blink, idle, and walking animations. The local user sees the entire avatar body in a
third-person view. The remote user sees the avatar from the shoulders down in a first-person view.
Local users can thus identify the remote user as a specific person, while the remote user has an
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identifiable embodiment of self, and both can take advantage of naturalistic verbal and gestural
communication modalities. Together, these features enable a remote user to be recognised as an
autonomous entity with which others can affiliate.

Masahiro Mori coined the term “Uncanny Valley" [59] to refer to the sharp dip in the continuous
increase in affinity for entities with human likenesses. An industrial robot provokes limited affinity,
a toy robot more affinity, but at some point, human likenesses such as human limb prosthetics
provoke a strong sense of revulsion. AR and VR avatars can provoke similar reactions.

Given our emphasis on ‘belonging’ as comprised of autonomy and affinity, we argue that there
is an ‘Uncanny Valley of Telepresence’ in which there a sharp dip in the continuous increase of
both local and remote users’ senses of belonging as a telepresence experience becomes more like
physical presence. The more the sense of belonging is provided, the higher the expectations, but
also the more amplified the differences to physical presence become. Remote users expect more of
their abilities, and local users expect remote users to have more abilities. Thus, when even simple
problems occur (as they are bound to), people become more frustrated as their higher expectations
are not met.

However, the Uncanny Valley is not a cliff. Mori included both the sharp dip and its equally steep
recovery. On the recovery side of the function, Mori placed Banraku puppets just below a healthy
human. Part of traditional Japanese theatre, Banraku puppets are less realistic than prosthetic
limbs, but the gestalt of the theatre experience contextually enables audience members to focus on
emotional performance. Thus, we argue that overcoming the ‘Uncanny Valley of Telepresence’ will
involve finding the gestalt of what is most accountable about the comfort of belonging with others.

To explore these issues, we ran an exploratory study in which pairs of participants (one local, one
remote) played two games (one involving gathering, the other guessing words) in two conditions:
once using VROOM and once using standard Mobile Robotic Presence (MRP). Given that the MRP
system was a mature commercial product and VROOM was a hack with significant limitations,
the goal was not a simple evaluation of the success of one system compared to the other. Rather,
the goal was to understand how users account for the systems’ different technological approaches
to ‘belonging’ to a space, with special reference to finding the treacherous slopes and potential
handholds in the ‘Uncanny Valley of Telepresence’.

Our findings illustrate that XR Telepresence has potential to support dynamic collaborative
activities in which embodiment, gesturing, mobility, awareness, and non-verbal expressions in a
physical location are important. However, there are also challenges to be addressed, specifically
around proprioception, the mixing of a physical robot body with a virtual human avatar, uncer-
tainties of one’s partner’s views and capabilities, fidelity of expressions, and the appearance of
the avatar. Furthermore, the more immersive an XR Telepresence system is, the more amplified
technical issues such as latency, video quality, and control become, largely because of the higher
expectations of both remote and local users. We conclude that XR Telepresence should focus on
providing the comforts of belonging, even if done in unnatural ways, rather than focusing on pure
imitation. Aligning with Hollan and Stornetta’s [36] proposal that telepresence should seek ‘beyond
being there’, we argue that the goal of XR Telepresence should be to help remote users belong there.

2 RELATED WORK
2.1 The Asymmetries of Telepresence

The asymmetries of telepresence are well established as wicked problems, especially in video-
mediated communication, which represents the most common ‘high-fidelity’ version of telepresence
in most workplaces [22, 34, 57]. In standard video-mediated communication, users are constrained in
their abilities to achieve common ground [52], maintain awareness and control [88], and use spatial
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cues [82]. A remote person calling in to a meeting cannot control their viewpoint into the meeting
room on their own, thus restricting them to seeing only what the laptop camera sees [27]. A remote
user’s lack of ability to control their view can lead to frustration and provide an unequal experience,
making it difficult for the user to contribute to the activity at hand [40]. While there are some
activities that can take place just fine with these asymmetries, other more-complicated activities
suffer (e.g., where groups of people discuss and share ideas through sketching on whiteboards,
refer to whiteboard drawings and objects in the room, and express ideas through body language).
Hybrid contexts, as we noted above, tend to highlight these asymmetries [61, 79, 89]. VROOM aims
to address five common issues of asymmetry: embodiment, expressiveness, mobility, awareness,
and presence.

2.2 Embodiment

Embodiment is how the remote user is represented in the local space, how they perceive themselves
and others, and how others perceive them. In a typical video call, the remote user’s embodiment is
simply a video image of themself on a computer screen. AR technology understands one’s physical
environment and overlays digital content on top of it. Applied in remote-connection technologies,
AR can display the remote person in the local space, making the local person feel like they are
together with the remote person.

A well-known example is Holoportation [67], in which a user can view the holographic imagery of
another user through a Microsoft HoloLens head-mounted display (HMD), creating an impressively-
convincing experience. For the holographic imagery, Holoportation uses depth and colour cameras
to conduct realtime capture and representation of the remote user. Another approach projects
the remote user into the space as a hologram [70]. Piumsomboon et al. [10, 71] and Rhee et al.
[77] explored creating a 3D-modeled avatar of the remote user and mapping the remote user’s
movements to this avatar — an approach also taken by VROOM.

However, a common limitation of this kind of technology is the mobility of the remote person
[45]. For example, when one user’s room is laid out differently than the other user’s room, conflicts
can happen, for instance, one of the users may appear to ‘walk through the wall’ or ‘stand on
the table’ in the other room. This is because the user is still physically navigating in their own
space, and not in the other user’s space. Further, users cannot explore a remote environment by
themselves — they must be in a meeting with others. When they are, only others can see them, and
only in the mapped mutual space. When the meeting ends, so too does the remote user’s access.

A remote user’s embodiment in the activity space affects not only how they are seen and
perceived by others, but also their capabilities in the local space. Capabilities that a more-effective
embodiment could enable include identity (e.g., others being able to identify the embodiment and
associate it with the person) mobility in the space (ability to move around, control one’s view in the
space, or control where others perceive the user to ‘be’ in the space), expressiveness (e.g., through
appearance, referencing/gesturing, speech, or other means of communication), establishment and
assertion of one’s ‘space’ or territory in the remote location (e.g., ‘I'm standing here, you can’t also
be standing here’), and physical capabilities such as the ability to manipulate objects.

Mobile Robotic Presence (MRP) systems, such as the Beam (by Suitable Technologies) [3], and
the Double (by Double Robotics) [4], provide all five of these; though they provide limited identity,
expressiveness, and physical capabilities. Research on the usage of telepresence robots in public
spaces has found that people sometimes have a hard time identifying the person behind the
embodiment, especially from afar and behind [54, 62, 63, 74, 85, 87]. Sometimes people identify
the robot as a ‘machine’ or ‘intruder’, rather than a ‘friendly person’ [54, 90]. Similarly, while the
mobility of these robots affords new ways for remote users to express themselves (e.g., through
turning to ‘gaze’, ‘gesture’, or refer to something, or expressing emotions through ‘dance’ [90]), they
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still have a way to go before they reach, or perhaps even go beyond human levels of expressiveness.
Lastly, telepresence robots provide few physical capabilities other than ‘rolling around’ on wheels.
These limited capabilities have provided some frustration for users operating such robots in social
settings and public spaces [35, 90].

2.3 Expressiveness

Expressiveness is the remote user’s ability to express themselves in the local space - to be seen and
heard. The supposed value of video-mediated communication is that along with hearing the other,
once can see their gestures, gaze, and emotional expressions such as facial expressions, posture,
hand clapping, handshaking, and high fiving. People video chat often to show things to someone
[64]. It is reasonably easy for people in the local space to show things to remote people, through
either taking control of the camera and centering the object of interest in frame, or through placing
the object in front of the camera [40, 55]. However, sometimes the remote user may want to show
something in the local space to the local user, or draw attention toward something in the local
space. With conventional systems this can only be done verbally, and quite often the remote user’s
attempts to draw attention toward something in the local space are unsuccessful [40]. Researchers
have proposed various ways of allowing remote users to gesture and refer to objects in the local
space, including methods such as on-screen annotations [21, 23, 25, 26, 33, 50], showing hand
gestures [49], telepointing [43], and AR avatar gesturing [71, 72, 77].

2.4 Mobility

Mobility is the remote user’s ability to ‘move around’ the local workspace, to control their view in
it, or to at least explore different elements or things within it. A typical video-conferencing setup
affords little to no mobility for the remote user, as they are restricted to the viewpoint of the camera
on the device running the video-chat app. Some additional mobility might be provided if the remote
user is able to ask someone in the room to pick up the device and move it around; although the
remote user still needs to rely on a local partner and, as a result of their limited viewpoint, the
remote user might not be able to identify opportunities to take control or find something of interest
to get a better view of [40]. Local users could also put together a multi-camera setup in the meeting
room, e.g., with one camera providing a good view of the attendees, while another camera provides
a good view of the contents on a whiteboard. Telepresence robots are another solution. These have
been around for some time, with early research on them dating back to 1998 [69]. They have been
explored at workplaces such as Microsoft [80], as well as at conferences [63, 74], for museum tours
[75], for connecting friends and long-distance couples [90-93], and in the outdoors [35]. While
they are a step ahead of traditional video-conferencing interfaces for certain situations, especially
those in which free exploration of a remote environment is essential or helpful, there are still limits
to the amount of social and spatial presence they can provide. They still keep users essentially
‘trapped in rectangles’, not providing full immersion, and limiting the sense of social presence for
the remote user (as well as limiting the local user’s sense that the remote user is ‘socially present’
with them).

2.5 Awareness

Awareness is the remote user’s knowledge and understanding of the local space, what and who is
in it, and what everyone in the space is doing. Typical video-conferencing setups afford limited
awareness, as the camera’s field of view (FOV) is limited, and the remote user is only able to see and
hear what the device can pick up. While this is often sufficient for simple work meetings with fewer
participants, it can be insufficient when there are more people, when the space is larger, or when the
activity is more complex or dynamic, e.g., breakout-style activities, in which participants break into
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groups, or activities in which participants move around a lot and interact with numerous artifacts
in the environment. Technologies such as 360° cameras for video conferencing (e.g., [35, 43, 86]
help address challenges around visual awareness of the local space.

VR replaces a person’s eyesight, hearing, touch etc. to create an illusion that the person is in
another virtual space. Usually this virtual space is created via 3D modelling, like in fantasy scenes
in VR games, but it can also be a real place captured by a 360° camera, such as for immersive 360°
VR films. The 360° camera works as a “remote eye" for the user to see through and look around.
This is also applied to remote-connection technologies, so that the remote person can see into the
local person’s place, providing them a feeling of ‘being there’.

Moreover, instead of only letting the remote user view from a fixed location, researchers have
explored attaching such 360° cameras onto the local user, so that the remote user can see from the
local user’s perspective [43, 86]. Additionally, researchers have proposed attaching a 360° camera
to a telepresence robot, so that the remote user gains both immersion and autonomy to move at
their own will [35].

2.6 Presence

Presence is the feeling of existing in a place, of ’being there’. Telepresence is the sense of existing in a
place other than one’s own [58], typically a real place, as compared to virtual presence, which is the
feeling of being in a virtual, non-real, location [84]. Presence has many different facets, including
spatial presence (the feeling of being in the space [53, 58]), social presence (the feeling of being with
someone [15, 56]), co-presence (the feeling of being in a space with someone [38]), and self-presence
(the feeling that one’s ‘self” or embodiment in the space is indeed themself [20, 29, 53]).

Traditional video-mediated communication provides limited telepresence, as it allows one to
see another person and their space in a specific FOV, thus providing the abilities to see and hear
someone in real time, and see into their space, their work, and some aspects of their day-to-day
life. Other telepresence technologies take this further and attempt to bring one or more users
‘through’ this window, either to bring one user into the other’s space, or to bring both users into
a shared virtual or merged space. Telepresence can be enabled by many technologies, including
telepresence robots (e.g., [3, 4]), drones (e.g., [39, 83]) VR (e.g., [35, 43, 77, 86]), AR (e.g., [71, 72, 77]),
and holographic projections (e.g., [67]).

What ties this very large and complex body of work together is that it all points to ways of
belonging. Mobility points to all users treating the local space as inhabitable and ownable by remote
users who do not simply disappear at the press of a button. Embodiment points to all users treating
the remote user as a human and not an object. Expressiveness points to all users being able to rely on
a vastly expanded set of communicative resources to make meaning in the local space. Awareness
points to all users being able to rely on the remote user’s understanding of what is in the local
space. Finally, presence points to the fundamental need for all users to feel that they are there, in a
space, or with someone.

3 SYSTEM DESIGN

VROOM [41] (Figure 2) is a bi-directional asymmetrical XR Telepresence system. It is comprised of
a telepresence robot (Beam Pro), 360° camera, AR headset (HoloLens), VR headset, and VR motion
controllers. It is designed to enhance the mutual experience of telepresence for both a local (AR) and
remote (VR) user. This system augments the experience of using a telepresence robot in two ways:
(1) in the local space, by giving the local user (Figure 2, left) a view of a compelling representation
of the remote user (Figure 2, right) and their gestures, head gazes, and other non-verbal behaviour,
and (2) in the remote space, giving the remote user a more-immersive view into the activity space,
allowing them to look around more freely in 360°. VROOM provides (1) through a virtual-avatar
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Fig. 3. Left: The remote user’s avatar overlaid on the robot, as it appears in the local user’s HoloLens. Right:
The remote (VR) user’s 1st-person view of their own avatar, looking down at their avatar’s body.

representation of the remote user, viewed through a Microsoft HoloLens headset worn by the local
user and overlaid over the telepresence robot (Figure 3 Left), and (2) through a 360° live video image,
viewable through a HP Windows Mixed Reality VR headset, from a 360° camera attached to the top
of the telepresence robot.

3.1 Local Space

The local space is the location where the activity is taking place. Here, the local user wears a
HoloLens, through which they can see the remote user’s avatar superimposed over the telepresence
robot.

The remote user is embodied in the local space through a combination of the telepresence robot
and the virtual avatar overlay (Figure 3 Left). Marker tracking is used to detect the position of the
robot and then superimpose the avatar over it in the HoloLens display. In the remote user’s VR
view, the avatar is seen in first-person (e.g., when the user looks down, they can see their avatar’s
shoulders, torso, legs, arms, etc., Figure 3 Right), and thus becomes like a first-person view of their
own body.

The avatar’s appearance and actions are mapped to the remote user. A 2D image of the remote
user’s face is used to make the 3D avatar’s head, so they have the same facial appearance (Figure 4).
The avatar is rigged to respond to the remote user’s head and body actions, which are tracked
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Fig. 4. The remote user’s avatar’s facial appearance (right) is made from a 2D photo of the remote user’s face
(left).

. ¢. ARview

Fig. 5. The remote user gestures at a whiteboard. (A) The remote (VR) user’s action. (B) The remote (VR)
user’s view. (C) The local (AR) user’s view.

via sensors in the remote user’s VR headset (head movement) and handheld motion controllers
(arm movements). The head rotates as the remote user’s head does, detected by motion sensors
(gyroscope, accelerometer, etc.) in the VR headset. The hands and arms are rigged to move as the
user moves Windows Mixed Reality handheld motion controllers. The remote user can press a
button on each controller (left, right) to enable or disabled articulated arm movements for the
corresponding arm. When arm movement is disabled for a particular arm, it is kept at the avatar’s
side. Driving the robot triggers a full body walk animation on the avatar, and an idle animation is
applied when no locomotion or arm gesture input is detected. The avatar’s mouth flaps in time
with the remote user’s speech. Lastly, a blink animation is applied periodically.

The avatar’s movements and actions in both the local (AR) and remote (VR) views are synchro-
nised, so where the remote user looks or points maps to where the avatar looks and points (Figure 5).
This full-body avatar is meant to heighten the local user’s sense that the remote user is present in
the activity space with them. At the same time, the remote user’s first-person view of their avatar
body immersed in a 360° view of the space is intended to heighten the sense that the remote user is
present with the local user in the activity space.

The robot has fiducial markers on the front and back for tracking [44] and a 360° camera attached
to it to stream a live 360° view to the remote user.

3.2 Remote Space

The remote user wears a Windows Mixed Reality VR headset. This displays the 360° view from the
perspective of the robot, as well as a first-person view of the avatar. The user also holds Windows
Mixed Reality handheld motion controllers in each hand. One thumbstick drives the robot. Motion
tracking on the handheld controllers animates the avatar’s arm gestures. Since the remote user’s
hands are holding controllers, the arm movements are not very fine-grained nor high-fidelity, and
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there is no finger tracking nor finger animations. Remote users can activate or deactivate the hand
tracking using the trigger on the controllers.

The remote user operates the robot using its built-in capabilities. On the UI of the standard Beam
desktop app [7], the user sees a downward-facing view showing navigation guide lines indicating
the projected direction of the robot’s travel. In the VROOM VR view, we replaced these with a
white arrow that was locked to the forward direction of the robot, to indicate which direction is
forward for the robot in case the user loses orientation in VR.

3.3 Implementation

VROOM was built largely using existing technologies. In the local space, the user wears a Microsoft
HoloLens (version 1) AR headset, running a custom-built application built with Unity that tracks the
robot and superimposes the avatar over it. To track the robot, this app uses the HoloLensARToolKit
library [13, 73] to track fiducial marker patterns [44] that were printed and placed on the robot. The
avatar’s head is made from an image of the user’s face, using the Avatar Maker Pro Unity library
[1], and attached to an animated human-body model available as a standard asset in Unity. The
telepresence robot is a Beam Pro [3], which has a RICOH Theta V 360° camera [9] attached to its top.
This camera connects to a small laptop attached to the robot’s base, which runs another application
that streams the 360° video from the camera to the VR application running on the remote side. On
the remote side, the VR application is implemented with Unity and using an HP Windows Mixed
Reality headset and handheld motion-controller set [8] connected to a Windows desktop PC. This
application displays the 360° live video in the VR view, as well as a first-person view of the remote
user’s avatar. This app also sends the remote user’s head orientation and arm-movement data to
the local user’s HoloLens app via HTTP polling. Lastly, the thumbstick on the remote user’s motion
controller sends driving commands (via mock keyboard commands) remotely to another PC in the
remote user’s space running the standard Beam desktop app [7], and the remote user wears a pair
of headphones (with microphone) connected to the Beam app to speak through the robot and hear
its surroundings.

4 STUDY METHOD

We conducted an exploratory study in which pairs of participants completed two rounds of the
same game-like activities, differing in technological conditions of collaboration. For each pair,
one participant was local and in the activity space, while the other was remote and operated
a telepresence system in the activity space. Participants completed a pre-study demographic
questionnaire and a post-study interview.

4.1 Participants

We looked for adult participants who were capable of either walking around an indoor open-office
space or capable of using a VR and controller-based system. In line with other related qualitative
and mixed-methods studies on video-conferencing and telepresence systems from previous work
(e.g., [35, 39, 40, 48, 71, 86, 90]) we aimed to recruit around 8-16 pairs of participants, or about 16-32
participants in total, as this number is usually enough to find interesting interaction patterns and
insights.

We recruited ten pairs of participants in the regional office of a global technology organisation,
resulting in 20 participants in total. Participants were aged 25-54 (M = 35, SD = 7.3); with eight
women and 12 men. Most participants (N = 13) identified as British, while two identified as American
(from the United States), and one each identified as Chinese, Indian, Israeli, and Turkish. One
participant preferred not to disclose their nationality. Most participants (N = 10) reported working
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in research. Of these ten, three were research interns, and one was a post-doctoral researcher. Five
participants were software engineers, and five reported other occupations.

Despite being in a technology organisation, participants had varied experiences with the individ-
ual technologies of which VROOM was comprised, skewed to less experience. Four participants
did not provide a response to these experience questions in the intake interview.

e Twelve participants reported using a head-mounted display (HMD) at least once per year.
Of these 12, two reported using them weekly, and two monthly. Four participants reported
having never used an HMD.

e Eleven participants reported using VR systems at least once per year. Of these 11, one reported
using them on a weekly basis, and two on a monthly basis. Five participants reported having
never used a VR system.

e Fourteen participants reported using game controllers at least once per year. Of these 14,
one reported using them daily, three weekly, and two quarterly. Two participants reported
having never used a game controller.

e Thirteen participants reported using a keyboard and mouse for playing video games at least
once per year. Of these 13, one reported doing it daily, two weekly, three monthly, and one
quarterly. Three participants reported having never used a keyboard or mouse for playing
video games.

e Fourteen participants reported encountering 3D human-like avatars in video games and/or
other apps (e.g., The Sims, Xbox avatars, etc.) at least once per year. Of those 14, six reported
encountering them weekly, one monthly, and three quarterly. Two reported having never
encountered them.

4.2 Study Design

We designed an exploratory study to compare and contrast how local and remote users experienced
collaborating on an activity that involved moving around, searching, and being aware of the other’s
location in a physical office space, and a linked activity that involved focused conversation. Pairs
completed the same activities in two conditions to compare a ‘standard” MRP experience with the
novel VROOM experience:

(1) The Beam condition utilised a Beam Mobile Robotic Presence (MRP) system, which is ef-
fectively traditional 2D video calling on wheels. The remote participant used the Beam’s
remote interface (the commercial app provided by the robot’s manufacturer) on a desktop
computer, which provided 2D video calling and piloting, controlled via a keyboard. The local
participant used no personal technology, just interacted with the remote participant via the
Beam robot’s screen/speaker/microphone configuration.

(2) In the VROOM condition, the remote participant wore a VR HMD and headphones for
communication and used the VROOM interface, seeing a 360° view of the activity space and
a first-person view of their own avatar, and used two hand-held VR controllers for both
locomotion control and moving the avatar’s hands and arms. The local participant wore a
HoloLens HMD to see the remote participant’s full-body avatar overlaid over the Beam robot
with the screen turned off.

As noted in our introduction, the Beam MRP system was clearly a mature technology compared
to VROOM. This comparison was chosen because the Beam system was the closest alternative to
VROOM, so it was hoped that participants would have less to learn overall and could also make
very direct comparisons and contrasts.
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4.3 Procedure

Pairs met in an office, and each participant first filled out a consent form and initial demographic
survey. After this, the researchers explained the purpose of the study to the participants. Following
this, they engaged in the Beam and VROOM study rounds, the order of which was counterbalanced
across pairs. Local and remote roles were decided in the order participants signed up for the study
and they did not switch roles during the study.

At the beginning of each round, the researchers explained the technology condition to both
participants. For the Beam condition, this was an explanation of how the Beam robot worked, how
to operate it, and what each user saw. Although robotic telepresence was novel to most participants,
it was considered simple enough to understand without more demonstration.

Since the VROOM condition was very novel and also very different at each endpoint, more
demonstration was provided for this. We explained to both participants how the remote VR
interface worked, including the VR 360° view, the first-person view of the remote user’s avatar, head
turning, hand movements, and the ability to control the robot. We also explained how the local
HoloLens interface would show the remote user’s avatar. Remote participants were shown their
avatar on the HoloLens to maximise embodied identification with their avatar. After being shown
their avatar, remote participants were taken to a separate office and set up to use the VROOM
system. The remote user was asked to look around in the 360° VR view, look down at the first-person
view of their own avatar body, and move their hands. While doing this, the local participant was
asked to observe the remote participant’s head gaze and hand movements in order to understand
how these movements were coordinated with the remote participant’s actions. Remote users were
asked to stand to begin with, but if they felt dizzy or nauseous they were provided with a chair
with arms and could sit.

The participants then worked together on a game-like activity that consisted of two parts. In
Part 1, Gather, they were asked to work together to find and take pictures of five items each in a
relatively large open-office space. The local participant searched for five orange ping-pong balls,
while the remote searched for five pink sheets of paper. They could talk to each other and help each
other find these items. They were given 2} minutes to find these items. Each item found added 30
seconds to the time they were given to complete Part 2 of the activity.

Part 2 of the activity involved playing ‘Heads Up’. Heads Up is a game in which Player A must
get Player B to guess a specific word, without Player A saying say the word itself. The total amount
of time we gave participants to complete this part of the activity depended on how many items
they found in the previous part of the activity. Each item found provided 30 seconds of time, up to
a maximum of five minutes. The local participant spent half of the total time as Player A while the
remote was Player B. Participants switched roles halfway through their time.

Performance in Part 1 influenced the time pairs were given in Part 2 because we wanted to
motivate the participants to perform at their best in Part 1.

In Part 1 of the activity, participants moved around the space, searched within it, gestured to
things in the space and to each other, and looked to see where the other was located in the space.
While the game itself might be unlike most work, the acts of which it was made up, or ‘microactions’
also make up facets of real work-based activities in which ‘belonging to the space’ is important.
For example, moving around the space is important for activities that require exploration, such as
workplace inspections and touring a new warehouse building. Positioning oneself within the room
is important for conveying one’s role and/or activity (e.g., T am positioned at the front of the room,
therefore I am the leader and am about to speak’). Finally, gesturing and gazing toward objects are
important for conveying intent or supplementing verbal communication via deictic referencing
(e.g., saying ‘that one’ while pointing to a specific whiteboard in the room). The Gather game also
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provided a context for a similar range of microactions in both the Beam and VROOM conditions,
but a clear difference in what might be possible in both conditions because the VROOM system
theoretically had the advantage in terms of distant gestural capabilities. Part 2 enabled us to see how
these experiences compared to a more conversational activity in which microactions in relation to
the space are not as important or frequent, but expressivity is. Again, while word-guessing is not a
common work activity, it was a structured activity which helped the participants interact and, in
particular, focused one person’s attention on the other. In this case, the Beam had the theoretical
advantage of higher-fidelity transmission of facial and gestural expression.

After completing both the Beam and VROOM rounds, the participants were interviewed as a pair,
in order to capture responses to one another’s experiences. The interviews were approximately
30-minutes long and semi-structured. We asked participants a series of questions about their
experiences working together in both the VROOM and standard Beam conditions, their perceptions
of the avatar (both the remote participant’s perceptions of ‘self’, and the local’s perceptions of
their partner), the remote participant’s experience in the VR view, and any communication and
collaboration strategies that participants used. The list of questions and prompts asked is in
Appendix A. The exact questions asked to participants were based off this list, but in many cases
we also asked follow-up and specific questions about events that we observed from participants
during the study.

4.4 Analysis

The interviews were audio-recorded and transcribed. We used open, axial, and selective coding to
analyse the interview data and reveal higher-level themes. Open codes included things like local
participants’ perceptions of the remote’s avatar, remote participants’ perceptions of the VR view, and
use of arm gestures. Our axial codes included categorizations of the open codes, such as awareness,
expressivity, and proprioception. From these, we landed on our selective codes, which include the
higher-level themes of embodiment, asymmetries, and mirroring (described in the sections below).
We used video-based interaction analysis [42] to analyse the video data. In the videos, we were
interested in things such as the structures of events and participants’ actions, turn-taking actions, the
organisation of the activity, the spatial organisation of participants’ interactions, and participants’
conversations with each other during the study. One member of our research team analysed the
interview data, while another analysed the video data. All four members of our research team
(including the two who were primarily involved in the data analysis) met frequently to review the
findings from the interview and video data and iteratively review and refine our codes. We also
cross-referenced the interview codes with the key events from the video analysis in order to further
iterate on our higher-level codes and assign our key events from the videos to our higher-level
categorisations (our axial and selective codes from the interview analysis).

5 FINDINGS

Our findings are structured into four sections. First, we report the base representational needs for
remote users to be seen as belonging to a local activity space: bodily identification and proprio-
ception. We then report on two key communicative issues: bodily expression and communicative
asymmetries.

5.1 Identification - Visual representation of remote users

Two of the most obvious challenges of telepresence are: getting remote users to identify with
their visual representation, and getting others to identify remote users as unique individuals. In
the Beam condition, remote users did not consider themselves as needing to identify with the
robot, describing the experience as “detached" (P9) or referring to its nature as a machine. For
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example, P6 said “It was kind of just like a computer on wheels". By contrast, the VROOM condition
was predicated on the remote user self-identifying with the avatar that overlaid the robot. After
seeing what their avatar looked like in third-person (i.e., from the local’s perspective), some remote
participants identified the avatar as at least somewhat resembling them in terms of its facial likeness
and especially its arm motions. For some, as with Mori’s Bunraku puppets, the identifiably-personal
motions of the arms were an important factor.

“It was my face, for sure." - P5-RU

“[The] arms moved with my arms, and it looked where I looked, so yeah, I did identify
with it. " — P4-RU

However, other remote participants reported mismatches between their appearance and that of
the avatar.

“Yeah, it looked kind of, I could recognise myself. [...] One thing was that like the torso,
my breasts basically, seemed to be, this was the main thing I saw about myself, and it
seemed to be much lower than seemed natural to me." — P3-RU

‘T don’t think I did identify with my avatar at all, really. [...] I just feel like it didn’t look
like me that much. [...] When looking at it, I felt like it could have been anybody. I didn’t
really feel like it was me, because it was the clothes and the hair and stuff" — P6-RU

One reason for this mismatch is that the research team had to make the remote user’s avatar
rather than participants customising it. The only changeable aspects of each avatar were a choice of
just one male or female body, the semi-photorealistic face generated from a portrait photograph, and
static hair that was manually matched from the portrait photograph. These limitations triggered an
Uncanny Valley reaction when the avatar could be seen. Additionally, remote users only saw their
avatar once and very briefly, rather than having a continuous or on-demand view, as mentioned by
one participant.

“Yes. [Seeing my avatar through a mirror] definitely would have enhanced that sense of
self. I don’t know whether it would have led to improved performance on the tasks, but
as I said, I don’t think I was terribly aware of how I was being presented remotely. So
interesting to think about ways that you could give that sense, yes." — P8-RU

When it came to the local users identifying remote users, the Beam condition’s standard video-
conferencing visual representation of the remote user made identification self-evident.

“The video gives you the facial recognition and the gestures, and so you could have a much
more immersive conversation." — P7-LU

“Tlooked at her a lot more when she was on the screen, and I could see it was actually
[P6-RU]J, because the other thing was just a bit weird." — P6-LU

As the last quote also shows, the VROOM condition’s avatar was treated as a clear deviation from
the traditional video-conferencing view. The unnatural appearance of the avatar likely contributed
to disconnection. P1-LU found “[the avatar did not] look exactly like [P1-RU]" and felt like they
were “playing character[s]" in a “computer game". That being said, some local participants could at
least identify the remote user’s VROOM avatar.

“Tt looked really close to him." — P7-LU
“T could see that the face was trying to be a close match." — P6-LU

But some local participants felt the avatar did not resemble the remote participant. This happened
especially when the two participant knew each other well.
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“So that avatar was better than I actually expected it to be, but it’s still sufficiently different.
Perhaps if we’d never met, if I'd never seen you [P11-RU], it might be again a different
experience. But yeah, I was just aware it [the avatar] wasn’t [P11-RU]" — P11-LU

We also observed a disconnect between the remote user as a person and the remote user as an
avatar. When P4-RU was trying to get P4-LU to guess the word “chair", both assumed that when
P4-RU said that he was “sitting in one of these right now," he was referring to his actual body in
the remote space, despite the avatar in the local space actually standing (see Figure 6).

Remote (VR) View Local (AB) View Remote (VR) User

W
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Fig. 6. The views of P4-RU avatar and P4-RU when guessing the word “Chair".

Later in the interviews, both participants said that they did not identify the avatar as in any way
representing P4-RU.

P4-LU: [...] I might as well have done [...] that task with my eyes closed because I was just
listening to what he was saying.

P4-RU: So that’s true, I wasn’t aware, I knew that my avatar was standing but I didn’t
think about it at that moment, it was a disconnect.

P4-LU: Yeah, and I was definitely very much thinking of [P4-RU] the person in the room
50 metres away, not [P4-RU] the avatar.

Over half of the local users (P2, P3, P4, P6, P7, P8, P11 -LUs) reported that the FOV of the
HoloLens was too narrow to enable a view of the VROOM avatar’s face and body at the same
time. This limited the value of attention on the avatar, and hence the building up of a strong sense
of identification. Many participants (P1, P2, P6, P7, P8’s LUs) also pointed out the lack of facial
expression of the avatar. P6-LU thought that the lack of rich facial expression “take[s] away from
the actual person” which made him “focus[ed] more on the voice cues than the visual" Indeed,
half of the local participants (P3, P4, P5, P6, P7 -LUs) reported that they relied on mostly on voice
while using VROOM. This is somewhat unsurprising given the long-standing primacy of audio in
video-mediated communication [18], but here the lack of expression seemed to actively discourage
visual engagement.

Despite these challenges, in line with previous studies that have found that a first-person avatar’s
appearance impacts the VR user’s behaviour [46], the fact that there was a human avatar in the room
appeared to have some subconscious impact on local users. P9-LU reported that in the VROOM
condition, she felt more like she was engaging with another human.

“Even like the etiquette of how I treated [P9-RU], I feel like it’s different. I noticed when
[P9-RU] was an avatar person, I felt more like what I would do if she was physically next
to me. Wait for her more and stuff like that."- P9-LU

This effect was especially evident when orienting toward different directions. P2-LU pointed out
that the existence of the avatar made it easier to tell left or right, relative to the remote user.
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“I think when the avatar was revolving it was easier for me to say ‘Something is to your
right’ or ‘Something is to your left’ than it was when it was the robot. [...] There was just
less hesitation in saying it. [...] I think it’s again because you can actually see something
that is vaguely human shaped. Whereas before if it was just the robot you might think
about ‘Okay, how does that direction resolve in how they’re piloting the robot’" — P2-LU
The strength of this effect could actually be detrimental to the task if the HoloLens lost track
of the fiducial markers on the robot, leading to a mismatch in the orientation of the avatar and
robot. P11-LU tried to point out a target item to P11-RU when the avatar appeared to be facing the
local user instead of aligning with the robot’s orientation perpendicular to the local user (Figure
7). P11-LU provided navigation guidance to P11-RU relative to the avatar’s orientation, directing
P11-RU to turn to her left when the target item was actually to P11-RU’s right in her remote view
(see Figure 7).

Local (AR) View 3rd Person View

B Where RU was facing Where RU appeared to be facing

Fig. 7. P11-LU approaching and seeing P11-RU avatar facing him but P11-RU robot’s back facing him.

5.2 Proprioception - Awareness of the Body in Another Space

While identification is important, a crucial step in ensuring that remote users feel that they belong
in the local activity space is that they transfer their sense of proprioception (the awareness of the
position of movement) of their real body to the avatar/robot body.

At one point, P2-RU was so immersed that when she wanted to move backwards she took a
step back in her own space, rather than reversing the robot with the controller. This resulted in a
disjunct experience when the robot did move with her.

‘I think the good part is I think with the VR [head]set, I think I got more feeling of being
in the room because it’s harder to differ [whether] I go back or the avatar [goes] back with
the controller. I physically moved myself to go back, this type of feeling. But at the same
time, I do suffer a lot of motion sickness." — P2-RU

Remote users reported that the 360° video increased their feeling of immersion (P1, P2, P3, P6, P7
-RUs), and suggested that they had “better vision" with VROOM’s 360° view (P2, P4, P6, P7 -RUs).
This confirms previous research showing that 360° cameras can increase immersion and awareness
in video conferencing (e.g. [35, 43, 86]).

Remote users could also see their first-person avatar body moving with them in the immersive
view. For example, P3-RU, although feeling that the avatar body was unnatural, still had a sense
of proprioception because she could see her avatar’s arms and legs moving as she tried to move.
This confirms previous studies showing that synchronous visuomotor stimulation can create the
illusion of body ownership [31, 47].

“So though at first I saw [my hands, I thought], ‘Ah, they look weird and scary’ but then I
was ‘Okay, they point when I want to point’, so I quickly adjusted to it. [...] It was cool to
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see actually my legs walking from time to time, then I felt like ‘Okay, I'm really there™" —
P3-RU

On the other hand, P6-RU reported that she had less of a sense of having limbs than eyes. For
her, the VR vision was immersive enough to convey proprioception, but the illusion ended there.

‘T imagined it [VROOM] more as like eyes, like it was eyes for me. It wasn’t eyes and a
body, so I could look around and see stuff. But I hadn’t really connected that with, ‘Well, I
can use my body to point to a book that’s behind me up on the shelf.’ I don’t know. I just
didn’t really put those things together." — P6-RU

“Maybe I wasn’t as aware as much, maybe I found it quite difficult to — I don’t know if the
word is embody — myself in the room. So I knew that there was a desk there, but I would
never have pointed with my arm to that desk. I was still wanting to turn the robot and
be like, ‘that’s the desk.’ I felt like I found it difficult to know how I was orientated in the
space, even though I saw my arms in front of me." — P6-RU

Half of remote users reported that it was harder to navigate and manoeuvre in the VROOM
condition (P3, P4, P5, P6, P8’s RUs) than in the standard Beam condition. Difficulties stemmed
from technical limits in the VROOM condition, such as using a thumbstick instead of a keyboard
(P3, P4, P5’s RUs), missing a dedicated floor-facing view (P3, P4, P5, P8, P11’s RUs), and missing
the Beam’s trajectory guide (P3-RU). All of these things (the keyboard, floor-facing view, and
trajectory guide) that the Beam has are unnatural, but despite the Beam lacking any first-person
avatar appearance and 360° vision, some remote users felt that it provided a direct and expectable
sense of proprioception compared to the VROOM condition.

“T talked about proprioception, the sense of where parts of your body are, [...] Because I
was inhabiting this robot body, I needed to know where all the bits of the robot were. The
robot interface was actually quite good at that, because it had a downward facing camera,
so you could see the surroundings. Again, this is indirect and unnatural, but that gave
me a pretty good sense of where I was as the robot relative to the rest of the room. In the
VR setting, I was more tentative. [...] In video games or something, I think if you were
presented as a different body, you could very quickly accept that as your own. But when
that embodiment doesn’t behave like you, doesn’t have the capabilities that you have, and
doesn’t mirror your actions in the way that you would expect your body to work, I think
that breaks the connection." — P8-RU

Counter to our expectations, the unnaturalness in the Beam interface was actually more of an
asset than the apparently natural view from the VROOM condition. The Beam robot’s front camera
view provided an obvious, if unnatural, fish-eye view plus a dedicated floor-facing view (Figure 8
left). The VROOM condition’s immersive 360° view looked far more realistic, and users could turn
their heads or look down (Figure 8 right).

The Beam’s twin views seemed to provide an illusion of a larger sense of space coupled with the
ability to flick one’s eyes down to floor-facing view to check one’s position relative to obstacles.
VROOM, by contrast, required very active head movement because the naturalness of VROOM’s
view was an illusion. Although remote users could see 360° video, the VR headset only provided a
110° FOV compared to the human eye’s 210° FOV.

“[I liked] being able to see the floor, and just having an eye on that while looking at
the main thing was much better than having to — because I feel you have to have very
exaggerated head movements with the VR [in VROOM] to be able to see." — P11-RU
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Fig. 8. P9-RU fitting through door with Beam (left) and VROOM (right).

T struggled a bit with banging into things. Even though I knew I could turn my head and
see my shoulders and I could look down and see my feet, I didn’t really do that, which was
strange. So I felt a bit like I wasn’t sure if I could fit through things." — P5-RU

The limitations of VROOM’s VR FOV also made it harder for remote users to see and use their
hands. In real life, we can see our hands in our peripheral vision when we raise them at hip level.
But in VROOM, remote users could only see their hands when they raised them chest high. This
lead some remote users to disregard or forget about their hands.

“[I could see my hands] only when I brought them up here [to chest level], or if I looked
down." — P7-RU

I felt like I couldn’t do enough with the hands to make them useful. [...] Because I felt like
all I could [do] was lift them up and go like that, and then most of the time, [I] couldn’t
really see them anyway. [...] I imagined it more as like eyes. [...] It wasn’t eyes and a body."
- P6-RU

5.3 Bodily Expression

The value in a remote user being able to identify with and have a proprioceptive sense of oneself is,
of course, all in service of being able to communicate with people in the local activity space. The
most relevant issue here is the ability to perform deictic and lexical gestures, collaborative gestures,
and gestural mirroring.

5.3.1 Deictic Gestures. Deictic gestures are indicative or pointing movements [51]. As expected
from prior research [35], deictic gestures at a distance were far easier in the VROOM condition than
in the Beam condition. The VROOM avatar’s life-size 3D arms, while lacking hand articulation,
enabled remote users to direct local users’ attention to things in the local activity space. P3-RU
directed P3-LU’s attention to a pink sheet of paper with her right arm. In the later interview, P3-LU
reported that he “really noticed" this instance and that he “could follow that [gesture] really well"
(see Figure 9).

That being said, these deictic gestures could only be fairly crude and were not finely controllable.

“There was an equivalent with the waving in that I was getting what was happening
because the arm was extending out of my field of view, and it was just flailing around
rather than going like that, because the fidelity of the control.” — P2-LU

In the VROOM condition, the avatar’s hand tracking was turned off by default, requiring the
remote user to toggle it on or off. We made this decision to give the remote user control over
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Remote (VR) View Local (AR) View Remote (VR) User

Fig. 9. P3-RU using deictic gesture to refer to an object location.

whether to show arm movement to the local user, and to limit unnatural arm movements. However,
requiring the RU to actively initiate arm movement sometimes meant that remote users would
makes arm gestures that were not communicated through the avatar because the remote user
forgot to toggle the arms on. By comparison, the avatar’s head movement was passively triggered.
From participants’ responses, we found that head orientation helped local users understand remote
users’ attention. For example, P3-LU felt that the avatar’s head pose allowed him to “tell where the
remote user was looking more closely." To some degree, this even remedied missing arm gestures,
because people tend to look at something when they point to it. The P5 pair, who had previously
used arm gestures well, experienced exactly that. When P5-LU asked the remote user whether she
saw another pink target high up on the wall, P5-RU lifted her arm and asked: “There?", but she
had not toggled arm movements on, so this gesture was not relayed to P5-LU. However, although
P5-LU could not see the pointing gesture, she still recognised that P5-RU was attending to the pink
target from the direction of her avatar’s head gaze (Figure 10).

“When I was saying, ‘can you see that?’ I could see that you [P5-RU] were looking up, and
I thought, ‘she has seen that.” So that was quite helpful" — P5-LU
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Fig. 10. P5-RU looking up to the wall.

One pair even managed to use head orientations to understand each other’s intentions in action.
P4-RU needed feedback on how far backward he should reverse the robot. First, he turned his head
toward the study investigator, but received no response. He then turned his head toward P4-LU in
front of him, and subsequently P4-LU responded.

While VROOM enabled larger deictic gestures, its lack of hand articulation was more noticeable
when compared to the Beam condition at close quarters. Standard 2D video was able to show richer
deictic gestures when people were facing each other, such as when P2-RU pointed at her lips with
her index finger as she was describing the word ‘lips’ to P2-LU (see Figure 11).

Moreover, as we noted above, the communication of deictic gestures and head orientations in
the VROOM condition was affected by the limited FOV of the HoloLens. Many participants (P2, P3,
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Fig. 11. P2-RU pointing to her lips as she’s describing the word ‘lips’.

P6, P7, P8 -LUs) reported that because their FOVs were small, they felt it was sometimes hard to
see their partners’ arm or head gestures. Some pairs even suggested that they decided to not rely
on gestures in VROOM the condition because of the limited FOV (P6, P7, P8).

“Tdidn’t get much from the avatar. I only saw the avatar when I was staring straight at it,
and if I was staring straight at its head, I couldn’t see his hands or anything else. So unless
my face was totally focused right on the avatar, it was as if it wasn’t there." — P7-LU

5.3.2  Lexical Gestures. Lexical gestures are used to emphasise or elaborate on the content of one’s
speech [76]. Remote users in the VROOM condition attempted to use lexical gestures while holding
their controllers. For example, P4-RU clapped his hands together vertically with his right hand on
top of his left when describing the word ‘staple’ (Figure 12).

P4-RU: If I want to fasten two pieces of paper together, (positioning
right hand on top of left hand, clapping two hands together
vertically, see Figure 12) I would use this.

P4-RU: a paperclip. U:h staple.

P4-LU: U:h. (clapping two hands together vertically again). Yep.

Fig. 12. P4-RU clapping his hands together vertically to describe the word ‘staple’.

Lexical gestures were clearly more clumsy in the VROOM condition, and, unsurprisingly, at close
quarters the Beam condition’s simple video of the remote user was easier to understand.
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5.3.3 Collaborative gestures and mirroring. Touch was of course impossible in both conditions,
but in the Beam condition, participant pairs occasionally collaboratively mimed recognisable
collaborative gestures such as high-fives (see Figure 13).

Fig. 13. P5-LU and P5-RU reciprocating high fives.

Perhaps more importantly than collaborative gestures, the ability to consciously or subconsciously
mirror an interlocutor’s gestures can be critical to a comfortable and engaging encounter. This, too,
was difficult in both conditions. In the Beam condition, the constraint was largely the result of the
limited FOV, with the remote user typically visible as just a head and shoulders unless deliberate
gestures were in play. In the VROOM condition, gestural capability was limited to arms and head
pose. The face was not articulated at all, and arm usage had to be very deliberate and might not
even been toggled on. This lack of facial movement and hand usage was, ironically, reflected by
local users.

“[Forgetting to use hands] could have been because I couldn’t see your facial expressions,
so I was totally neutral myself... I didn’t use hand gestures at all to communicate with
you, because it didn’t occur to me, because I couldn’t see your hand gestures." — P7-RU

The main gestural mirroring that did take place in the VROOM condition was teasing remote
users about awkward arm movements depicted by