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Abstract

Massively multilingual pre-trained language models, such as
mBERT and XLM-RoBERTa, have received significant atten-
tion in the recent NLP literature for their excellent capabil-
ity towards crosslingual zero-shot transfer of NLP tasks. This
is especially promising because a large number of languages
have no or very little labeled data for supervised learning.
Moreover, a substantially improved performance on low re-
source languages without any significant degradation of accu-
racy for high resource languages lead us to believe that these
models will help attain a fairer distribution of language tech-
nologies despite the prevalent unfair and extremely skewed
distribution of resources across the world’s languages.
Nevertheless, these models, and the experimental approaches
adopted by the researchers to arrive at those, have been crit-
icised by some for lacking a nuanced and thorough compari-
son of benefits across languages and tasks. A related and im-
portant question that has received little attention is how to
choose from a set of models, when no single model signifi-
cantly outperforms the others on all tasks and languages. As
we discuss in this paper, this is often the case, and the choices
are usually made without a clear articulation of reasons or
underlying fairness assumptions. In this work, we scrutinize
the choices made in previous work, and propose a few dif-
ferent strategies for fair and efficient model selection based
on the principles of fairness in economics and social choice
theory. In particular, we emphasize Rawlsian fairness, which
provides an appropriate framework for making fair (with re-
spect to languages, or tasks, or both) choices while selecting
multilingual pre-trained language models for a practical or
scientific set-up.

1 Introduction
NLP technologies require large amount of labeled and/or un-
labeled data for training. The distribution of resources across
languages, on the other hand, is extremely skewed (Joshi
et al. 2020; Bender 2011), because data annotation is an ex-
pensive and effort-intensive affair. This digital divide is fur-
ther widened by modern technologies, especially the deep
learning approaches to NLP, which require even more data
that all but a handful of the world’s languages possess.

Since their introduction in 2019, massively Multilingual
pre-trained language models (MultiLMs), such as Multilin-
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gual BERT (mBERT) (Devlin et al. 2019), XLM-RoBERTa
(XLM-R) (Conneau et al. 2020), Massively Multilingual
Translation Encoder (MMTE) (Arivazhagan et al. 2019) and
Unicoder (Liang et al. 2020), have received significant at-
tention from the NLP researchers. Their surprisingly well
crosslingual zero-shot transfer capabilities (Pires, Schlinger,
and Garrette 2019; Wu and Dredze 2020) have revolution-
ized our approach to multilingual NLP, and offer a promise
of sophisticated and efficient NLP systems for all languages
regardless of the availability of labeled data. This is because
once a MultiLM is pre-trained on unlabeled corpora of a
large number (typically 100+) of languages, task-specific
labeled data for fine-tuning is required only for one lan-
guage, called the pivot (usually a high-resource language
such as English). The fine-tuned model works across all the
languages that the MultiLM was pre-trained on, albeit with
varying degrees of success.

This crosslingual zero-shot setting also creates the fol-
lowing interesting and important dilemma which researchers
and engineers working in this field are often faced with.
Imagine that a researcher has come up with two MultiLMs,
A andB. She decides to test her models on a standard bench-
mark, say XNLI (Conneau et al. 2018), which has training
data for Natural Language Inferencing task in English and
test data for 15 languages including English. She observes
that A performs better than B on 10 languages, B performs
better than A on 3 languages, and on the remaining two, the
models perform equally well. Should she declare that model
A is better than B because it outperforms the latter on most
of the languages in XNLI? Or should she declare the one
with higher average accuracy as the winner? Or should it be
some other statistic, say the median or geometric mean of
the performances, according to which the models should be
compared?

We will refer to this dilemma as the Multilingual Model
Selection Problem or MMSP for short. The problem is not
only philosophically interesting, but also has great practical
significance for two reasons. First, before our researcher can
resolve the dilemma, she has to decide what does “better”
mean in the case of MultiLMs. Intuitively, average perfor-
mance over the set of tested languages appears to be a sensi-
ble choice, and has been adopted by several researchers (e.g.,
Liang et al. (2020); Aharoni, Johnson, and Firat (2019)).
However, the average performance on a limited set of tasks



and languages does not capture practically important fac-
tors such as the set of languages and tasks the model is
expected to work well on, and the amount of data across
languages that the MultiLM was pre-trained and fine-tuned
on (Hu et al. 2020; Wu and Dredze 2020; Lauscher et al.
2020). More importantly, as far as we have seen, authors do
not provide any formal justification or articulate the guiding
principles behind their choice of the statistic.

Second, one should keep in mind that one of the primary
advantages as well as the reason behind the popularity of
MultiLMs is their excellent crosslingual zero-shot transfer
ability. As Wu and Dredze (2020) point out, “top high re-
source languages are slightly hurt by massively multilingual
joint training”; yet these are preferred because they offer a
solution for low-resource languages which do not have suf-
ficient labeled data. Indeed, equal or equitable accuracy of
MultiLMs across languages and tasks has been one of the
critical points of scrutiny in the recent times (Hu et al. 2020).
If this is the central tenet behind the conception and con-
struction of MultiLMs, then MMSP must be resolved in a
manner that conforms to this normative principle of “fair-
ness” or “distributive justice” across languages.

In this paper, drawing inspiration and ideas from the dis-
course on fairness in machine learning, ethics, social choice
theory, economics and decision theory, we provide several
possible resolution of the MMSP, which are driven by dif-
ferent choice of the normative principles of efficiency and
fairness. We do not give any new results but instead scru-
tinize a few popular and important works on MultiLMs by
explicitly calling out the principles of distributive justice en-
tailed by the choices made by the researchers while resolv-
ing the MMSP, but not stated as such. As we shall see, most
of the work, whenever possible, follow the Pareto-efficiency
principle, i.e., choose the model which does as good or better
than all others on all languages that were tested for; other-
wise, a utilitarian approach is adopted, where a simple un-
weighted average performance across languages is used as
the model selection criterion. We further argue that the util-
itarian approach does not conform to the egalitarian prin-
ciples on which MultiLMs are founded. Instead, given the
skewed resource distribution across languages and other lim-
itations of the current technology, a practical trade-off be-
tween the egalitarian and utilitarian ideologies could be the
prioritarian or Rawlsian principle (Rawls 1999) of distribu-
tive justice, where one should select the model which max-
imizes the minimum performance over all languages. Rawl-
sian fairness is based on the principle of least difference, and
proposes to narrow the gap between unequal accuracies or
utilities, instead of equalizing them. Interestingly, Rawlsian
fairness based resolution of MMSP is also the robust utilitar-
ian choice under an adversarial assumption, and it also en-
sures a progressively more egalitarian distribution under the
assumption that language resources for all languages will
grow over time, without being severely unfair to high per-
forming languages in the short run.

Recently several researchers have critiqued the utilitarian
approach to MMSP (Wu and Dredze 2020; Hu et al. 2020);
the objective of those studies have been to empirically show
that in most cases a single Pareto-efficient model does not

exist. These critiques, however, do not propose any mecha-
nism to resolve the MMSP under such a situation. Instead,
they suggest that given the current state of limited under-
standing and testing of the models on a handful of languages
and tasks, the resolution of MMSP should be deferred till
we have a clearer understanding of the model performances.
While we agree with the criticisms, and the necessity of
wide-scale experimentation, it is unlikely that in the near fu-
ture we will have a MultiLM that is Pareto-efficient across
languages and tasks. Therefore, it is useful and important to
resolve the MMSP under partial knowledge in such a man-
ner that the solutions hold irrespective of the state of tech-
nology and resource availability.

It is important to note that the ongoing discourse on
fairness in ML (Mehrabi et al. 2019; Barocas, Hardt,
and Narayanan 2017; Leben 2020), and more specifically
NLP (Blodgett et al. 2020), argue for individual and group
fairness (Binns 2018). We are not aware of any work that
discuss the specific issues of distributive justice when lan-
guages, instead of individuals, are viewed as entities. While
a language can be equated to a group of individuals, as we
discuss in Sec 4, there are important philosophical and prac-
tical distinctions between these notions, such that they merit
independent treatments.

The rest of the paper is organized as follows. In Sec 2,
we formally introduce the MMSP and discuss its potential
resolutions under various normative principles of distribu-
tive justice. This section will also introduce the reader to
the basic concepts and some well established results of dis-
tributive justice in social choice theory. Sec 3 reinterprets
the model selection decisions taken in the recent papers. We
discuss certain philosophical, technical and practical aspects
of MMSP and its resolution in Sec 4, and conclude in Sec 5
with some practical recommendations.

2 Principles of optimal model selection
In this section, we formally define the Multilingual Model
Selection Problem (MMSP) and lay down fundamental guid-
ing principles from economics and ethics for optimal model
selection. To apply these principles, languages need to be
considered as individual entities instead of representing a
group of users (see details in Sec 4).
Multilingual Model Selection Problem (MMSP): Given
two MultiLMs A and B along with m different tasks
t1, t2, . . . , tm and n different languages L1, L2, . . . , Ln, let
aij and bij respectively denote the accuracy of model A and
B for task ti in language Lj . This subsumes the casem = 1,
where we are given the accuracy of two MultiLMs on differ-
ent languages but for the same task. For simplicity, we keep
aside the pros and cons of various modeling and training
choices, and focus only on their performance as black-box
models. Then the problem of picking the better model be-
tween A and B boils down to comparing their performance
vectors a = (a11, . . . , amn) and b = (b11, . . . , bmn) ac-
cording to an objective that quantifies efficiency and fair-
ness. Such objectives are well-studied in economics, ethics,
social choice theory, decision theory, and are guided by cer-
tain normative principles of efficiency and fairness (Yaari
1981; Sen 1985; Young 1994). There is a recent, renewed



interest to revisit these principles in the context of fairness
in machine learning (Binns 2018; Heidari et al. 2019; Leben
2020; Hossain, Mladenovic, and Shah 2020).

2.1 Utilitarian multilingual model selection
When we focus only on the performance, the choice space
of models can be identified with their performance vec-
tors, i.e., we identify a model A with its performance vec-
tor a = (a11, . . . , amn), whose coordinates are its accura-
cies on different languages for different tasks. When build-
ing state of the art (SOTA) MultiLMs, the ideal is to create a
model whose performance surpasses others in all languages
and tasks. This is formalized by the well-known Pareto-
efficiency principle stated below.

Definition 1. (Pareto-efficiency and Pareto-optimality)

1. The Pareto-efficiency principle suggests that a model A
is better than a model B, if a Pareto-dominates b, i.e.,
aij ≥ bij , for all i, j.

2. A model A is called Pareto-optimal, if there is no other
model that performs better than A in every coordinate,
i.e., no other model Pareto-dominates it.

Note that Pareto-optimality does not necessarily mean
Pareto-dominance over all other models but rather a guaran-
tee that no other model would Pareto-dominate it. To under-
stand Pareto-optimality, we need to understand the choice
space of all available models. A common assumption about
the choice space is called non-polarization, as defined be-
low.

Definition 2. (Non-polarization) The choice space satisfies
non-polarization, if the set of all performance vectors a, as
A varies over all available model choices, is a convex set C.

Non-polarization is a reasonable assumption because we
can always do a thought experiment that picks the model A
with probability p and the model B with probability 1 − p
to achieve performance vector given by the convex combi-
nation pa + (1 − p)b. The following is a folklore result,
commonly manifested as von Neumann-Morgenstern util-
ity theorem in decision theory (von Neumann, Morgenstern,
and Rubinstein 1944) and Harsanyi’s utilitarian theorem in
economics (Harsanyi 1955).

Proposition 1. Assuming non-polarization, a model A is
Pareto-optimal if and only if A maximizes the weighted ac-
curacy

∑m
i=1

∑n
j=1 wijaij , for some non-negative weights

wij , over all models in the choice space.

By rescaling, we can assume that the weights give a con-
vex combination, i.e., the weight vector w lies in ∆ = {w :∑m

i=1

∑n
j=1 wij = 1 and 0 ≤ wij ≤ 1,∀i, j}.

It is important to note that Proposition 1 does not pre-
scribe any specific weights. The natural choice being equal
weights leads to the average accuracy objective. The utili-
tarian approach of maximizing the weighted accuracy is jus-
tified only when the weights are chosen appropriately after
calibrating the accuracies across languages and tasks against
each other, based on considerations, such as, the size of the
training and test data across languages, and difficulty level
and usefulness of the tasks. Thus, for MultiLMs, the choice

of weights can be argued further based on domain expertise
and the economics of model deployment.

However, the utilitarian promise of Pareto-optimality falls
short for several reasons. Firstly, the choice of weights that
makes a model Pareto-optimal may be debatable, leading to
two or more SOTA models such that no single model Pareto-
dominates the others. Secondly, if we think of the choice
of weights as reflecting the balance of test data across lan-
guages and tasks, or usefulness of a task, then this balance
may change over time after deployment, and so would our
choice for the best MultiLM. It is a priori unclear if there is
a choice of weights that is both utilitarian and robust to the
above considerations. In case of unknown weights, a natu-
rally robust and conservative choice of weights is given by

wrobust = argmin
w∈∆

max
a∈C

m∑
i=1

n∑
j=1

wijaij . (1)

In practice, ∆ can be a carefully chosen set based on do-
main knowledge and robustness requirement. We shall re-
visit Equation (1) in a different light in the next subsection.

2.2 Fair multilingual model selection
Fairness across different languages has been an implicit
goal in MultiLMs, as better models must have high ac-
curacy on both high-resource and low-resource languages.
A commonly studied notion of fairness in machine learn-
ing is egalitarian, where an ideal fair classifier must have
predictive parity (e.g., equal accuracy, equal false positive
rates) across certain demographics (Barocas, Hardt, and
Narayanan 2019). Similarly, equal accuracy across different
languages is a desirable long-term goal for MultiLMs. How-
ever, equal or near-equal accuracy is a constraint and not an
objective in itself. In group-fairness literature, there is a long
line of work in training a fair model to maximize average
accuracy subject to egalitarian constraints across different
groups; see (Celis et al.; Zafar et al. 2019) and the refer-
ences therein. However, the training guarantees do not eas-
ily carry over to the test data. Moreover, insisting on equal
or near-equal accuracy across different languages may lead
us to pick a sub-optimal model of diminished overall accu-
racy, especially, when the availability of training data is in-
herently unequal across languages and the difficulty of each
task is inherently different.

The least difference principle proposed by Rawls (1999)
in distributive justice offers another perspective at the egal-
itarian approach, and proposes to narrow the gap between
unequal accuracies instead of insisting on equalizing them.
Definition 3. (Least difference principle)
Consider two models A and B with performance vectors
a = (a11, . . . , amn) and b = (b11, . . . , bmn), respectively.
Suppose there exist two indices (i, j) and (k, l) such that
aij < bij < bkl < akl, and apq = bpq on all other in-
dices (p, q) /∈ {(i, j), (k, l)}. Then the least different prin-
ciple prefers model B over A because it reduces the gap
between two unequal coordinates while keeping the rest un-
changed.

Decision theory and social choice theory literature con-
tains additional axioms that a well-behaved choice process



must satisfy, e.g., the von Neumann-Morgenstern (VNM) ra-
tionality axioms (von Neumann, Morgenstern, and Rubin-
stein 1944) and the Independence of Irrelevant Alternatives
(IIA) (Ray 1973). In our context, the most important proper-
ties for a choice process to be well-behaved are as follows.

1. For any permutation σ of the coordinates, if we prefer a
over b then we must prefer σ(a) over σ(b).

2. For any monotone function f : [0, 1] → [0, 1],
if we prefer a over b then we must prefer ã =
(f(a11), . . . , f(amn)) over b̃ = (f(b11), . . . , f(bmn)).

Keeping the mathematical description aside, a high-level
takeaway from the independence of irrelevant alternatives
for MultiLMs is that if an ideal ordering or preference
among models is well-behaved then any modification to
training or testing methodology that affects all the accura-
cies in similar fashion should not affect the ideal ordering or
preference among models.

Previous work in economics has shown that the above
principles and axioms guide us to a well-defined max-min
objective for finding an optimal model from a given set of
feasible models. Although, the max-min objective looks pri-
oritarian, where the benefits of the worst-off matter more
than the benefits of the better-off, the following proposition
shows that it can be derived from utilitarian considerations
of Pareto-efficiency and the Rawlsian fairness through least
different principle. It is a direct consequence of a theorem
due to Hammond (Hammond 1976) and Strasnick (Strasnick
1976), which we restate from (Yaari 1981).

Proposition 2. Assuming non-polarization, Pareto-
efficiency and least difference principles, any well-behaved
optimal choice A∗ must be a solution to maxa∈C mini,j aij .

Proposition 2 implies that any optimal MultiLM model
that satisfies Pareto-efficiency and Rawlsian fairness must
maximize the minimum accuracy. This is in contrast with the
egalitarian solutions that must equalize accuracies. More-
over, we can rewrite maxa∈C mini,j aij as the minimum
over convex combinations and use Sion’s minimax theorem
(Sion 1958) and Equation (1) to get

max
a∈C

min
w∈∆

m∑
i=1

n∑
j=1

wijaij = min
w∈∆

max
a∈C

m∑
i=1

n∑
j=1

wijaij

=

m∑
i=1

n∑
j=1

(wrobust)ijaij .

Thus, it is interesting to note that the optimal choice for
Rawlsian fairness coincides with the optimal robust choice
made from a purely utilitarian viewpoint.

2.3 Deontological multilingual model selection
The approaches discussed above try to find the right ob-
jective so that the outcome (namely, the optimal choice of
MultiLM) would meet certain efficiency and fairness princi-
ples. In ethics, the outcome-oriented approaches are known
as consequentialist. On the other hand, deontological ap-
proaches divide the benefits proportional to their rights,

rewarding intended beneficiaries or compensating the vic-
tims. For example, an egalitarian view of dividing the rights
equally leads to weighted accuracy with equal weights. De-
ontological approach has also seen renewed interest in fair
machine learning (Leben 2020; Saleiro et al. 2018).

In deontological approach to fairness, the philosophical
concepts of moral luck and desert play a key role. Con-
sidering the resources from different languages that went
into training a MultiLM, the benefits must be divided in
some way. What we consider as resources are often split
further into luck and work parts. In the context of languages
and MultiLMs, an example of luck is typological similari-
ties (Bender 2011; Joshi et al. 2020), e.g., a model trained
on English would do much better on Dutch than Japanese
because of typological similarities (Lin et al. 2019). One in-
terpretation of the work part can be the amount of collective
effort or money spent by the NLP community to create la-
beled data for different languages. If we take an approach
that the inequality between high-resource and low-resource
languages is pure luck, then a libertarian objective would be
a weighted accuracy, where the weights are proportional to
the resources that went into training a MultiLM. However, if
we follow the approach of moral desert, an equally weighted
accuracy or considering only the gains above a common
baseline, would be well-justified. If we make a finer dis-
tinction between luck and work parts, we could say that a
MultiLM is deontologically fair as long as it does not pe-
nalize any language due to typological difference but it is
okay to have unequal accuracy across languages based on
the availability of training data.

3 Reinterpreting the Choices Made in
MultiLM Literature

In this section, we will review the current trends in resolu-
tion of MMSP, and reinterpret those decisions in light of the
fairness and efficiency principles discussed in the previous
section. Our aim here is not to conduct a thorough technical
survey of MultiLMs; neither it is to quantify the statistics of
normative principles that are followed. Rather, we shall dis-
cuss a few representative work to illustrate two broad trends
that we observe in the literature - Pareto-efficiency based
resolution, and the average performance across languages,
both of which are based on the utilitarian principle. Then we
discuss how some of these resolutions would have changed
if we were to follow the Rawlsian fairness principles. We
also present some of the recent critiques of MMSP, which,
as we shall argue, are mostly deontological in nature.

A Note on Tasks and Datasets: MultiLMs are typically
evaluated on test-benches such as XNLI (Conneau et al.
2018), XGLUE (Liang et al. 2020) [a cross-lingual evalu-
ation benchmark consisting of NER (Sang 2002), POS (Ze-
man et al. 2019), News Classification (NC), MLQA (Lewis
et al. 2019), XNLI, PAWS-X (Yang et al. 2019), Query-
Ad Matching (QADSM), Web Page Ranking (WPR), QA
Matching (QAM), Question Generation (QG) and News Ti-
tle Generation (NTG) tasks], XTREME (Hu et al. 2020)
[also a collection of cross-lingual test benches consist-
ing of XNLI, PAWS-X, POS, NER (Pan et al. 2017),



XQUAD (Artetxe, Ruder, and Yogatama 2020), MLQA, Ty-
DiQA (Clark et al. 2020), BUCC (Zweigenbaum, Sharoff,
and Rapp 2018) and Tatoeba (Artetxe and Schwenk 2019)],
GLUECoS (Khanuja et al. 2020), and LinCE (Aguilar, Kar,
and Solorio 2020). While comparing MultiLMs, researchers
report and compare the performance of the models on the
datasets, rather than the tasks. For instance, MLQA and
XQuAD involve the same NLP task, namely Question An-
swering through span extraction from Wikipedia, but the
accuracies on these are reported independently. Therefore,
here we shall use the term task to refer to the dataset, rather
than the task itself.

3.1 Pareto-Efficiency Principle
Arguably, the aim of most model building exercises is to
come up with MultiLM architectures, training processes or
simply larger models that are Pareto-efficient with respect
to tasks and languages that it has been tested on, in com-
parison to the existing SOTA MultiLMs. Whenever possi-
ble, this indeed would be the ideal resolution of MMSP
under any of the consequentialist approaches - Utilitarian
as well as Prioritarian (or Rawlsian). Some of the popu-
lar MultiLMs had achieved Pareto-efficiency over the ex-
isting SOTA, often by a considerable margin for all lan-
guages. For example, XLM (Conneau and Lample 2019)
Pareto-dominates mBERT (Devlin et al. 2019) as well as
(Artetxe and Schwenk 2019) for XNLI; Unicoder (Huang
et al. 2019) Pareto-dominates XLM, and XLM-R (Conneau
et al. 2020) Pareto-dominates Unicoder, again for XNLI.
On the GLUECoS dataset, Khanuja et al. (2020) show that
their proposed method is Pareto-efficient across all tasks for
English-Spanish code-mixing, though it is not the case for
English-Hindi, where mBERT and the proposed method are
Pareto-optimal over the tasks.

3.2 Utilitarian Principle
Whenever Pareto-efficiency for a model is not observed,
usually the average performance over all languages is used
as a metric to determine the “better” model. An illustrative
case-study is that of Liang et al. (2020), where along with a
new test-bench, XGLUE, authors also propose a new Mul-
tiLM - the Unicoder. Unicoder is compared to mBERT and
XLM-R on 11 tasks across 19 languages (Table 4 in the
paper), where average across languages, and then average
across tasks are used as the indicators to declare that Uni-
coder is the best performing model. This is clearly an appli-
cation of the utilitarian principle.

In Table 1, we summarize the performance of the models
across tasks (except for the two text generation tasks, QG
and NTG, for which a different metric of performance is
used) by indicating the average and minimum values, as well
as the Pareto-optimality of the models. As we can see, Uni-
coder has a higher average for all but two tasks - POS and
QADSM. Nevertheless, it is Pareto-efficient only for three
tasks - XNLI, PAWS-X and QAM.

Also interesting are the experiments on pivots for XNLI,
where the authors show that the performance of the model
across languages are substantially influenced by the choice
of the pivot language (Table 5 in the paper). Here too, since

Tasks mBERT XLM-R Unicoder
NER 78.2, 69.2 79.0, 70.4 79.7, 71.8
POS 74.7, 43.3 79.8, 55.2 79.6, 56.3
NC 82.7, 78.0 83.4, 78.2 83.5, 78.5,
MLQA 60.7, 47.9 65.1, 60.5 66.0, 62.1,
XNLI 66.3, 50.4 74.2, 64.7 75.3, 66.3,
PAWS-X 87.2, 82.9 89.5, 86.9 90.1, 87.4,
QADSM 64.2, 60.3 68.6, 65.8 68.4, 64.6
WPR 73.5, 64.5 73.8, 63.9 73.9, 64.4,
QAM 66.1, 64.7 68.4, 67.8 68.9, 68.4,

Table 1: Performance of mBERT, XLM-R and Unicoder
taken from (Liang et al. 2020). The first and second numbers
in each cell denote the average and minimum performances
respectively. The numbers in bold indicate that the model is
Pareto-optimal on that task; if there is only one bold cell in a
row, it indicates that the model is Pareto-efficient. Gray cells
denote the Rawlsian choice for the task.

no pivot language provides a Pareto-efficient model, the au-
thors resolve the MMSP by looking at the average perfor-
mance across languages, concluding that “the best pivot lan-
guages are Spanish (es), Greek (el) and Turkish (tr), rather
than English (en).” Authors do not offer any principled ap-
proach for breaking this tie.

Some other studies that use average across languages for
reporting and/or model selection purposes include (Aharoni,
Johnson, and Firat 2019) for machine translation, (Ahmad
et al. 2019) for parsing, and (Rijhwani et al. 2019) for en-
tity linking. We have not come across any work that applies
weighted average, presumably because weights are difficult
to determine and justify. Also, it is uncommon to average
over tasks; usually, the performance range across tasks, and
the nature and complexity of the tasks are too diverse for
average to be a meaningful quantity.

3.3 Hypothetical Resolutions under Rawlsian
Fairness

What if instead of Pareto-efficiency or the utilitarian notion
of averaging, we were to resolve the MMSP through Rawl-
sian fairness? Recall that Rawlsian fairness recommends the
selection of the model that maximizes the minimum perfor-
mance over the languages. While this looks like a prioritian
objective, it is actually also the robust utilitarian choice un-
der the very realistic assumption that the language-resources
and utility of tasks change over time.

Let us focus again on Table 1, where the cells highlighted
in gray show the Rawlsian choice of the model for a task; or
in other words, the cells that have the maximum value for the
minimum (the second number in the tuples) in a row. Uni-
coder emerges as the Rawlsian choice for 7 out of the 9 tasks
(actually 9 of the 11 tasks), except for QADSM and WPR.
Further, if we were to look at the max-min across all tasks
and languages to make our final choice, it would still be the
Unicoder. Thus, instead of averaging across languages and
tasks, Unicoder’s superiority over the other models could
as well be established through this Rawlsian resolution of
MMSP.



Tasks mBERT XLM XLM-R MMTE
XNLI 65.4, 49.7 69.1, 58.7 79.2, 71.2 67.5, 61.9
PAWS-X 81.9, 69.6 80.9, 64.8 86.4, 79.0 81.3, 69.2
POS 70.3, 41.7 70.1, 20.5 72.6, 15.9 72.3, 43.1
NER 62.2, 3.6 61.2, 0.3 65.4, 1.3 58.3, 3.9
XQuAD 64.5, 42.7 59.8, 35.4 76.6, 59.3 64.4, 48.4
MLQA 61.4, 50.2 48.5, 34.4 71.6, 62.1 60.3, 46.2
TyDiQA 59.7, 49.3 43.6, 14.2 65.1, 31.9 58.1, 49.9
BUCC 56.7, 50.0 56.8, 46.6 66.0, 56.7 59.8, 53.3
Tatoeba 38.7, 11.5 32.6, 12.4, 57.3, 14.1 37.9, -

Table 2: A summary of results on the XTREME benchmark
as reported in (Hu et al. 2020). We follow the same conven-
tion as for Table 1.

Interestingly, under the Rawlsian fairness assumption, the
utilitarian tie among the three pivot languages - Greek, Turk-
ish and Spanish (Table 5, Liang et al. 2020) breaks in favor
of Turkish. More importantly and surprisingly, Swahili, for
which the accuracies are the lowest for most pivots, emerges
as the overall Rawlsian choice for the pivot language.

The XTREME test-bench (Hu et al. 2020) is yet another
interesting case-study. Table 2 presents a summary of the
results from the paper on the XTREME tasks. XLM-R per-
forms better than the other three models - XLM, mBERT and
MMTE in terms of the utilitarian objective of average. It is
also Pareto-optimal for all tasks and Pareto-efficient for 5
out of 9 tasks. However, by the Rawlsian criterion (the cells
highlighted in gray in the Table) one would choose MMTE
for 3 tasks, namely POS, NER and TyDiQA. The authors,
on the other hand, summarize their observations as: “XLMR
is the best-performing zero-shot transfer model and gener-
ally improves upon mBERT significantly... MMTE achieves
performance competitive with mBERT on most tasks, with
stronger results on XNLI, POS, and BUCC.”

3.4 Deontological Critiques of MultiLMs
Critiques of the current approaches to MultiLMs have fol-
lowed three main lines of arguments. The first line of ar-
gument is concerned with their limited evaluation on a few
tasks and languages, even though the explicit or implicit
claim has been that zero-shot transfer works for all lan-
guages that the MultiLMs have been pre-trained on (Hu et al.
2020; Wu and Dredze 2020). This, the critiques argue, is
misleading because for most languages the models’ perfor-
mance is unknown. The second line of criticisms challenges
the fundamental assumption that MultiLMs provide a so-
lution to low-resource languages by questioning the base-
lines they are compared against. For instance, according to
Wu and Dredze (2020), “the 30% languages with least pre-
training resources perform worse than using no pretrained
language model at all. Therefore, we caution against us-
ing mBERT alone for low resource languages ... On the
other end of the spectrum, the highest resource languages
(top 10%) are hurt by massively multilingual joint training.”
Similarly, Joshi et al. (2020) argue that MultiLMs do not
help 88% of the world’s languages for which even unlabeled
data is unavailable; the only classes of languages it helps, if
at all, are those which have a large amount of unlabeled data

but not sufficient labeled data, namely the “Rising Stars” and
“The Hopefuls” which together have 47 languages.

The third set of critiques challenge the zero-shot as-
sumption for model building and evaluation of Multi-
LMs (Lauscher et al. 2020; Artetxe et al. 2020). In prac-
tice, they argue, one can always build some labeled re-
sources for a language if one intends to improve the per-
formance of the system in that language. In general, sev-
eral studies have shown that building shared MultiLMs with
a smaller set of related languages (Lin et al. 2019; Ahmad
et al. 2019), and fine-tuning in a few-shot rather than zero-
shot mode (Lauscher et al. 2020) is more effective than mas-
sively multilingual universal models. Conneau et al. (2020)
show that for a given model size, the average zero-shot per-
formance increases only up to addition of certain number
of languages during the pre-training phase, after which it
starts declining; this would make truly universal MultiLMs
impractically large. They refer to this phenomenon as “the
curse of multilinguality”.

We observe that these critiques are based on certain de-
ontological principles of fairness, where all languages are
assumed to have an a priori right to technology irrespective
of the number of speakers or the availability of resources.
The first line of arguments are more egalitarian in nature,
where the ideal objective is to have equal accuracies across
all languages. For instance, Hu et al. (2020) suggests a met-
ric called the “transfer gap” which measures the average
difference between the performance for the pivot and other
languages. An ideal MultiLM should minimize the transfer
gap, and thus, fulfill the egalitarian objective of equal accu-
racy across all languages. The second line of argument is
more libertarian in nature, where the implicit objective is
to do “better” for all languages with respect to the SOTA;
however, the the gap in performances across languages is
acceptable as long as all languages are benefiting in some
way. These arguments are agnostic to the reasons that might
have caused the gap at the first place, and appear to suggest
that one should use the most appropriate technology, given
the amount of resources available. This is precisely where
the third line of criticisms tend to disagree. These arguments
suggest that instead of depending on MultiLMs, or the cur-
rent state of technology and resources, one should try to take
the necessary steps, that is to say, do the necessary work, to
attain a more egalitarian state. Thus, these arguments con-
form to the “desert principle” of fairness, where only those
performance gaps between languages are acceptable that are
explainable in terms of the difference in the amount of work
put in for the language, say, in building resources. Perfor-
mance differences due to inherent features of a language,
such as typological factors, are akin to luck and cannot be
allowed (for instance, by choosing a typologically dissimilar
language as a pivot). Hence, the proponents recommend cre-
ation of different MultiLMs for language groups (Lin et al.
2019) and creation of labeled data for fine-tuning (Lauscher
et al. 2020), whenever possible.

It is important to note that the recommendations or cri-
tiques in a paper often span multiple ideas that implicitly
conform to different normative principles of efficiency and
fairness. Even when these normative principles are explicitly



stated, their application in practice is not always straightfor-
ward (Binns 2018; Leben 2020; Young 1994).

4 Discussion
Language as an Entity: The notion of distributive justice
in ethics and economics starts with the assumption that the
recipient of the resource or utility is an individual or a group
of individuals. The discourse on ethics in machine learn-
ing has also followed this idea of group and individual fair-
ness (Binns 2018). In contrast, the present discussion on
MMSP considers a language as the recipient of distribu-
tive justice. Since a language can be equated to a group of
individuals, it might be argued that the principles of group
fairness are applicable here as well. However, there are im-
portant philosophical and practical distinctions between the
notions of “language as an entity” and “language as a group
of individuals”, which we believe are crucial to appropri-
ately contextualize the present analysis. One might choose
to resolve the MMSP by imagining language as a group of
individuals, let us say, the users of the technologies in that
language, which would be a subset of the speakers of the lan-
guage. Under this assumption, the consequentialist should
not look at the accuracy of the MultiLMs on test-benches.
Rather, the true utility of a MultiLM, and more broadly, an
NLP system can be measured only in terms of its usefulness
for the end-users (Soria, Quochi, and Russo 2018). For cer-
tain languages, a predictive keyboard or speech recognition
system might be of much greater value than, say, an NLI
system or POS tagger. Therefore, even though “language as
a group of end-users” is a practically important and useful
construct, it cannot be operationalized in this context be-
cause of the way MultiLMs are evaluated currently.

On the other hand, “language as an entity” would mean
that each language has a distinct identity, defined by its vo-
cabulary, syntactic structure, its typological features, amount
of available resources, and so on. Under this notion, tasks
such as parsing, POS or NLI, and limited evaluation on test-
benches make perfect sense. A MultiLM or any similar mul-
tilingual system should then be evaluated similarly across
languages and its utility could be quantified by the perfor-
mance on a fixed set of linguistic tasks. It is this notion of
“language as an entity” which drives the research and dis-
course of MultiLMs and more broadly, multilingual NLP,
including this study on MMSP.

Fairness in NLP: In NLP, the fairness discourse has been
around representational biases, such as those in the word-
embeddings, and performance bias against users and user
groups such as gender, age or regional varieties of a lan-
guage; see (Blodgett et al. 2020) and references therein. Be-
sides a few notable exceptions (Zhao et al. 2020; Sweeney
and Najafian 2019), in all the cases the object of study is
a representation or system for a single language. Most re-
lated to the present work are the discussions around whether
algorithms or methods are really language agnostic, as is of-
ten claimed (Bender 2011), and the issue of determining the
best transfer language for a given language in a crosslingual
transfer setting (Lin et al. 2019; Ahmad et al. 2019); see
Ruder (2020) for an excellent compilation of reasons and
critiques of English-centric NLP. While these studies raise

many important ethical concerns, mostly deontological in
nature, no proposals have been put forward for formal reso-
lution of these dilemmas under different assumptions of nor-
mative principles.

On one hand, these debates are similar to the MMSP, as
they treat language as an entity and as the recipient of the
distributive justice. On the other hand, there is an important
technical difference that unlike the case of MultiLMs, here
the model parameters are not shared between languages, and
are optimized for one or a pair of languages at a time. There-
fore, instead of resolving MMSP, one could always choose
different algorithms or different pivot/transfer languages to
optimize the performance of the system for a particular lan-
guage. However, we would like to reemphasize that MMSP
applies even when the language models do not share any pa-
rameters, as long as we can frame it as a black-box model
selection problem, where multiple agencies (could be ap-
proaches, algorithms, or even companies) offer different sets
of models serving multiple languages, and one needs to
choose between the agencies.

5 Practical Recommendations
Stating the Fairness and Efficiency Assumptions: We recom-
mend that all empirical studies involving MultiLM (and/or
cases where common algorithms or approaches are applied
to multiple languages) should clearly articulate the fairness
and efficiency principles they are following, and the assump-
tions they are making while resolving the MMSP, drawing
conclusions and/or providing usage recommendations.

Utilitarian Resolution to MMSP: In case the researcher
has a strong reason to follow the utilitarian principle, they
can resolve the MMSP in favor of the model that Pareto
dominates all other models. When no model Pareto domi-
nates, the model with the highest (weighted) average perfor-
mance can be chosen. If there is a tie (defined as exact or
sufficiently close average performances), they could invoke
the prioritarian principle to resolve the tie in favor of the
model that maximizes the minimum accuracy.

Prioritarian Resolution to MMSP: In case the researcher
wishes to resolve the MMSP following the prioritarian or
Rawlsian principle, they can use the max-min, or more gen-
erally, the lex-min objective, i.e., maximize the minimum ac-
curacy, and if two models that maximize the minimum ac-
curacy have the same minimum accuracy, then maximize the
second minimum accuracy, and so on.

Considering Outliers: Under all circumstances, the prin-
ciples should be applied only after critically analyzing the
outlier languages that have remarkably high or low perfor-
mances. These cases should be included or excluded be-
fore applying the fairness principles – a decision that can be
made based on practical considerations such as how reliable
is the test-set of a particular language.

Alternative Leader-boards: Current leader-boards for
MultiLMs, e.g. https://sites.research.google/xtreme, rank
the models based on the average performance. We recom-
mend alternative leader-boards or rankings based on various
fairness principles, including but not limited to the prioritar-
ian or Rawlsian principle.
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