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1 Sentiment Words in NICE dataset

Table 1: Frequency of sentiment words in NICE

The most popular word in the NICE dataset is “like”, which is a word with strong positive sentiment.
Referring to the sentiment word list from Hu and Liu (2004), we find that 11 words among the top
40 words are sentiment words, as shown in Table 1 as below. Interestingly, all the 11 words express
positive sentiment. This also reveals a bias in the real scenario: the usual comments tend to be of a
positive sentiment or people are likely to show a positive attitude in conversations. On the contrary,
the most frequent words in the COCO dataset tend to be the ones that describe facts such as action or
objects, and do not contain any sentiment words listed in Hu and Liu (2004). The sentiment labels
are generated using an off-the-shelf sentiment analysis tool NLTK (Toolkit, 2017).

This demonstrates that the comments in the NICE dataset often contain opinions, emotional and
subjective expressions, description of subjects, events, and scenes with unbounded scope, while the
captions in the COCO dataset are more factual-oriented descriptions of images.

2 Appendix for NICE-Setting I

2.1 Baseline Models on NICE-Setting I

Vision-Language Pre-Training (VLP). Large-scale language pretrained models relying on mas-
sive data and self-supervised learning tasks like masking have created a new state-of-the-art in several
natural language processing tasks (Devlin et al., 2018). Pretraining models across language and
vision poses a challenging task where usually the amount of training data is several times smaller than
the text only pretraining. Among various vision-language pretraining models proposed recently (Sun
et al., 2019; Li et al., 2019b,a; Su et al., 2019), and one of them (Zhou et al., 2019) performed both
classification (e.g., VQA) and generation (image captioning). To use VLP (Zhou et al., 2019), we
pretrain the model on the large scale Conceptual Captions dataset (Sharma et al., 2018) that consists
of 3 million image-text pairs. We then fine tune the pre-trainied model on the NICE-Setting I dataset
with captioning loss only (minimizing perplexity) and report the results.
∗Equal Contribution.

34th Conference on Neural Information Processing Systems (NeurIPS 2020), Vancouver, Canada.



Figure 1: Example comments to user-shared images generated by the baseline models on NICE-
Setting I.

Bottom-UP Top-Down Attention (BUTD). Using pretrained object detectors for image captioning
has resulted in significant performance gains compared to using CNN features as shown in Anderson
et al. (2018). We use this model as a baseline on the NICE-Setting I dataset.

Semantic Compositional Networks (SCN). SCNs (Gan et al., 2017) rely on a pretrained tagger
to provide visual cues about the entities and actions in an image, and leverage LSTMs to generate
a natural language description for images. Using this model can also help us to understand the
performance difference between a tagger based model (SCN) and an object detection based model
(BUTD and VLP).

Microsoft Captioning System (Caption-Bot). The Microsoft image captioning bot (Microsoft,
2017) is a publicly available agent that can generate descriptions for a given image.

LSTM based caption generation (LSTM-XE). LSTM based image captioning (Vinyals et al.,
2015) was one of the first models proposed to use pretrained CNNs as in conjunction with an
LSTM based language model, which to generate descriptions for images. It is our final baseline on
NICE-Setting I.

2.2 Qualitative Examples for baseline models on NICE-Setting I

Fig. 1 shows examples of comments generated by each baseline model for three images on NICE-
Setting I. We observe the comments generated by baseline models are reasonable in content but not
very emotional, subjective or imaginative in the context of social dialogue, and thus less likely to lead
to user engagement. We hope that the benchmark baselines provided will serve as a reference for
researchers, and inspire the creation of more appropriate models for human-machine interaction on
NICE dataset.
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3 Appendix for NICE-Setting II

3.1 Implementation Details of Experiment for MAGIC on NICE-Setting II

In this section, we describe the implementation of our baselines in the experiments. We modified
Show Attention and Tell (ShowAttTell) (Xu et al., 2015) and Bottom-Up-Top-Down Attention
(BUTD) (Anderson et al., 2018) models to the image commenting task. In this task, the inputs are
tuples of the image, the affect feature, a mood topic and the comment history, and the output is a
comment. For both models, we use a linear layer to map the 64-dimension affect feature to 512
dimensions. The mood topic is concatenated with the comment history and passed to an embedding
layer.

In ShowAttTell, the decoder computes a weighted image attention vector at each time step, and uses it
to generate a text token. To adapt this model on image commenting task, we concatenate the weighted
image attention vector with the 512-dimension affect vector, the embedded topic and the comment
history. This new concatenation vector replaces the original image attention vector and is used to
generate the comment token at each time step.

In BUTD decoder, a top-down attention module computes an attention vector on image and passes it
to a language module. The language module takes the image attention vector to generate text token at
each time step. We use the similar modification that the concatenation of the image attention vector,
the 512-dimension affect vector, the embedded topic and the comment history, which is passed to
language model for comment decoding. In both models, the embedding size is 512 dimensions, the
hidden size of LSTMs is 1024 demensions and they are trained by optimizing the cross-entropy loss
with a learning rate 5e-4.

For the ablation study, we use the GPT-2 (Radford et al., 2019) trained on NICE dataset without
affect vector (LIWC feature). Thus, the input for GPT-2 only has the mapped the image features,
the embedded mood topic and the comment history. By optimizing the cross-entropy loss, GPT-2 is
trained 30 epochs on NICE dataset.

3.2 Samples of Generated Image Comments by MAGIC on NICE-Setting II

In Figure 2, we show some samples generated from MAGIC model on test set of NICE-Setting II
dataset. Each example contains an image, a topic which is the thread title of a dialogue post, and the
generated comments.

4 Impact Statement

Text generation has many applications. In addition to commenting, grounded language models could
help drive content generation for bots and AI agents, and assist in productivity applications, helping
to re-write, paraphrase, translate or synthesize text. Fundamental advances in text generation help
contribute towards these goals and many would benefit from a greater understanding of how to
model emotional and empathetic language. Arguably many of these applications could have positive
benefits.

However, this technology could also be used by bad actors. AI systems that generate content can be
used to manipulate or deceive people. Therefore, it is very important that this technology is developed
in accordance with responsible AI guidelines. For example, explicitly communicating to users that
content is generated by an AI system and providing the user with controls in order to customize such
a system. It is possible our dataset could be used to develop new methods to detect manipulative
content - partly because it is rich with emotional language -and thus help address another real world
problem.

Our dataset is collected from the Internet, which is not a fully representative source. Therefore, we
also need to understand biases that might exist in this corpus. Data distributions can be characterized
in many ways. In this paper, we have captured how the word level distribution in our dataset is
different from other existing datasets. However, there is much more than could be included in a single
paper. We would argue that there is a need for more datasets linked to real world tasks and that by
making these data available we can help researchers answer these questions.
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Figure 2: Generated samples from MAGIC model on NICE-Setting II Dataset.
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