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Abstract

Lead bias is a common phenomenon in news summarization, where early parts
of an article often contain the most salient information. While many algorithms
exploit this fact in summary generation, it has a detrimental effect on teaching
the model to discriminate and extract important information. We propose that the
lead bias can be leveraged in a simple and effective way in our favor to pre-train
abstractive news summarization models on large-scale unlabeled corpus: predicting
the leading sentences using the rest of an article. We collect a massive news corpus
and conduct careful data cleaning and filtering. We then apply the proposed
self-supervised pre-training to existing generation models BART and T5. Via
extensive experiments on six benchmark datasets, we show that this approach can
dramatically improve the quality of summary and achieve state-of-the-art results
for zero-shot news summarization without any fine-tuning. For example, in the
DUC-2003 dataset, the ROUGE-1 of BART increases 13.7% after the lead-bias
pre-training.

1 Introduction

The goal of text summarization is to condense a piece of text into a shorter version that contains
the salient information. Due to the prevalence of news articles and the need to provide succinct
summaries for readers, a majority of existing datasets for summarization come from the news domain
[1, 2, 3]. However, according to journalistic conventions, the most important information in a news
report usually appears near the beginning of the article [4, 5]. While it facilitates faster and easier
understanding of the news for readers, this lead bias causes undesirable consequences for summa-
rization models. The output from these models is inevitably affected by the positional information
of sentences. For instance, [6] discovers that most models’ performances drop significantly when
a random sentence is inserted in the leading position, or when the sentences in a news article are
shuffled.

Additionally, most current summarization models are fully supervised and require time-consuming
and labor-intensive annotations to feed their insatiable appetite for labeled data. For example, the
CNN/DailyMail dataset [2] contains 313k articles, where the summaries are written by editors.
Therefore, some recent work [7] leverage domain transfer to apply summarization models trained on
one dataset to another dataset. But this method may be affected by the domain drift problem and still
suffers from the lack of labelled data.

The recent promising trend of pre-trained models [8, 9] proves that massive data can be used in
a self-supervised fashion to boost the performance of NLP models. But it remains a challenge
how to design pre-training goals for text summarization. In this paper, we put forward a novel
method to leverage the lead bias of news articles in our favor to conduct large-scale pre-training of
summarization models. The idea is to predict the leading sentences of a news article given the rest
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content. This immediately renders the large quantity of unlabeled news articles corpus available for
training news summarization models.

We employ this pre-training idea on a three-year collection of online news articles. We conduct
thorough data cleaning and filtering. For example, to maintain a quality assurance bar for using
leading sentences as the summary, we compute the ratio of overlapping non-stopping words between
the top 3 sentences and the rest of the article. As a higher ratio implies a closer semantic connection,
we only keep articles for which this ratio is higher than a threshold determined via statistical analysis.
As a result, in the filtered dataset consisting of 21.4M articles, the leading sentences can be a surrogate
summary of good quality.

Inspired by the effectiveness of additional pre-training to adapt language models to domains [10], we
apply the lead-bias (LB) pre-training on existing generation models including BART [11] and T5 [12].
The resulting models BART-LB and T5-LB are leveraged in a zero-shot fashion, i.e. directly applied
to target tasks without accessing any information for fine-tuning. Therefore, the same pre-trained
model can be used across various news summarization tasks.

We conduct extensive evaluations on six news summarization datasets. Results show that our models
significantly improve the summary quality over the original BART and T5, as well as other zero-shot
and unsupervised summarization models. For example, BART-LB outperforms BART by 13.7%,
8.3% and 7.7% in ROUGE-1 on DUC-2003, DUC-2004 and CNN/DailyMail. Also, BART-LB
outperforms the zero-shot version of PEGASUS [13] by 7.6%, 6.9%, and 1.8% in ROUGE-1 on
CNN/DailyMail, XSum and Gigawords, respectively.

2 Related work

2.1 Unsupervised Text Summarization

Traditional abstractive summarization models [14, 15] leverage labeled summaries which require lots
of manual work. Therefore, unsupervised abstractive summarization (UAS) models aim to learn to
summarize from articles alone. Among these approaches, [16] tries to reconstruct the input article
from the generated summary. [17] adopts de-noising autoencoders for sentence compression. [18]
leverages reinforcement learning and adversarial training to improve the readability of generated
summaries. [19] projects articles and sentences into a common space from which reconstruction can
be conducted. [20] employs theme modeling and a de-noising autoencoder to enhance the quality of
summaries. Although [20] also leverages lead bias for pre-training, it is trained from scratch and is
employed in unsupervised summarization, while our work applies lead bias to pre-trained generation
models for domain adaptation and is evaluated in a zero-shot setting.

In general, these models require updating on the articles in the training set of target tasks, and the
model trained on one dataset may not be suitable for another dataset. In comparison, our model is
strictly zero-shot in that it does not access any information in the training set of downstream tasks.
So the same model can be applied to multiple news summarization tasks.

2.2 Pre-trained generation models

In recent years, pre-training language models have proved to be quite helpful in natural language
generation tasks [21, 11, 12, 9]. Built upon large-scale corpora, these models employ self-supervised
learning such as de-noising autoencoder and masked language model to learn effective representations.

In theory, any generation model can be directly used for zero-shot abstractive summarization (ZAS).
Thus, recent large-scale pre-trained generation models have been applied to ZAS. For example, the
GPT-2 model [9] can produce summaries given an article appended with TL;DR:. PEGASUS [13]
uses gap sentences generation (GSG) and masked language model (MLM) as pre-training objectives.
Although GSG includes top-m sentences as decoder targets, we apply a statistical cleaning and
filtering mechanism to the pre-training data. And out models significantly outperform PEGASUS in
multiple datasets.
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3 Pre-training with Lead Bias

News articles usually follow the convention of placing the most important information early in the
content, forming an inverted pyramid structure [4, 5, 6]. This positional bias brings lots of difficulty
for models to extract salient information from the article [6].

We propose that the lead bias in news articles can be leveraged in our favor to train an abstractive
summarization model without labeled summaries. Given a news article, we treat the top three
sentences, denoted by Lead-3, as the target summary, and use the rest of the article as news content,
denoted by Rest. The goal of the summarization model is to produce Lead-3 given the text from Rest.

Thus, we collect three years of online news articles from June 2016 to June 2019. We filter out
articles which overlap with any of the evaluation datasets. However, not all leading sentences are
suitable for a summary of the article. An indiscriminative usage of all the data may hurt the model’s
summarization capability. Thus, one should carefully examine and clean the source data to ensure the
quality of the leading sentences as summary.

First, to ensure that the summary is concise and the article contains enough salient information, we
only keep articles with 10-150 words in the top three sentences and 150-1200 words in the rest, and
that contain at least 6 sentences in total.

Second, we remove articles whose top three sentences may not form a relevant summary. For this
purpose, we compute the portion of non-stopping words in the top three sentences that are also in the
rest of the article. A higher portion implies that the summary is representative and has a higher chance
of being inferred by the model using the rest of the article. To verify, we compute the overlapping
ratio of non-stopping words between human-edited summary and the article in CNN/DailyMail
dataset, which has a median value of 0.841. This median drops moderately to 0.778 between the
summary and Rest. And the ratio we use for filtering, i.e. that between Lead-3 and Rest, has a
median value of 0.471. Thus, we need to filter out articles with low overlapping ratio between Lead-3
and Rest to use Lead-3 as a surrogate summary. We end up choosing a threshold of 0.65 to strike
a balance between the quality of Lead-3 and the size of training data. This filters out 83.2% of the
collected data. The retained data for pre-training has a median overlapping ratio of 0.734 between
Lead-3 and Rest.

After the filtering, we end up with 21.4M news articles. The average number of words in Lead-3 is
60.0 and the average number of words in Rest is 602.5. Therefore, the data for pre-training contains
14.2 billion words.

We initialize the two versions of our model with BART-Large [11] and T5-Large [12] respectively.
Each model is pre-trained for 1 epoch as we found that further pre-training does not bring additional
gain. The pre-training takes 47 hours on 32 V-100 GPUs. We denote the pre-trained models as
BART-LB and T5-LB. More details are described in Appendix A.

4 Experiments

4.1 Settings

We evaluate our model on 6 benchmark news summarization datasets: DUC-2003 [22], DUC-2004
[22], XSum [3], CNN/DailyMail dataset [1], the New York Times (NYT) [2] and Gigaword [23].
We use the ROUGE F1 score [24] as the evaluation metric for all datasets except NYT, where
ROUGE recall score is used. In NYT, the generated summary is truncated to the same length as the
ground-truth summary. In DUC-2003/2004, the generated summary is truncated to 75 characters.

We include both unsupervised summarization models and zero-shot models as baselines. The
unsupervised baselines include SEQ3 [25], Brief [18] and TED [20]. The zero-shot baselines include
PEGASUS (zero-shot) [13], GPT-2 [9], BART-Large [11] and T5-Large [12]. To compare with
leading sentences, we follow the previous results to use Lead-8 for Gigaword, Lead-1 for XSum,
leading 75 characters for DUC-2003/DUC-2004 and Lead-3 for all the other datasets.
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Model DUC-2003 DUC-2004 XSum
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Lead 21.30 6.38 18.82 20.91 5.52 18.20 16.30 1.60 11.95
Unsupervised

SEQ3 20.90 6.08 18.55 22.13 6.18 19.30 / / /
Zero-shot

PEGASUS / / / / / / 19.27 3.00 12.72
BARTLARGE 6.69 1.56 5.94 13.58 2.91 12.10 19.26 3.30 14.67
T5LARGE 10.11 2.43 9.25 13.61 2.91 12.23 19.66 2.91 15.31
BART-LB (ours) 20.43 5.80 17.89 21.88 6.24 19.22 26.18 7.60 20.92
T5-LB (ours) 20.05 5.62 17.83 21.22 5.92 18.74 26.06 6.77 20.47
Model CNN/DM NYT Gigaword

R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L
Lead 40.34 17.70 36.57 39.58 20.11 35.78 21.86 7.66 20.45

Unsupervised
SEQ3 23.24 7.10 22.15 17.85 3.94 19.53 25.39 8.21 22.68
Brief 28.11 9.97 25.41 / / / 21.26 5.60 18.89
TED 38.73 16.84 35.40 / / / 25.58 8.94 22.83

Zero-shot
GPT-2 29.34 8.27 26.58 / / / / / /
PEGASUS 32.90 13.28 29.38 / / / 23.39 7.59 20.20
BARTLARGE 32.83 13.30 29.64 32.18 13.90 28.67 22.07 7.47 20.02
T5LARGE 39.68 17.24 36.28 32.78 14.91 29.91 15.67 4.86 14.38
BART-LB (ours) 40.52 17.63 36.76 37.41 19.60 33.99 25.14 8.72 22.35
T5-LB (ours) 38.47 16.62 35.23 40.27 20.81 36.88 24.00 8.19 21.62

Table 1: ROUGE results on the test set of all datasets. We use ROUGE recall scores in NYT and F1
scores in all other datasets. The highest score in each dataset is marked in bold.

4.2 Results

As shown in Table 1, BART-LB and T5-LB achieve the best overall result in XSum, CNN/DailyMail
and NYT. In other datasets, our models outperform all zero-shot baselines and are comparable with
unsupervised models and Lead baseline. For instance, BART-LB outperforms the zero-shot version
of PEGASUS [13] by 7.6%, 6.9% and 1.8% in ROUGE-1 on CNN/DailyMail, XSum and Gigawords.

The proposed self-supervised pre-training based on lead bias is very effective in improving perfor-
mance of the underlying pre-trained model. For example, BART-LB improves BART by 13.7%,
8.3% and 7.7% in ROUGE-1 on DUC-2003, DUC-2004 and CNN/DailyMail, respectively. T5-LB
improves T5 by 9.9%, 8.3% and 7.6% in ROUGE-1 on DUC-2003, Gigaword and DUC-2004.

Thirdly, BART-LB and T5-LB significantly outperform all unsupervised baselines in CNN/DM and
NYT, and achieve very close results on the rest datasets. We argue that although unsupervised models
are fine-tuned with articles from target tasks, our models pre-trained on massive news data can achieve
similar or better results. Moreover, compared with unsupervised models, a zero-shot model can be
directly applied to many news summarization domains, making deployment much more convenient.

Furthermore, BART-LB and T5-LB do not simply learn to copy leading sentences. They outperform
the Lead baseline in 5 out of 6 datasets, ranging from 0.18% (CNN/DM) to 9.9% (XSum) more
ROUGE-1 points. We show more insights from the results in Appendix B.

5 Conclusions

In this paper, we propose a simple and effective pre-training method for abstractive news summa-
rization. By employing the leading sentences from a news article as its target summary, we turn the
problematic lead bias for news summarization in our favor. We then collect a large-scale news corpus
and conduct filtering based on statistical analysis. We initialize our model with BART and T5, then
further pre-train it using the lead bias. The resulting models outperform all zero-shot baselines and
achieve comparable results with unsupervised methods in six benchmark datasets.
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A Implementation Details

The batch size is 1,024. We use RAdam [26] as the optimizer, with a learning rate of 3 × 10−4.
The hyper-parameters of our pre-training follow the version of BART and T5 implemented by
Huggingface. For example, for both BART-LB and T5-LB, the dropout rate is 0.1 and each input
token is represented by a 1024-dim vector. BART-LB has 12 transformer layers and 16 attention
heads in both the encoder and decoder. T5-LB has 24 transformer layers and 16 attention heads in
both the encoder and decoder.

In downstream summarization datasets, we employ the commonly used hyper-parameters by previous
models (e.g. set in the configuration files of BART and T5) on the corresponding tasks. These
hyper-parameters are for decoding based on beam search. Table 2 shows the minimum summary
length, maximum summary length and beam width for each task.

Dataset sum. minlen sum. maxlen beam width
DUC-2003 6 26 1
DUC-2004 6 26 1
XSum 11 62 6
CNN/DailyMail 56 142 4
NYT 56 142 4
Gigaword 4 24 4

Table 2: Hyper-parameters used on each dataset, including minimum/maximum length of produced
summary and beam width. These parameters are determined by the implementation of summarization
models from previous literature.

B Insights

Does our model simply copy leading sentences? Since extracting leading sentences from articles
as the summary can achieve high ROUGE scores in a number of news summarization datasets, we
test whether our pre-trained model simply learns to copy the leading sentences.

Following [14], we compute the ratio of novel n-grams appearing in a model’s summary that are
not in the leading sentences. A higher ratio indicates a system that is more inclined not to copy the
leading sentences from the article.

Figure 1 displays the percentage of novel n-grams not in the article’s LEAD-1 sentence in summaries
from BART, BART-LB and the reference summary in XSum’s test set. Firstly, the lead-bias pre-
training increases this ratio by comparing the results from BART and BART-LB. The reason is that
during pre-training the model needs to predict LEAD-3 using the rest of the article. Simply copying
the first few sentences from the rest of the article typically match LEAD-3. Thus, our proposed
pre-training enforces the model to learn to comprehend and extract salient information from the
whole article. Secondly, the reference summary has the highest ratio of novel n-grams, indicating that
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Figure 1: Ratio of novel n-grams, i.e. not in the article’s leading sentence, in summaries from BART,
BART-LB and the reference summary in XSum’s test set.
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Figure 2: Averaged ROUGE-1 difference between the summaries from BART and BART-LB, grouped
by the length of ground-truth summary. For example, 0-20 means the 20% articles with the shortest
reference summary in the corresponding dataset.

humans usually summarize the article by reorganizing the language and placing collected important
information together, instead of copying original information verbatim.

Effects of summary length. We investigate whether the improvement brought by our lead-bias
pre-training is affected by the length of summaries. Thus, we take the BARTLARGE and BART-LB
models, and compute the difference between their ROUGE-1 scores when the reference summary
length falls into different percentiles of the dataset: 0-20%, 20-40%, 40-60%, 60-80% and 80-100%.

As shown by Figure 2, in general, the gain of BART-LB over BARTLARGE is the largest when the
reference summary is at 60-80% and 40-60% percentile. Although longer summaries are typically
more difficult to generate, the results indicate that our pre-training scheme can help more with
producing medium and medium-long summaries.

We attribute the dip at 80-100% to the capacity limit of the summarization model. It becomes harder
to achieve a high ROUGE score with a very long ground-truth summary. This problem can be
alleviated by developing more powerful generation models to produce long and consistent text.
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