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Combating the Spread of Coronavirus by Modeling Fomites
with Depth Cameras

ANDREW D. WILSON,Microsoft Research

Fig. 1. From left to right: Using Azure Kinect body tracking to detect face touching; 3D reconstruction of
room with two calibrated depth cameras; 3D contamination map; rendering of social distance calculations
(green) and joints marked as contaminated (red spheres).

Coronavirus is thought to spread through close contact from person to person. While it is believed that the
primary means of spread is by inhaling respiratory droplets or aersols, it may also be spread by touching
inanimate objects such as doorknobs and handrails that have the virus on it (“fomites”). The Centers for
Disease Control and Prevention (CDC) therefore recommends individuals maintain “social distance” of more
than six feet between one another. It further notes that an individual may be infected by touching a fomite and
then touching their own mouth, nose or possibly their eyes. We propose the use of computer vision techniques
to combat the spread of coronavirus by sounding an audible alarm when an individual touches their own
face, or when multiple individuals come within six feet of one another or shake hands. We further propose
using depth cameras to track where people touch parts of their physical environment throughout the day,
and a simple model of disease spread among potential fomites. Projection mapping techniques can be used to
display likely fomites in realtime, while headworn augmented reality systems can be used by custodial staff to
perform more effective cleaning of surfaces. Such techniques may find application in particularly vulnerable
settings such as schools, long-term care facilities and physician offices.
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1 INTRODUCTION
There is still much to learn about how the COVID-19 virus is transmitted. The Centers for Disease
Control and Prevention notes that COVID-19 most commonly spreads “Between people who are in
close contact with one another (within about 6 feet),” and “through respiratory droplets or small
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particles, such as those in aerosols, produced when an infected person coughs, sneezes, sings, talks,
or breathes.” [4] To prevent the transmission of the virus the CDC recommends maintaining “social
distance” of 6ft (1.8m) between individuals. Further, in many public places such as grocery stores,
wearing facial masks is strongly encouraged or mandatory.

The CDC further notes that “a person may get COVID-19 by touching the surface or object that
has the virus on it and then touching their own mouth, nose, or eyes.” It has been observed in the
popular press that it can be very difficult to stop touching your face. This is somewhat comically
illustrated by numerous recent appearances by public officials recommending to stop touching your
face, who in the very same appearance touch their face [28]. By some estimates, people touch their
face as many as sixteen times an hour [22]. Additionally, it has been suggested to avoid shaking
hands in greeting, and instead “bump elbows.”
How long the virus can live on a surface may depend in part on the surface material [11]. One

study found that the virus can survive up to three days on hard metal surfaces and plastic and
less time on more porous materials [27]. “Fomites” are physical objects in the environment that
when contaminated with an infectious agent, can transfer the disease to someone who touches
them. Given the lifetime of the virus, it would seem that potential fomites such as doorknobs, light
switches, hand rails, shoes, etc., may play an important role in the transmission of the virus, and
should be cleaned regularly [6, 10, 35].

Fomites, face touching and difficulty maintaining social distance suggest that once the virus has
entered an environment such as an office space, it can quickly spread throughout the environment.
YouTube personality Mark Rober performed a compelling and safe demonstration of this with an
elementary school class, where he applied an invisible powder to the hands of the teacher, who
then shook hands with three students on their way into the classroom [24]. Imaging the powder
with a blacklight revealed that the powder spread widely across the classroom over the course of
the day. Rober motivates the experiment by noting that people would be much more careful if they
could see the germs around them.

Naturally there are those seeking technological solutions to combat the spread of the virus. An
interesting early example uses computer vision techniques to raise an alarm when the user of a
web camera-equipped computer touches their face [18], while a variety of other sensors have been
proposed [1, 5, 19, 26]. In this paper we propose using depth cameras such as the Microsoft Azure
Kinect to detect face touching behavior, but to also gain a greater situational awareness of the
room, with possibly multiple people, to more generally model the formation of fomites as people
move about and touch their environment. Such techniques may find application in particularly
vulnerable settings such as schools, long-term care facilities and physician offices.

In September 2020, it is commonly believed that the virus spreads mainly through airborne
means rather than by touching surfaces. Attention has shifted from preventing face touching to
encouraging the use of face masks and social distancing. Yet in a recent press release the CDC has
reiterated that fomite transmission remains a risk for catching COVID-19 [3], while others have
noted that surfaces touched by a large number of people, such as door handles and elevator buttons
may carry enough copies of the virus to act as fomites [21].

This paper makes the following contributions:

• Detection and alarm of face touching and handshaking behavior among multiple people in a
room.

• Detection of probable touching of inanimate objects in the environment, which when accu-
mulated over time, suggest the presence of fomites.
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• A simplistic model of virus spreading where the contagion may be “gathered” from a fomite
and “scattered” on another body part or part of the environment, leading to the formation of
new fomites.

• A computational framework where calculations on fomites are performed on 3D representa-
tions of the environment that are easily computed from a network of depth cameras.

• The use of projection mapping techniques to display in realtime the evolution of fomites and
social distancing among multiple people.

Given the present difficulty in performing user studies with human subjects, and obtaining IRB
approval, the paper focuses instead on describing promising algorithms and strategies to build a
realtime system using commonly available hardware. The validation of the system with a live virus
is considered well beyond the scope of this work.

2 RELATEDWORK
Having considered a number of studies related to coronavirus, we next consider previous works
exploring the use of depth cameras. Depth cameras such as the Microsoft Kinect present opportuni-
ties for analysis of the physical world, leveraging techniques such as 3D surface reconstruction and
realtime person tracking.
Using the Kinect for Xbox 360, Wilson demonstrated using a depth camera as a touch sensor

by comparing a live depth image to a stored depth image modeling the static environment, a kind
of simple 3D surface reconstruction [30]. This allows detecting touch on surfaces of arbitrary
complexity, with the challenge that the accuracy of touch detection is limited by sensor noise and
camera sight lines. This approach has since been refined in a number of ways. Xiao, et al., for example,
explore combining the depth image with the infrared image to enhance touch accuracy [34].

Depth cameras can also be used to perform a more general 3D reconstruction of the environment,
possibly involving moving cameras or multiple cameras. Kinect Fusion leverages a voxel grid
representation of the 3D surface to incorporate the observations of a moving depth camera [8].
Holoportation demonstrated the use of custom depth cameras to perform realtime voxel grid recon-
struction [23]. The present work performs calculations in their original depth image representations,
avoiding the computational expense of a voxel grid representation.

Depth cameras have been used to track people and compute their skeletal pose in realtime. The
Xbox 360 Kinect uses inference based on random forests [25], but more recent pose estimation
techniques such as OpenPose exploit deep learning to compute 2D pose from color images [2]. The
Azure Kinect camera, used by the present work, uses deep learning techniques to infer 3D pose
from depth and infrared images [16].
Depth cameras naturally lend themselves to building higher level interpretations of activities

in room-scale environments. LightSpace demonstrated the use of multiple depth cameras and
projectors to deliver interactive projection mapping experiences [32]. RoomAlive refined the
calibration ofmultiple projectors and depth cameras as well as the rendering of interactive projection
mapped experiences [9, 17]. RoomAlive has been shown to scale to as many as eight cameras in a
conference room [31]. Lindlbauer, et al., uses a voxel grid representation to encode annotations
throughout the physical environment [12]. The Proximtiy Toolkit enables developers to create
applications that reason about multiple users and devices in the same space [13], while EagleSense
focuses on the problem of inferring intent of multiple users from depth images [33].

Proc. ACM Hum.-Comput. Interact., Vol. 4, No. ISS, Article 203. Publication date: November 2020.



203:4 Andrew D. Wilson

Fig. 2. Two people tracked by the Azure Body Tracking SDK shake hands, rendered over the depth image
from a single camera.

3 DESIGN
We base our proposed interactions and visualizations on the capabilities of the Azure Kinect camera
and its associated body tracking SDK [14–16]. The Azure Kinect camera includes a color image
sensor and a time of flight depth image sensor that is similar to that of the Kinect for Xbox One.

3.1 Face Touching, Shaking Hands and Social Distance
The Azure Kinect body tracking SDK tracks multiple people and the 3D position ®𝑥 𝑗 of up to 32
locations (“joints”) on each tracked body. Joints include the head, pelvis, nose, hands, wrists, feet, etc.
The body tracking SDK also reports a “confidence” value with each joint. A joint that is successfully
tracked may have a high confidence value, while a joint that is occluded may have a low value.
Unlike with earlier Kinect cameras, there is no specified limit to the number of people that can be
simultaneously tracked by the Azure Kinect body tracking SDK.

While it is difficult or impossible to directly observe two objects touching by video cameras [30],
a tracked person that is likely about to touch their face can be detected by simply calculating
the distance between either hand joint and the nose joint. In our prototype system, an annoying
alarm is sounded when this distance falls below a threshold 𝜏 = 150mm: ∥ ®𝑥ℎ𝑎𝑛𝑑 − ®𝑥𝑛𝑜𝑠𝑒 ∥ < 𝜏 . This
threshold was tuned empirically to reduce false positive and false negative touch events (also see
Section 5.3). Similarly, two tracked people about to shake hands can be detected by calculating the
distance between their hands. See Figures 1, 2, and the accompanying video.
Finally, two people who are not maintaining appropriate social distance can be detected by

calculating the distance between the pelvis of the two tracked bodies, the average joint position
over each body, or any pair of joints between bodies. In this case it may be appropriate to rely on
some means of notification other than an audible alarm, since, while it is easy for people to attribute
a short alarm to either touching their face or shaking hands, it is more difficult to associate an
alarm to violating an invisible distance threshold. We propose an alternative means of displaying
social distance later.
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3.2 Touching the Environment
If a 3D point (𝑋,𝑌, 𝑍 ) projects to image coordinates (𝑢, 𝑣) in the depth camera, its depth 𝑍 is
recorded in the depth image D(𝑢, 𝑣) = 𝑍 . The Azure Kinect SDK includes an API to calculate
3D position ®𝑥𝑑 (𝑢, 𝑣) = (𝑋,𝑌, 𝑍 ) from 𝑍 = D(𝑢, 𝑣). Meanwhile, the 3D position ®𝑥 𝑗 of a joint 𝑗 is
reported in the depth sensor coordinate system, such that it can be related to geometry and objects
that appear in the depth image. Specifically, we can compare joint positions to regions of a stored
depth image to determine whether a person is touching or about to touch parts of their physical
environment.

A static depth map D̄(𝑢, 𝑣) can be computed offline as the average of multiple depth maps or by
other more sophisticated surface reconstruction techniques [8]. Because the body tracking SDK
gives no information about the shape of the joint, and because joint position and depth images
can be noisy, it is helpful to compare joint position and a point in the depth image under some
model of uncertainty. We denote the multivariate normal distribution with a scalar 𝜎 as N(®𝜇, 𝜎2)
and compute the likelihood that a joint at ®𝑥 𝑗 is currently touching a point ®𝑥𝑑 (𝑢, 𝑣) in the depth
image D̄(𝑢, 𝑣) as:

𝑤 𝑗 (𝑢, 𝑣) = N(®𝑥𝑑 (𝑢, 𝑣) − ®𝑥 𝑗 , 𝜎2)
Such touch events can be accumulated by an image C(𝑢, 𝑣) which is updated every frame for all

joints that are considered likely to touch the environment (e.g., hands and feet):

C′(𝑢, 𝑣) = max
(
C(𝑢, 𝑣),𝑤 𝑗 (𝑢, 𝑣)

)
(1)

A high value in C(𝑢, 𝑣) encodes our belief that the corresponding region around D̄(𝑢, 𝑣) has been
touched at some point in the past. This map of touch history can be of interest when considering
likely fomites in the environment (see Figure 1).

3.3 A Simplistic Model of Spreading
Next we present a simplistic model of virus spreading that leverages the calculations developed on
joint positions and depth images above1.

First, all joints of the tracked people in the room are initially marked as contaminated or not. A
joint is updated as “contaminated” if it is found to be touching another contaminated joint. For
example, a contaminated hand will contaminate the person’s nose if they touch their face with
their hand, and one person’s hand might contaminate another person’s hand if they shake hands,
as computed in Section 3.1.

The touch history image C(𝑢, 𝑣) can model the “scatter” of the virus and ongoing contamination
of the physical environment if only contaminated joints are considered in its update (equation 1).
Finally, a joint 𝑗 that is not marked as contaminated can “gather” the virus through a similar

computation:

𝑐 𝑗 =

∑
𝑢,𝑣𝑤 𝑗 (𝑢, 𝑣)C(𝑢, 𝑣)∑

𝑢,𝑣𝑤 𝑗 (𝑢, 𝑣)
(2)

The joint is considered contaminated if 𝑐 𝑗 exceeds some threshold.
In this very simple model of virus spreading, once contaminated, joints and regions of the

physical environment never become uncontaminated. The contamination map C(𝑢, 𝑣) may need
to be cleared periodically, or gradually. For example, the lifetime of the virus could be coarsely
modeled by having values C(𝑢, 𝑣) slowly decay over the span of days. Similarly, a joint marked as
a “cleaner” could be used to make local reductions in C(𝑢, 𝑣) using an update similar to equation 1.

1We warn the reader that this model has not been validated by epidemiologists in any way!
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Fig. 3. Bodies tracked from two cameras (red, blue) are merged into a single body (purple) for further
processing.

3.4 Multiple Cameras
Thus far we have only considered modeling the physical environment and tracking people’s bodies
using a single camera. This may be adequate for certain application scenarios, such as detecting
when a computer user touches their face as they sit in front of a display, but in larger room-sized
applications with perhaps multiple people, the line of sight of a single camera will be quite limiting.
The addition of more cameras can address larger rooms or monitor the same critical area from
multiple angles.
Multiple cameras can be supported by simply employing a static depth map D̄(𝑢, 𝑣) and con-

tamination map C(𝑢, 𝑣) for each camera. In many cases it will be desirable to calibrate the pose of
each camera to a common coordinate system. This can be done, for example, by sighting common
fiducials in each camera (three will suffice). Knowing the pose of each camera allows transforming
a joint position tracked in one camera to another camera’s coordinate system. This can be advanta-
geous, for example, when the body is successfully tracked from one camera but one of its joints
touches a physical surface visible in another.
Calibrating multiple cameras to the same coordinate system also allows to infer that a body

tracked in one camera is the same tracked body in another camera. A body model where multi-
ple observations of the same body are merged into a single model can help in preserving joint
contamination state as the body moves in and out of view of multiple cameras. Our prototype
implementation merges bodies in a greedy fashion based on similar joint position in the common
coordinate frame (see Figure 3). Average joint positions are calculated across all observations,
considering only the joints that are marked with higher tracking confidence.

3.5 Projection Mapping
Visualizing the contamination map C(𝑢, 𝑣) can give insight into the formation of potential fomites
in the physical environment. Hot spots in C(𝑢, 𝑣) could be targeted for extra cleaning, for example.
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Fig. 4. Projection mapping illustrates areas of the physical environment that have been touched in situ. This
includes parts of the chair which have been touched by the person’s hands, as well as areas of the floor
touched by the person’s feet.

Because C(𝑢, 𝑣) and the depth map D̄(𝑢, 𝑣) are in the same image coordinates, it is trivial to render
D̄(𝑢, 𝑣) as 3D geometry with per-vertex coloring drawn from C(𝑢, 𝑣).
We demonstrate using projection mapping techniques to display the contamination map in

situ. Our prototype system uses a modified version of the RoomAlive Toolkit to calibrate two
cameras and two projectors. Projection mapping uses a simple “surface shading” model in which
the per-vertex colored geometry is rendered as usual but with a graphics view and projection
matrix calculated from projector pose, focal length, etc. Unlike “holographic” projection mapping
techniques where virtual 3D objects are rendered, this simple technique is not view-dependent,
since the rendered geometry and the physical surface coincide (see Figure 4).
The Azure Kinect body tracking SDK reports a “body index” image B(𝑢, 𝑣) that maps depth

sensor coordinates (𝑢, 𝑣) to a currently tracked body. The body index B(𝑢, 𝑣) can be used to mask
out parts of a live depth image that do not fall on the tracked bodies. When rendered as black in
projection mapping, this masked live depth image can block projection of parts of C(𝑢, 𝑣) that are
occluded by the body.

We can also use projection mapping techniques to provide a visual in situ notification when social
distancing between two people has been violated. When detected, we use the “scatter” operation
(equation 1) to construct an instantaneous map S(𝑢, 𝑣) that is analogous to C(𝑢, 𝑣), but with a
value of 𝜎 in proportion to social distancing guidelines. This new map is rendered in combination
with the contamination map but with a different color. Finally, we perform the same operation on
the corresponding body index masked images, such that, with enough projector coverage, each
person violating social distance may see those people that are too close similarly illuminated (see
Figure 5).
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Fig. 5. Rendering of social distance calculation (green). Joints marked as contaminated are rendered as red
spheres.

4 IMPLEMENTATION
Our prototype implementation of two Azure Kinect cameras and two projectors is hosted on a
single Windows PC with two Nvidia GTX 1080Ti graphics cards. This was constructed in the
author’s basement during their institution’s work-from-home orders.

All software is written in C++ and uses DirectX. Rendering and image operations are hosted on
the first GPU (60Hz), while two instances of the Azure Kinect body tracker, one for each camera,
are hosted on the second GPU (30Hz). Depth images, contamination maps C(𝑢, 𝑣), etc., reside in
GPU memory for efficient manipulation and rendering. Deployments of more than two cameras
will likely require hosting of individual cameras by remote PCs, as supported by the RoomAlive
Toolkit.

Both “scatter” (equation 1) and “gather” (equation 2) operations are implemented as compute
shaders. The summations in the numerator and denominator of equation 2 are awkward to compute
on a GPU. Our implementation computes them by generating the full set of mip maps of a 2-channel
floating point image (one channel for the numerator, one for the denominator). The final division is
carried out on the host PC by reading back the last 1 × 1 level of the mip map and dividing one
channel value into the other.

4.1 Computing 3D Coordinates
The Azure Kinect employs a pinhole camera model with radial and tangential lens distortion.
With focal length 𝑓𝑥 , 𝑓𝑦 , principal point 𝑐𝑥 , 𝑐𝑦 , radial distortion coefficients 𝑘1, 𝑘2, 𝑘3, 𝑘4, 𝑘5, 𝑘6 and
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tangential distortion coefficients 𝑝1, 𝑝2, a 3D point (𝑋,𝑌, 𝑍 ) is projected to an image point (𝑢, 𝑣) by

𝑥 ′ =
𝑋

𝑍

𝑦 ′ =
𝑌

𝑍

𝑥 ′′ = 𝑥 ′ 1 + 𝑘1𝑟
2 + 𝑘2𝑟

4 + 𝑘3𝑟
6

1 + 𝑘4𝑟 2 + 𝑘5𝑟 4 + 𝑘6𝑟 6 + 2𝑝1𝑥
′𝑦 ′ + 𝑝2 (𝑟 2 + 2𝑥 ′2)

𝑦 ′′ = 𝑦 ′ 1 + 𝑘1𝑟
2 + 𝑘2𝑟

4 + 𝑘3𝑟
6

1 + 𝑘4𝑟 2 + 𝑘5𝑟 4 + 𝑘6𝑟 6 + 𝑝1 (𝑟 2 + 2𝑦 ′2) + 2𝑝2𝑥
′𝑦 ′

𝑢 = 𝑓𝑥𝑥
′′ + 𝑐𝑥

𝑣 = 𝑓𝑦𝑦
′′ + 𝑐𝑦

where 𝑟 2 = 𝑥 ′2 + 𝑦 ′2.
The Azure Kinect camera produces a depth image D(𝑢, 𝑣) = 𝑍 . Calculating (𝑋,𝑌, 𝑍 ) from

D(𝑢, 𝑣) thus involves inverting the above projection equations, which generally requires iterative
optimization (e.g., Newton-Raphson) due to its nonlinearity. However, noting that the lens distortion
depends only on 𝑥 ′ and 𝑦 ′, we can pre-compute tables 𝑥 ′(𝑢, 𝑣) and 𝑦 ′(𝑢, 𝑣) such that if 𝑍 = D(𝑢, 𝑣),
then 𝑋 = 𝑍 × 𝑥 ′(𝑢, 𝑣) and 𝑌 = 𝑍 × 𝑦 ′(𝑢, 𝑣). This yields an efficient means of calculating 3D
coordinates from depth image values as a vector product, suitable for use in the “scatter” and
“gather” compute shaders.

5 LIMITATIONS
The system presented in this paper has number of important limitations:

5.1 Camera Sight Lines
Computer vision-based approaches have the benefit that they do not require instrumenting the
sensed surface, but they suffer from sight line limitations that may prevent the observation of
touching certain parts of the environment and from certain body poses. The importance of such
false negative events will depend on how the overall system is intended to be used. The RoomAlive
Toolkit and the Azure Kinect are well-suited to deploying networks of calibrated cameras. We
believe that for particularly vulnerable environments, the added infrastructure of multiple cameras
may be worth the added expense and complexity. While the prototype presented in the paper uses
two cameras, four cameras would be a more effective minimum configuration for a room. As ever
with camera-based techniques, privacy will be concern.

5.2 Other Camera Limitations
Camera-based approaches to monitoring large spaces and people have some important limitations
that may impact applicability. For example, depth cameras such as the Azure Kinect that use pulsing
or structured infrared light typically perform poorly outdoors. Secondly, while person tracking has
made great strides in recent years with deep neural networks, there are still configurations that
are difficult to correctly track. While the Azure Kinect Body Tracking SDK often correctly tracks
seated people, it can fail when the tracked person is partially occluded (e.g., in a bed).

5.3 Touch Precision
The computational model presented in this paper addresses the inherent uncertainty in detecting
touch events with depth cameras. This means that the contamination map may in fact indicate
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touch events when the contaminating joint only came very near the surface but did not touch. The
importance of such false positive events will depend on how the overall system is to be used. One
approach to improve touch accuracy is to consult the realtime depth map (and possibly body index
B(𝑢, 𝑣)) to perform touch detection, as in Wilson’s work on detecting touch [30]. Even here, the
true size of the touching body part must be guessed or inferred. One idea is to fit a more detailed 3D
model of the body to the tracked body, and compute intersections with the depth map by rendering
the body in the depth camera coordinate frame with “greater than” z-buffering.

5.4 Moving Objects
The present prototype assumes that the physical environment is static and the only moving objects
are the people within. For many realistic environments, this assumption will be unreasonable. While
there are many obvious techniques to adaptively update the static model as it changes, preserving
the information encoded in the contamination map C(𝑢, 𝑣) may involve more sophisticated tracking
such as optical flow [7].

5.5 Surface Model
The “scatter” and “gather” operations presented model the spread of the virus between two 3D
points: the 3D position of a joint, and the 3D position of a given pixel in the depth image. This
neglects the shape of the surface around the point in the depth image, which might have some
impact on how the virus is spread. One idea is to compute a local planar approximation of the
surface and devise a more realistic “scatter” and “gather” operation based on a Gaussian spread
around the point of contact with the plane.

5.6 Modeling the Spread of Coronavirus
The spreading model presented assumes that any surface or joint marked as contaminated will
spread the virus once it comes in contact with another joint or surface. The probabilistic nature of
the model accommodates camera-based systems that are unable to directly observe touch events.
This will likely overestimate the spread of the virus. This may be acceptable for many highly critical,
vulnerable settings.

However, this model neglects that the primary means of spreading the virus is by respiratory
droplets or aerosols caused by coughing, sneezing, talking or breathing [4]. The present work may
be extended to detect talking, coughing and sneezing events via the Azure Kinect microphone array,
and, given the body tracking information, project the 3D cloud of water droplets and contaminated
air onto the physical surface. The 3D position of the dominant sound source was demonstrated as
the simple triangulation of sound source angles as reported from three Xbox 360 Kinect sensors [29].
It may be possible to correlate such triangulation results with the body tracking information to
determine the position and angle of the event, and then use a “scatter”-like calculation to model
the results on the physical environment [20]. Meanwhile, it may be possible to model the continual
impact of breathing using the body tracking results.

6 USAGE CONSIDERATIONS
This paper presents a range of technical capabilities that can be combined to meet the needs of a
given deployment. An important consideration, for example, is whether it is appropriate to provide
real-time feedback indicating when someone is touching their face, shaking hands, touching a
fomite or violating social distance. Our current implementation demonstrates using audible alarms
and projection mapping to provide real-feedback to people in the room. If the goal is to discourage
people from touching their face, it may be desirable, for example, to play an audible alarm even
if the false negative rate is relatively high. Such an alarm may be ignored, however, if the false
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positive rate is very high, or if there are so many people in the room that it is difficult for an
individual to associate the feedback with their actions.
A related concern is whether the system should be used to predict, and therefore prevent,

touching behavior before it occurs. Informal experience with our current implementation suggests
that its performance is not good enough to predict touch events before they occur. Increasing the
distance threshold 𝜏 helps anticipate touch events but allows for more false negative events. Such
prediction capability might be supported by modeling joint position dynamics.
Some applications may not require real-time feedback. For example, it may be desirable to

monitor the evolution of fomites throughout the course of a day, so that custodial staff can later
perform more effective, targeted cleaning. In this scenario it may be advantageous for the custodial
staff to use a headworn augmented reality display such as the Microsoft HoloLens, which is capable
of directly displaying the same 3D contamination map used in the prototype system’s projection
mapping capability. Such a feature could could be easily implemented using the Holographic
Remoting feature of the Windows Holographic API.
“Contact tracing” is thought to be an important way to limit the spread of coronavirus. In

applications where it is possible and appropriate to know the identity of the people in the room,
the system may support an automatic contact tracing process in which tracked individuals are
automatically notified when they come into close contact with other individuals that are known to
be sick. In this case it may be possible to estimate the likelihood of spread based on their distance
apart, time spent near each other and the overall ventilation of the room.

Furthermore, the notion of “contact tracing” may be extended to include fine-grained interactions
between people such as shaking hands, and touching fomites. Specifically, if a tracked body can be
associated with a person’s real world identification when they enter the room, interactions with
other persons may be observed by the system and incorporated in their contact tracing record.
Further, fomites in the environment can be associated with a person by recording the person’s
identification in a map that is analogous to the system’s contamination map C(𝑢, 𝑣). A person’s
contract tracing record could then include the fact that they touched a fomite previously touched
by someone with the virus. We leave this for future work.

7 CONCLUSION
This paper presents a suite of techniques that aim to leverage depth cameras such as the Azure
Kinect to combat the spread of the COVID-19 virus. These range from simple calculations on
the Azure Kinect body tracking results to determine whether a person is about to touch their
face or shake hands with another, to a more general model of how fomites evolve in the physical
environment, and possibly spread the virus as imaged by multiple depth cameras and displayed
by multiple projectors. The paper provides technical detail to allow practitioners to replicate the
system, and we plan on open-sourcing our implementation if there is sufficient interest.
Such techniques may find application in particularly vulnerable settings such as schools, long-

term care facilities, physician offices, and other venues where the cost of installing a network of
cameras or projectors may be negligible compared to the cost of the potential loss of life. Without a
proper validation, readers should be cautioned against drawing conclusions as to how effective such
techniques are in preventing virus transmission (and we note the challenge for most institutions in
making any claim of efficacy in this context). Rather, we hope that they inspire further research
into effective technological solutions in these troubling times.
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