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Learning from < [ 07 steps
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® Many successes of RL: need billions of training examples

® \What If experience Is expensive!
» e.g, robot in real world
» e.g., expert supervision
» e.g, personalization

» e.g, safety

® |[dea: replace "SGD-like™ algorithms (e.g., policy gradient) with
algorithms based on policy iteration

® Different tradeoff between computation and data

» compute better update directions, take bigger steps

» “think before you act”
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Mot/vat ion

® Consider TD(A) (and later algorithms based on it, like DOQN)

® Fach iteratl

» couples o

jon: one new experience, one step of SGD

btimization efficiency and sample efficiency

» If optimizer is slow, uses more data

® \What It we did more computation on a minibatch of samples
to determine a better update direction?

» If done well: bigger updates, fewer total samples

» If done poorly: don't update policy often enough, collected data is less

relevant
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(Exact) policy iteratio
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® Do at least once:

» for all states s, actions a

» calculate current total exp. cost Q7(s, a),

value V7(s) = Ea~ [ Q7(s, a)], and /evaluate
(dis)advantage A7(s,a) = Q7(s,a) —V7(s)
» choose z"ew(s) = argming A7(s, a) // improve

® Doesn't work In a real-size problem:

» must sample (s, a) rather than rterating over all

» can't calculate A7 exactly, must estimate somehow

» can't choose new policy freely, must work in some hypothesis class
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Approximate policy improvement
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(meta-algorithm)

® Do at least once:

» estimate A7(s, a) // evaluate

» train &' to achieve low E[A7(s, a)] i
improve

» adjust #toward z' to get znew

® [0 instantiate: way to estimate A7(s, a), train x', update znew

» also starting x, stopping criterion
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simple analysis of approx P/
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® Guarantee: cost of zmew 1sV7(sp) + T Enew| AZ(S, a)]

» performance difference lemma

» simple proof by telescoping sum: if we follow & we expect V7(sp);

each time we Instead take an action a # #(s) we gain/lose A7(s, a)

» Improvement when Enew|[A7(s,2)] < 0

(1.e., w Improvable, hypothesis class rich enough, and training succeeds)

® Difficulty: expectation I1s under distri
(not the distribution we used to col

bution of (s, a) from znew

ect data)

® Can we develop algorithms that guarantee improvement (w/

assumptions) despite this difficulty?
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Iwo routes to | improvement
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® Small updates: If new policy Is close enough to old, then
difference between new/old gradients doesn't matter

» “SGD-like™ analysis

» pro: frequent updates mean we can get to relevant policies faster

® Big updates: If we can guarantee Enew[A7(s,a)] < 0 whp,

doesn't matter how close new/old policies are

» pro: might be able to do better optimizing each minibatch

® Range of algorithms, from aggressive to deliberate updates
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_Ex:natural policy gradient

® txponential family policy (s, a) ~ exp(¢(s, a) - w)

» features ¢(s, a), weights w, probs. normalized to sum to | at each s

® bvaluation step: fit A7(s,a) = ¢(s,a) - v by regression  uy aii acts, or try
a random one

» compatible function approximation (sameM and use IPS

» data:run x, collect ¢(s,a) = [total cost after taking (s, a)] —V7(s)

. \
® |Improvement/update step: boosting ok to use any
. estimate, even a
» W w—nv  (step size i) biased one

» lL.e, scale (s, a) by exp(—ne(s, a) - v), then renormalize

® Analysis: v estimates natural gradient of total cost wrt w

» improvement for small enough #, vs. noise level (batch size) and smoothness
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Variation: policy boosting
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® Functional gradient version of same algorithm

® [nstead of linear model ¢(s, a) - v, fit Az(s, a) from any

function class (decision trees, deep nets, ...) — say, at
teration t, A«(s, a)

® Policy proportional to exp(— 1A — mA — ...)
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EX: conservative policy | teration
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® Policy: mixture of classifiers from hypothesis space H

® Fvaluation/improvement step: cost-sensitive classification
» train ' from H to minimize E[A7(s,a)] with s ~ m,a ~
» sample s ~ &, a ~ arbitrary, record advantage A7(s, a) and score | / P(a | s)

» e.g,a~ & and argmax regression: same setup as for natural gradient

® Update step: mixture

» 7(s,a) « (I—n) n(s,a) + n (s a)

® Analysis: £ minimizes dot product w/ functional policy gradient

» SO, update step Is Frank-VWolfe

» nonconvex objective, but convergence guaranteed with, e.g., n = |/iter
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Connection: imitation ledrning

L e R i B 2 Y et P e A = BANET e e n

PSR ISR A 3o K, Tt oA

® | et 7 be the expert policy, run one rteration of approx.
bolicy iImprovement to find znew that does at least as well

® Note: If expert is suboptimal, learner might do strictly better

» In fact, a single step of policy rteration Is often very powerfu

» e.g, suggests that a random expert can be good enough for successiul
L, as long as it reaches goals occasionally
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~ Ex:AggreVale
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® Policy: mixture of classifiers from hypothesis space H

® Fvaluation/improvement step: cost-sensitive no-regret
classification

» train ' from A(H) to minimize E,[A7(s, a)]: 1.e., on its own distribution

® Update step:
» slowly mix from expert to learned policy (original paper)

» or wait and set & ¢ z' when confident of improvement (justified by
perf. diff. lemma)

Geoff Gordon—RL Day—COctober 2019 12



~Update step
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® [{ we mix over to new policy slowly enoug
ouaranteed (analysis in original AggreVale
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N, IMprovement 1s

baper)

® | we switch all at once, can be confident of iImprovement
when observed advantage Is sufficiently negative

» compare no-regret guarantee to performance difference lemma

V,2(50) —Va(s0) =T Ex[A%(s, )]

® [ither way, don't have to use mixture policy (random

selection from rterations of no-regret)

» best component of the mixture is at least as good as the mixture itself
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Variation: AggreValeD
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® Pick online gradient descent as no-regret learner

® Pick a deep net as function representation (even though no-
regret property Is not guaranteed in this case)

® [onore the expert a

ter inrtialization

» learn inttial policy by behavioral cloning

» then aggressively update expert to be current policy (small

minibatches)
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AggreValeD on Al gym 2d walker
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® Single Pl step, starting from policy from TRPO (ovemight)

® AgoreValeD (regular and natural gradient versions) improves
much faster than from-scratch RL, beats original expert

Walker
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_ AggreValeD on POMDP
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® Fun use of IL:let  _1s0 _ Acrobot (Partial)
the expert cheat
—160} i
® POMDP version
—170F -
of acrobot (can
see only joint —~180} _
angle; lnot angular 100 — oxpert |
velocrties) = natural
200 it - - - - - - - - - - - - mmm regular|
® xpert sees - RL
everything —21% 10 20 30 20 5¢
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summary

® Sample-efficient RL via ap
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broximate policy improvement

® Family of RL algorithms (G

fferent ways to estimate

advantages, represent step directions, Improve policies;
agoressive to deliberate updates)

» gave several examples

» many more seem possible

® Future work

» more thorough exploration and analysis of possibilities

» combine these algorithms with exploration mechanisms
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