
VSO: Visual Semantic Odometry

Konstantinos-Nektarios Lianos 1,⋆, Johannes L. Schönberger 2,
Marc Pollefeys 2,3, Torsten Sattler 2

1 Geomagical Labs, Inc., USA 3 Microsoft, Switzerland
2 Department of Computer Science, ETH Zürich, Switzerland
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Abstract. Robust data association is a core problem of visual odometry,
where image-to-image correspondences provide constraints for camera
pose and map estimation. Current state-of-the-art direct and indirect
methods use short-term tracking to obtain continuous frame-to-frame
constraints, while long-term constraints are established using loop clo-
sures. In this paper, we propose a novel visual semantic odometry (VSO)
framework to enable medium-term continuous tracking of points using
semantics. Our proposed framework can be easily integrated into exist-
ing direct and indirect visual odometry pipelines. Experiments on chal-
lenging real-world datasets demonstrate a significant improvement over
state-of-the-art baselines in the context of autonomous driving simply
by integrating our semantic constraints.
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1 Introduction

Visual Odometry (VO) algorithms track the movement of one or multiple cam-
eras using visual measurements. Their ability to determine the current position
based on a camera feed forms a key component of any type of embodied artificial
intelligence, e.g ., self-driving cars or other autonomous robots, and of any type
of intelligent augmentation system, e.g ., Augmented or Mixed Reality devices.

At its core, VO is a data association problem, as it establishes pixel-level
associations between images. These correspondences are simultaneously used to
build a 3D map of the scene and to track the pose of the current camera frame
relative to the map. Naturally, such a local tracking and mapping approach
introduces small errors in each frame. Accumulating these errors over time leads
to drift in the pose and map estimates. In order to reduce this drift, constraints
between corresponding image observations are used to jointly optimize poses and
map, e.g ., using an extended Kalman Filter [33] or bundle adjustment [26,46].

In general, there are two orthogonal approaches to reduce drift in VO. The
first uses short-term correspondences between images to enable temporal drift
correction by transitively establishing constraints between subsequent camera
frames. This is especially useful in automotive scenarios where a car drives along

⋆ This work was done while Konstantinos-Nektarios Lianos was at ETH Zürich.
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Fig. 1. Patch trackability under severe scale variation. Each row shows an image at
time t + τ . The point in red is tracked. Its patch appearance changes drastically but
its semantic identity remains the same. While appearance-based tracking fails, image
semantics can be used to establish medium-term constraints.

a straight path for a significant amount of time. The second approach establishes
long-term constraints between temporally far-away frames using loop closure de-
tection. The latter is only effective if the camera intersects its previous trajectory
multiple times or in the case of localization against a pre-built map [30].

In this paper, we propose an approach to improve upon the first drift cor-
rection strategy using semantics for medium-term continuous tracking of points.
The main limitation of the existing state of the art in this scenario is a lack of
invariant representations: Both feature-based approaches, e.g ., ORB-SLAM [34,
35], and direct methods based on minimizing a photometric error, e.g ., LSD-
SLAM [13] or DSO [12], are not able to continuously track a point over long
distances as both representations are not fully invariant to viewpoint and illu-
mination changes. An example for such a scenario is shown in Fig. 1, where the
missing invariance of patch representations to scale changes prevents us from
establishing medium-term correspondences while a car drives down a road.

The main idea of this paper is to use semantics as an invariant scene repre-
sentation. The underlying intuition is that changes in viewpoint, scale, illumina-
tion, etc. only affect the low-level appearance of objects but not their semantic
meaning. As illustrated in Fig. 1, scene semantics thus enable us to establish
longer-term constraints, enabling us to significantly reduce drift in VO systems.
Based on this idea, this paper derives a novel visual semantic odometry (VSO)
approach that integrates semantic constraints into pose and map optimization.

In detail, this paper makes the following contributions: 1) We derive a novel
cost function for minimizing semantic reprojection errors and show that it can
be minimized using an expectation maximization (EM) scheme. Our approach
is flexible in the sense that it can be combined with any semantic segmentation
algorithm. 2) We demonstrate that including our semantic cost term into VO
algorithms significantly reduces translational drift in the context of autonomous
driving. Our approach can be readily integrated into existing VO approaches,
independently of whether they rely on direct or indirect methods for data as-
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sociation. 3) We experimentally analyze the behavior of our approach, explain
under which conditions it offers improvements, and discuss current restrictions.

2 Related Work

The large body of existing visual odometry systems can be categorized based on
the employed optimization approach [46] (filtering or non-linear optimization),
the sampling of observations (sparse or dense), and the data association approach
(direct or indirect). In this paper, we aim at improving data association by
introducing a semantic error term. As shown in Sec. 4, this allows us to reduce
drift for both direct and indirect methods. As such, our proposed approach is
orthogonal to the existing VO methods we review below. Most related to our
work are methods that use semantics for VO or for image-to-model alignment.

Direct methods minimize the photometric error of corresponding pixels in
consecutive camera frames [2,12–14,36,48,53]. The optimization objective is to
align the camera poses such that the reprojected scene optimally explains the
observed image intensities. The underlying energy functional is based on image
gradients and thus typically requires a good initialization of the camera pose and
scene structure to converge. In contrast, our proposed system aims to increase
the convergence radius of the energy by incorporating longer-term constraints
derived from semantic segmentation. In addition, photometric error metrics are
generally not robust to even small viewpoint or illumination changes [37]. As a
consequence, most direct methods track points only over a short time window.
Our semantic constraints complement the accurate, short-term photometric con-
straints by increasing the trackability of points to larger time windows.

Indirect methods minimize the reprojection error between 3D map points
and their observed projections in the image [10, 20, 21, 34, 35]. Indirect visual
odometry methods typically use a sparse sampling of observations in the image
by detecting and matching local features. As a result, (sparse) indirect methods
are typically more robust to viewpoint and illumination changes [37]. Due to their
local nature, feature detectors and descriptors are not fully invariant against such
changes [31, 32]. Thus, indirect methods are still subject to the same principal
limitation of direct methods and fail to track points over longer time frames.
In contrast, we incorporate semantic information that is derived globally from
the entire image. Sec. 4 shows that incorporating such global information into a
state-of-the-art indirect visual odometry system [35] significantly reduces drift
due to adding medium-term constraints between images.

Semantic mapping approaches focus on constructing semantic 3D maps from
images and their known poses [6,18,24,44,47,52]. The maps are built by jointly
reasoning about semantics and geometry using fixed camera positions. As a by-
product, our approach also generates a semantically annotated 3D map. How-
ever, we focus on jointly optimizing semantics, geometry, and camera poses.

Semantic visual odometry methods use higher-level features, such as lines
[22], planes [4,19,28], or objects [3–5,7,16,43] to improve the robustness of VO
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or to obtain richer map representations [39, 42]. Conversely, VO can be used to
improve object detection [11,15,25,38]. Most similar to our approach are object-
based SLAM [3, 5, 7, 15, 40, 43] and Structure-from-Motion [4, 16] approaches.
They use object detections as higher-level semantic features to improve camera
pose tracking [4,7,15,16] and / or to detect and handle loop closures [3,5,15,43].
While some approaches rely on a database of specific objects that are detected
online [7,15,43], others use generic object detectors [3,5,16]. The former require
that all objects are known and mapped beforehand. The latter need to solve a
data association problem to resolve the ambiguities arising from detecting the
same object class multiple times in an image. Bowman et al . were the first to
jointly optimize over continuous camera poses, 3D point landmarks, and object
landmarks (represented by bounding volumes [5, 16]) as well as over discrete
data associations [5]. They use a probabilistic association model to avoid the
need for hard decisions. In contrast, our approach does not need a discrete data
association by considering continuous distances to object boundaries rather than
individual object detections. By focusing on the boundaries of semantic objects,
we are able to handle a larger corpus of semantic object classes. Specifically,
we are able to use both convex objects as well as semantic classes that cannot
be described by bounding boxes, such as street, sky, and building. Compared
to [5], who focus on handling loop closures, our approach aims at reducing drift
through medium-term continuous data associations.

Semantic image-to-model alignment methods use semantics to align images
with 3D models [8, 45, 50, 51]. Cohen et al . stitch visually disconnected models
by measuring the quality of an alignment using 3D point projections into a se-
mantically segmented image. Taneja et al . estimate an initial alignment between
a panorama and a 3D model based on semantic segmentation [50]. They then
alternate between improving the segmentation and the alignment. Most closely
related to our approach is concurrent work by Toft et al . [51], who project se-
mantically labeled 3D points into semantically segmented images. Similar to us,
they construct error maps for each class via distance fields. Given an initial guess
for the camera pose, the errors associated with the 3D points are then used to
refine the pose. They apply their approach to visual localization and thus assume
a pre-built and pre-labeled 3D model. In contrast, our approach is designed for
VO and optimizes camera poses via a semantic error term while simultaneously
constructing a labeled 3D point cloud. Toft et al . incrementally include more
classes in the optimization and fix parts of the pose at some point. In contrast,
our approach directly considers all classes.

3 Visual Semantic Odometry

The goal of this paper is to reduce drift in visual odometry by establishing
continuous medium-term correspondences. Since both direct and indirect VO
approaches are often not able to track a point over a long period of time contin-
uously, we use scene semantics to establish such correspondences.
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Fig. 2. Illustration of the semantic likelihood derivation. The example regards the
car class (blue) in the input segmentation in (a) and its binary image IS=car in (b).
Semantic likelihoods p(S|X,T, z = car) are shown for σ = 10 in (c) and for σ = 40 in
(d), where red corresponds to value 1 and blue to value 0.

The idea behind this approach is illustrated in Fig. 1: Consider a 3D point
(marked by the red circle) situated on the wheel of a parking car. As we move
closer, the appearance of the patch surrounding the point changes so drastically
that we are soon unable to associate it with the point’s first observation. As
a result, we cannot establish sufficient constraints between frame Ft and later
frames to effectively prevent drift in the estimated trajectory. While the image-
level appearance of the point changes, its semantic identity, i.e., being part of a
car, remains the same. Associating the point with a semantic label and enforcing
consistency, i.e., that the point labeled as car projects into an image region la-
beled as car, thus enables the creation of medium-term constraints. The scenario
shown in Fig. 1 is prevalent in the case of forward motion in the automotive do-
main, where points are often visible for a long time. As our experiments show,
the illustrated problem affects both direct and indirect methods.

In the following, we formalize our semantic constraints: Sec. 3.1 proposes our
visual semantic odometry framework. Sec. 3.2 and 3.3 derive our semantic cost
function and its optimization. Finally, Sec. 3.4 describes how the semantic cost
function can be integrated into existing VO pipelines.

3.1 Visual Semantic Odometry Framework

In general, we can integrate our proposed system into any standard window-
based visual odometry system, which we denote as the base system in the follow-
ing. Given a set of input images I = {I}Kk=1, visual odometry tackles the problem
of jointly optimizing the set of camera poses T = {T}Kk=1, with Tk ∈ SE(3), and
map points {P}Ni=1 using a given set of corresponding observations zi,k. Each
map point is typically represented by its location Xi ∈ R

3. An observation is ei-
ther defined as a keypoint location in an image (in the case of indirect methods)
or an image intensity (in the case of direct methods). To make real-time opti-
mization feasible, point cross-correlations are typically ignored and the odometry
objective functional is thus formulated as

Ebase =
∑

k

∑

i

ebase(k, i) . (1)
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Here, the function ebase(k, i) is the cost of the i-th point induced in the k-th
camera. This function is either defined as a photometric (direct methods) or
geometric error (indirect methods).

We now describe our proposed semantic cost function that can be readily
combined with Ebase. For each input image Ik, we require a dense pixel-wise
semantic segmentation Sk : R

2 → C, where each pixel is labeled as one of
|C| classes from the set C. In addition to its location Xi, each map point is
thus also associated with a categorical variable Zi ∈ C. p(Zi = c|Xi) is the
probability of a point Pi at position Xi to be of class c. We denote the label

probability vector for each point Pi as wi ∈ R
C , where w

(c)
i = p(Zi = c|Xi)

is the probability that point Pi belongs to class c. This probability vector is
estimated online from semantic segmentations. Intuitively, the objective of our
proposed semantic energy encourages point projections to be both semantically
and photometrically/geometrically consistent.

To incorporate our semantic constraints into the odometry optimization func-
tional, we define the semantic cost function

Esem =
∑

k

∑

i

esem(k, i) , (2)

where each term associates the camera pose Tk and point Pi, represented by its
label Zi and location Xi, with the semantic image observation Sk. We optimize
the base and semantic costs in the joint functional

{X̂}, {T̂} = argmin Ebase + λEsem , (3)

where λ weights the different terms, as explained in detail in the following section.

3.2 Semantic Cost Function

We follow a probabilistic approach and first define the observation likelihood
model p(Sk|Tk, Xi, Zi = c), associating the semantic observations Sk with the
camera pose Tk and point Pi. The intuition behind our observation model is
that a semantic point observation p(Sk|Tk, Xi, Zi = c) should be likely if the
pixel corresponding to Xi’s projection π(Tk, Xi) into Sk is labeled with c. The
likelihood should decrease with the distance of π(Tk, Xi) to the nearest region
labeled as c. To implement this concept, we make use of the distance transform
DTB(p) : R

2 → R, where p ∈ R
2 is the pixel location and B the binary image on

which the distance transform is defined (c.f . Fig. 2). More precisely, we compute
a binary image ISk=c for each semantic class c such that pixels with label c in
Sk have a value of 1 and all other pixels have value 0 (c.f . Fig. 2(b)). We then

define a distance transform DT
(c)
k (p) = DTISk=c

(p) based on this binary image

(c.f . Fig. 2(c)). Using DT
(c)
k (p), we define the observation likelihood as

p(Sk|Tk, Xi, Zi = c) ∝ e−
1

2σ2 DT
(c)
k

(π(Tk,Xi))
2

, (4)
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where π again is the projection operator from world to image space and σ models
the uncertainty in the semantic image classification. For brevity, we omit the
normalization factor that ensures that the sum over the probability space is 1.
For a detailed derivation of Eq. 4, including its underlying assumptions, we refer
to the supplementary material 1. Fig. 2 illustrates the semantic likelihood for an
example image. For a point with label c, the likelihood decreases proportionally
to the distance from the image area labeled as c. Intuitively, maximizing the
likelihood thus corresponds to adjusting the camera pose and point position
such that the point projection moves towards the correctly labeled image area.

Using the observation likelihood (Eq. 4), we define a semantic cost term as

esem(k, i) =
∑

c∈C

w
(c)
i log(p(Sk|Tk, Xi, Zi = c))

= −
∑

c∈C

w
(c)
i · 1

σ2DT
(c)
k (π(Tk, Xi))

2
,

(5)

where w
(c)
i again is the probability that Pi is of class c ∈ C. Intuitively, the

semantic cost esem(k, i) for a given the semantic image Sk and point Pi is a

weighted average of 2D distances. Each distance DT
(c)
k (π(Tk, Xi)) of the point

projection π(Tk, Xi) to the nearest area of class c is weighted by the probability
wi that Pi is of class c. For example, if Pi has label car with high certainty,
then its cost is the distance of the point projection to the closest area labelled
as car in Sk. If Pi has labels sidewalk and road with equal probability, its cost
is lowest on the boundary between the two classes.

The label probability vector wi for point Pi is computed by jointly considering
all of its observations. Concretely, if Pi is observed by a set of cameras Ti, then

w
(c)
i = 1

α

∏

k∈Ti

p(Sk|Tk, Xi, Zi = c) . (6)

The constant α ensures that
∑

c w
(c)
i = 1. This rule allows for incremental re-

finement of the label vector wi by accumulating semantic observations. If the
observations have the same mode, i.e., they have their maximum value for the
same class, then the element-wise multiplication and normalization will cause
the vector wi to converge to a single mode corresponding to the true label.

The uncertainty parameter σ in Eq. 5 plays an important role as it defines
the level of trust in the segmentation and thus in the label assignment for point
Pi. For an example, consider a point projecting outside the car class in Fig. 2.
We consider only two existing classes, car and no car. The point is of class Zi

= car, with w
(car)
i = 1. Then the weight of the residual in Eq. 5 is inversely

proportional to the value of σ. What is more, if σ is high, then from Eq. 4, the
class likelihood for a point will be almost uniform, canceling out the semantic
residual for a point for competing classes (i.e., close to the boundary of objects).

1 The supplementary material for this work is available online at
http://cvg.ethz.ch/research/visual-semantic-odometry/.
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Fig. 3. Left: The optimization of a camera pose and a single point using semantics has
infinitely many solutions. Right: Using multiple fixed points to optimize the camera
pose constrains the solution and semantic optimization becomes feasible.

3.3 Optimization

Eqs. 5 and 6 result in a coupled structure for the optimization as both depend
on the 3D point positions, the associated categorical variables, and the camera
poses. For tractability, we use expectation maximization (EM) to minimize the
functional Ejoint in an alternating fashion: The E-step computes the weight
vector wi for each point Pi based on Eq. 6 while keeping the point positions and
camera poses fixed. The M-step in turn optimizes the point positions and camera
poses while fixing the weights. Since Esem has a sparse structure, the M-step
is implemented efficiently by using the Levenberg-Marquardt algorithm [27, 29]
inside a sparse non-linear solver, e.g ., Ceres [1] or G2o [23].

The presented optimization framework can be formally derived by modeling
the point labels Zi as latent variables and performing maximum likelihood in-
ference using EM. Due to space constraints, we skip this derivation and directly
explain the resulting optimization strategy. We refer the interested reader to the
supplementary material for the derivation.

Using our proposed semantic formulation, we benefit from invariance but lack
structural information. Optimizing the map points and camera poses with only
the semantic term thus makes the problem under-constrained, as the likelihood
(Eq. 4) is uniform inside object boundaries. This is illustrated in Fig. 3(left),
where any projection of the 3D point into the blue image area will result in
the same cost. To avoid this problem, the optimization of Esem is performed as
follows: 1) The semantic optimization is performed jointly with the base visual
odometry functional. 2) Multiple points and semantic constraints are used to
optimize a single camera pose. 3) As mentioned above, our semantic cost is
under-constrained by itself. Points providing only semantic constraints and no
base constraints, i.e., points that are no longer optimized by the base system,
are thus fixed and we optimize only their corresponding camera poses to reduce
drift. This approach not only keeps the number of optimizable variables bounded,
but introduces structural correlation between points as well, thus constraining
the pose solution (see Fig. 3). 4) By frequent semantic optimization, we reduce
the probability of associating a point to a wrong object instance. Since the
optimization is based on the gradient of the distance transform, we ensure that
a point stays close to a correctly labelled area and is thus pulled towards it.
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3.4 Obtaining Semantic Constraints & System Integration

The semantic objective of Eq. 5 assumes the creation of constraints between a
camera k with semantic image Sk and a point Pi. To establish these correspon-
dences, we follow a standard approach: The base VO system creates a set of
visible points V (k) for each frame k. For each point in V (k), an optimizable
camera-point constraint is created. To update this list, direct VO methods com-
pare the intensity of a candidate point Pi with the intensity of the image Ik
at the projected location, while indirect methods use feature matching. Analo-
gously, we also maintain a semantic visibility list Vsem(k) for each frame k. A
candidate point Pi is inserted into Vsem(k) if the projection of the point i into
the image k is sufficiently close to an area with the semantic class of the point.
Here, allowing a certain amount of semantic reprojection error when establishing
semantic constraints is necessary to be able to handle drift.

VO approaches typically maintain an active window (AW) of a few (key-
)frames that are used to optimize the trajectory based on photometric/geometric
constraints. Similarly, we define an active semantic window (ASW) of (key-
)frames. Once a frame leaves the AW, we consider adding it to the ASW. We
thereby try to limit the number of frames in the ASW while trying to cover as
large a part of the trajectory as possible. The poses of frames in the ASW are
not optimized anymore as they usually lack photometric/geometric constraints
with the current frame. A more detailed description on how to obtain semantic
correspondences from existing VO pipelines and on integrating our approach
into existing systems can be found in the supplementary material.

4 Experimental Evaluation

In this section, we experimentally demonstrate that integrating our semantic
medium-term constraints into state-of-the-art VO approaches significantly re-
duces translational drift. The focus of our experiments is an autonomous driving
scenario with long periods without turns as this is the case where our semantic
constraints can be most useful. We use the KITTI [17] and PlayingForBench-
marks (P4B) [41] datasets. A laptop with a quad-core 2.50GHz CPU, 8GB RAM,
and a NVIDIA 1080 GPU was used for our experimental evaluation.

4.1 Experimental Setup

For semantic segmentation, we use the raw output of an off-the-shelf seman-
tic classifier [54] pre-trained offline on the Cityscapes dataset [9]. While this
semantic classifier achieves state-of-the-art performance on Cityscapes, it often
introduces severe errors on the KITTI dataset (see Fig. 5). To account for the
classification errors, the uncertainty is modeled by the parameters λ (weighting
the relative importance of the semantic cost term) and σ (modeling the uncer-
tainty of the classifier) in Eqs. 3 and 4, which we choose empirically per sequence.
σ is measured in pixels and depends on the quality of the segmentation and the



10 K.-N. Lianos, J.L. Schönberger, M. Pollefeys, and T. Sattler

100 200 300 400 500 600 700 800
path length [m]

0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.5

tr
an

sl
at

io
na

l R
PE

 [%
]

PhotoBundle
PhotoBundle+semantics
ORB-SLAM2
ORB-SLAM2+semantics

100 200 300 400 500 600 700 800
path length [m]

0.1

0.2

0.3

0.4

0.5

ro
ta

tio
na

l R
PE

 [d
eg

/1
00

m
] PhotoBundle

PhotoBundle+semantics
ORB-SLAM2
ORB-SLAM2+semantics

Fig. 4. Translation (left) and rotation (right) RPE as a function of the trajectory
length, averaged over the sequences of the KITTI dataset. We report results for stereo
ORB-SLAM2 and PhotoBundle with and without our semantic constraints. As can be
seen, semantic constraints reduce the translational drift for both methods. The average
was computed without sequences 01, 04, 06, 10.

image resolution. λ depends on the type of base cost (reprojection/photometric)
and the classifier performance. For the P4B experiments, we show results using
the ground truth semantic labels, thus establishing an upper bound on the po-
tential of our method. To outline the versatility of our proposed framework, we
implemented it on top of two VO pipelines, as detailed in the following.

We chose ORB-SLAM2 [34] as a state-of-the-art representative of indirect
VO methods. As shown in [53], stereo ORB-SLAM2 is state-of-the-art in terms
of translation accuracy. We run the system with the default real-time settings
and de-activate loop closing and global bundle adjustment, as we focus on show-
ing the benefits of our semantic constraints in a pure VO setting. Notice that
our constraints are complimentary to loop closure constraints as the latter only
reduce drift in the case a place is re-visited. We experiment both with stereo
and monocular ORB-SLAM2, denoting the latter as “mono-ORB-SLAM2”.

We chose PhotoBundle [2] as a direct VO method. In contrast to LSD-
SLAM [13] and DSO [12], which use custom-made optimizers, PhotoBundle uses
Ceres [1] as its backend, allowing for an easy integration of our semantic con-
straints. For comparability with [2], we also use 3× downsampled KITTI images.
Equivalent to the original PhotoBundle approach, we use stereo depth maps to
initialize 3D points, but do not enforce stereo constraints during the optimiza-
tion. Depth maps are solely computed using static and not temporal stereo,
resulting in failures in scenarios where horizontal lines are dominant. As such,
the PhotoBundle base framework fails on one of the KITTI sequences and per-
forms slightly worse than ORB-SLAM2. However, we are primarily interested in
demonstrating the relative improvement by integrating our method. In contrast
to ORB-SLAM2, PhotoBundle executes the tracking and mapping threads seri-
ally and is missing the SIMD parallelization of other direct approaches, e.g ., [13].
Thus, it does not operate in real-time.

Evaluation metrics. Following standard practice [49], we measure the RMSE
of the Relative Pose Error (RPE) and the Absolute Trajectory Error (ATE)
for each method. RPE measures the average deviation of the estimated from
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Table 1. KITTI RPE results for translation trel (%) and rotation rrel (deg./100m),
averaged over 100m to 800m intervals (lower is better). We also report the relative

improvements t
(%)
rel

and r
(%)
rel

(in %, higher is better) obtained with semantic constraints.
The mean RPEs exclude sequences 01, 04 and 10

ORB-SLAM2 +semantics PhotoBundle +semantics

Seq. trel rrel trel rrel t
(%)
rel

r
(%)
rel

trel rrel trel rrel t
(%)
rel

r
(%)
rel

00 1.00 0.42 0.97 0.42 2.51 -0.13 1.17 0.46 1.03 0.45 11.94 1.94
01 1.79 0.31 1.95 0.31 -8.76 0.62 - - - - - -
02 1.05 0.32 1.02 0.34 2.10 -6.49 1.47 0.39 1.36 0.40 7.15 -1.54
03 1.93 0.24 1.86 0.27 3.52 -12.84 3.67 0.35 3.25 0.35 11.37 0.75
04 1.19 0.13 1.30 0.10 -9.52 17.31 0.81 0.28 0.80 0.27 1.60 3.36
05 0.87 0.30 0.82 0.30 6.64 1.92 0.94 0.41 0.81 0.41 13.48 -0.16
06 1.10 0.29 0.98 0.26 10.55 8.96 1.87 0.33 1.03 0.30 44.79 11.17
07 0.81 0.38 0.75 0.41 6.96 -7.03 0.70 0.42 0.65 0.40 7.38 5.05
08 1.33 0.35 1.26 0.35 5.11 -1.08 1.25 0.43 1.18 0.44 5.75 -0.84
09 1.10 0.29 1.07 0.28 3.09 4.22 1.04 0.35 0.93 0.34 10.97 3.02
10 1.25 0.37 1.28 0.38 -2.24 -1.88 1.15 0.37 1.17 0.37 -2.00 -0.62

mean 1.15 0.33 1.09 0.33 5.06 -1.56 1.51 0.39 1.28 0.39 14.10 2.42

the ground truth trajectory over intervals of fixed length. ATE measures the
absolute difference between points on the two trajectories. For the monocular
experiments, we follow the literature [14, 34] and calculate the ATE after per-
forming 7-DoF alignment. For the stereo experiments, we measure the Relative

RPE in % in order to quantify the relative reduction in drift obtained using se-

mantic constraints. For the translational error, the Relative RPE t
(%)
rel is defined

as t
(%)
rel = 100 · (tbaserel − tjointrel )/tbaserel , where tbaserel and tjointrel are the translation

RPE values obtained without and with our constraints, respectively. The rela-

tive rotational RPE r
(%)
rel is defined accordingly.

4.2 Results

We quantitatively measure the impact of integrating our semantic constraints
on drift accumulated during VO using relative and absolute error metrics.

KITTI Dataset. Fig. 4 shows the RPE of ORB-SLAM2 and PhotoBundle as a
function of the trajectory length for the KITTI dataset. The plots were obtained
by averaging over sub-trajectories of different lengths over different KITTI se-
quences. Using semantic constraints significantly reduces the translational drift
for both direct and indirect VO methods.

We observe that our semantic constraints have limited impact on the rota-
tional RPE. This is not surprising as we observe little rotational drift when the
car travels along a straight path. Rotational drift mainly occurs during turns,
i.e., in situations in which semantics cannot provide medium-term constraints
as the 3D points quickly leave the field-of-view of the cameras.

Tab. 1 shows the RPEs for the individual sequences of the KITTI benchmark.
For most of the scenes, we observe a consistent improvement of up to 45% for the
translational errors compared to the baselines. This improvement is consistent
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Fig. 5. Consecutive frames from KITTI sequence 10 with inconsistent semantic seg-
mentations. Increasing the uncertainty σ in the semantic segmentation places less
weight on our semantic constraints and allows us to handle such scenes. In general,
small values for σ are preferable if shape details are consistent.

for both ORB-SLAM2 and PhotoBundle. For the few scenes that perform worse
in terms of translational error, the negative impact is comparatively small, with
the exception of sequences 01 and 04, as discussed in detail further below.

Tab. 2 shows the ATE metric for PhotoBundle, ORB-SLAM2, and mono-
ORB-SLAM2. Especially for the latter, major improvement can be observed.
Monocular VO is particularly challenging in the automotive domain, due to the
forward motion which lacks significant parallax. Scale drift is usually a major
source of error, as map points leave the field of view and scale information
is discarded. Semantics help to preserve camera-point associations and thus the
scale for longer intervals. The absolute improvement is further visualized in Fig. 6
for sequences 00 and 09.

P4B Dataset. This dataset consists of monocular synthetic images in an urban
environment with ground-truth semantic segmentations. Due to high speed and
sudden rotations, this benchmark is particularly challenging. In this evaluation,
we select a subset of sequences to showcase the improvement obtained by in-
corporating semantics into mono-ORB-SLAM2. For all experiments, we ignore
the unlabeled and void class and exclude any moving objects with labels 20-31.
Fig. 6 shows trajectories of representative sequences, where monocular tracking
using the base framework was feasible, while Tab. 3 shows numeric ATE results.

Failure cases. While our method leads to a large overall improvement in
relative and absolute error metrics, we observed a few interesting failure cases
in the KITTI sequences that we analyze in the following. In sequence 01, the
classification in the highway segment is erroneous. Thus, outliers located in the
background are introduced, which remain in the field of view for a long time.
The resulting incorrect medium-term constraints lead to an increase in transla-
tional drift for ORB-SLAM2. Furthermore, PhotoBundle fails for sequence 01
due to perceptual aliasing caused by horizontal lines in the highway segment. In
sequence 04, another car drives in front of the camera over the whole trajectory.
Semantic constraints are successfully created on this moving object that remain
in the field of view for a long period of time. As our approach implicitly assumes
that the scene remains static, moving objects naturally lead to wrong seman-
tic associations and thus an increase in drift. Excluding the “car” class from
the semantic optimization for ORB-SLAM2+semantics solves this problem and
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Table 2. ATE, in meters, on KITTI without / with semantics. The mean reductions
in ATE are 0.55m, 0.51m, and 9.06m for ORB-SLAM2, PhotoBundle, and mono-ORB-
SLAM2, respectively. We skip sequence 01 as PhotoBundle fails to handle it

00 02 03 04 05

ORB-SLAM2 3.99 / 3.11 9.71 / 7.90 3.20 / 3.15 1.21 / 1.36 2.36 / 2.20
PhotoBundle 4.67 / 4.45 14.10 / 13.41 6.32 / 5.40 0.62 / 0.80 3.52 / 3.35
mono-ORB-SLAM2 56 / 45 25 / 23 2.0 / 2.1 1.4 / 1.9 27 / 19

06 07 08 09 10

ORB-SLAM2 2.64 / 2.14 1.11 / 1.06 4.04 / 3.74 4.22 / 3.34 1.99 / 2.10
PhotoBundle 4.81 / 2.72 0.94 / 0.84 6.38 / 6.26 6.78 / 5.80 1.45 / 1.45
mono-ORB-SLAM2 47.1 / 40.5 13.6 / 12.5 50 / 42 43 / 43 6.8 / 7.7

Table 3. ATE error, in meters, on the Playing For Benchmarks (P4B) dataset for
mono-ORB-SLAM2 without / with semantics. Each sequence is run 5 times. The ATE
is calculated after 7-DoF alignment with the ground truth trajectory. Only the day
sequences of P4B dataset for which at least 80% of the sequence can be tracked are
considered. The results are obtained using the ground truth semantic labels

001 002 003 005 065 067

1.48 / 1.12 13 / 12 22 / 17 1.07 / 0.97 4 / 3.5 51 / 38

006 044 045 051 069

14 / 8.5 6.0 / 3.0 68 / 57 25 / 16 57 / 51

reduces the translational and rotational RPE to 1.23% and 0.13 deg./100m, re-
spectively. As shown qualitatively in the supplementary material, this slightly
larger drift compared to pure ORB-SLAM2 is caused by inconsistent semantic
segmentations. We observed that stationary cars typically provide excellent se-
mantic constraints as they are typically well-segmented and visible for a long
time. Rather than excluding entire semantic classes, instance-level segmentation
should be used in practice to distinguish between moving and stationary objects.
In sequence 10, the semantic classifier performs particularly bad (see Fig. 5), re-
sulting in an increase of the RPEs. In such cases, the reason for the decrease in
performance is an over-estimation of the classification accuracy by setting a low
uncertainty σ in Eq. 4. Choosing a larger value for σ down-weights the influence
of the semantic cost, resulting in the same performance as the baselines.

Runtime results. The runtime of our system directly depends on the number
of semantic constraints in the optimization. In general, the number of semantic
constraints is scene and motion dependent, as shown in the supplementary mate-
rial. For ORB-SLAM2, we use an average of 35 semantic constraints for KITTI,
leading to a negligible computational overhead over the baseline. As a result, we
achieve real-time performance when integrating semantic constraints into ORB-
SLAM2. In contrast to the sparse measurements in ORB-SLAM2, PhotoBundle
uses dense intensity-based measurements, resulting in 944 semantic constraints
on average. In this setting, the joint optimization is on average (over all frames
and sequences) 1.5× slower than base PhotoBundle. Executing the semantic op-
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Fig. 6. Trajectory plots for mono-ORB-SLAM2 on sequences from KITTI and Play-
ingForBenchmarks (P4B). All sequences are 7-DoF aligned with the ground truth.

timization every 4th frame reduces the overhead to 1.125× at negligible loss in
accuracy, allowing for real-time execution using PhotoBundle.

5 Conclusion

In this paper, we have proposed a novel visual semantic odometry (VSO) frame-
work that can be readily integrated into existing VO systems. Our method har-
nesses the invariance of semantic object representations to incorporate medium-
term constraints into the odometry objective. By appropriately handling the
lack of structure of the semantic identity, we are able to effectively and signifi-
cantly reduce translational drift. We have demonstrated consistent performance
improvements for both direct and indirect systems in a challenging real-world
scenario. The bottleneck of our method is the accuracy of the semantic segmen-
tation, especially along object boundaries. In the future, we plan to experiment
with multi-camera systems, for which we expect an even bigger improvement
using semantics, since objects are continuously trackable for longer duration. In
addition, class-specific uncertainty modeling could improve the performance and
solve some of the current failure cases, e.g ., due to dynamic objects. Finally, we
envision a system where geometry not only benefits from semantics but where
both modalities are tightly coupled, thereby facilitating end-to-end learning of
a geometric and semantic understanding of the world in real-time.
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