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Figure 1.  Dueto explores multimodality combined with gaze-based interactions for the creation of accessible musical interfaces. 

Dueto can be played with eye-gaze alone, gaze and switch, or gaze and multi-touch, where multi-touch input is carried out by a 

partner. The harmony ladder is located on the lower part of Dueto’s UI (left) showing notes corresponding to the C major key. The 

small circles that connect the main notes appear and disappear in a cascade animation, hinting to the user how to perform the 

shape of the gestures that enable playing multiple notes at the same time (chords) with just the eyes (right). 

 
ABSTRACT 

Gaze-tracking technologies can enable computer access for 

users who are unable to use standard input devices. 

However, using gaze as input poses challenges for 

interactions that require visual planning, like playing a 

digital instrument. We explore how multimodality can 

support eye-controlled musical expression by designing 

different multi-modal gaze interactions around a digital 

instrument we call Dueto. We tackle three design goals: 

creating an instrument that is explorable, easy to learn, and 

allows feature controllability. We showcase three different 

multimodal interactions for music playing such as eye gaze 

only, gaze + switch, and gaze + partner mode.  
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INTRODUCTION 

In gaze-based musical interfaces, it is important to balance 

having large-enough targets to accommodate for tracker 

error [4] with interactions that can be completed in a timely 

manner according to the gaze event that is being detected 

(e.g., saccades, dwell). These different gaze events can 

constrain the rate of playable notes when used to trigger 

musical events, posing a challenge to control rhythm. 

Another challenge in generating computer music with the 

eyes is that gaze input for voluntary active selection is 

counter-intuitive with the user’s natural tendency to use eye 

gaze for inspection [11,17]. Exploring an instrument is a 

natural part of playing music, so having gaze-responsive 

regions in a graphical UI can cause involuntary activation 

of visual targets (the “Midas Touch” problem). In addition, 

gaze interaction alone does not allow for multiple notes to 

be selected at a time, unless multiple notes are already 

grouped in one “virtual key.” The lack of expressive 

mechanisms in gaze can limit what a user can express with 

a digital instrument using gaze alone.  

To address these challenges, prior work has focused on 

designing musical interfaces that combine gaze plus other 

complementary input modes such as switches and facial 

gestures [1,2,19]. These interfaces have used gaze for 

selection while using the additional mode for playing and 

modifying the musical output. Other approaches [2,3,14,15]  

have designed virtual on-screen keys with different 

configurations to avoid the Midas Touch problem and 

facilitate music playing with just the eyes. We present 

Dueto, an interface that explores novel multi-modal gaze-

based interactions for accessible live music playing.  
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Different to prior work and to extend it [2,7], Dueto 

presents an eye-gesture feature for nuanced harmony and 

melody creation and a collaborative multi-player mode. In 

this work, we describe how Dueto can support musical 

expression for people with motor disabilities.  

DUETO 

Dueto was developed using the Universal Windows 

Platform and the Gaze Interaction Library on Windows 10. 

We used a commercial eye tracker, the Tobii PCEye Mini. 

Dueto supports melody and harmony creation through 

multiple input modalities. The bottom part of Dueto’s UI is 

dedicated for harmony creation using triad chords 

composed of the root note, the third note, and the fifth note, 

organized in what we call a harmony ladder. As shown in 

Figure 1, Dueto uses a pre-selected key chosen by the user 

(in this example, C major) from which the harmony ladder 

is based. Having a constraint like this one allows the 

harmony portion to be easier to explore as playing any key 

on the harmony ladder would sound good, giving the user 

freedom to explore different chord combinations. It is 

important to note that the user can turn the chords on/off 

based on their preference: they can choose to interact with 

the harmony ladder to play individual notes (chords off) or 

use the ladder to create chords (chords on).  

A melody is a succession of notes forming a distinctive 

sequence. On the upper section of the interface (Figure 1, 

left), we have a scrollable piano keyboard. For users who 

have had some previous musical exposure, the spatial 

layout of the piano keys can serve as a reference. The keys 

of the piano are spread out to create rest areas for the gaze, 

in order to mitigate Midas Touch issues. Each key acts as a 

button. In order to play a melody, a player must activate the 

key. There are different ways to do this depending on the 

selected interaction modality. The piano keys scroll to 

change octaves when the user activates the arrow buttons.  

With the goal of designing gaze UIs to manage trade-offs of 

user abilities and costs of using certain input modalities, we 

explore interactions with alternative modality combinations. 

The idea behind Dueto is not to substitute one mode with 

another mode, but to provide different alternatives to 

carrying out the same task. Throughout the design process 

we used the guidelines provided by Orio et al. [12] to make 

Dueto have 1) learnability, 2) explorability, and 3) feature 

controllability. We designed different iterations based on 

feedback from two musicians, one of whom is a daily eye-

tracker user. With this in mind, in addition to the modality 

options, Dueto allows the user to choose how to visualize 

their gaze position in different ways: as a vector made of 

the trace of gaze points from the last 30ms (“show vector” 

button) or as a gaze point cursor on the screen, when 

toggling the “show cursor” button. 

Gaze Only: If a user decides to use Dueto in gaze only 

mode, they can play a melody by either interacting with the 

harmony ladder or the scrollable piano keys. Dwell time of 

100ms is used for active selection in this mode. To enable a 

gaze-only player to play a melody and harmony (chords) 

together, we include the functionality of recording a 

sequence using the harmony ladder and replaying it so that 

the user can play a melody on top of it. To access the 

looping functionality, the user can use the buttons located 

on the bottom left side of the interface. A user can play 

minor and major chords using eye-gestures. Major chords 

and minor chords follow their own unique pattern. In order 

to play a chord, a user must look at the root note of the 

chord and then complete the triad gesture (Figure 1, right). 

Gaze + Switch: In the gaze + switch mode a player can 

play a note by looking at it and then using a switch to 

activate it. This two-step process mitigates the Midas Touch 

problem, enabling users to explore the interface without 

accidentally triggering notes. Playing a note by using gaze 

for fast key selection while using a tapping or pressing 

motion to control a switch can create nuanced rhythms and 

enable better tempo control than activating notes with gaze 

alone. 

Gaze + Partner: The gaze + partner mode enables two 

players to interact with Dueto by having one player perform 

gaze-only interactions and having a second musician using 

multi-touch input. To enable multi-touch input, we used a 

Makey-Makey [20] and created a small capacitive touch 

keyboard with 8 keys. The recommended interaction is to 

split melody and harmony between players, similar to 

performing a four-hands piano piece. In this scenario, the 

gaze-only player can perform eye-gesture chords, while the 

second player can directly interact with the piano keys. The 

gaze-only player controls the piano scrolling, selecting what 

area of the piano maps to the multi-touch keys.  

DISCUSSION AND CONCLUSION 

Dueto introduces new elements yet to be evaluated in the 

space of gaze-based music playing, including an eye 

gesture harmony interaction, a partner modality, and the 

impact of enabling different types of gaze visualizations 

while playing. We predict that having an eye gesture-based 

harmony will allow users to play with their own style, as 

gestures are not performed the same way and at the same 

rate by every user. This will give the experience of playing 

Dueto a sense of explorability and nuance. We also look 

forward to evaluating the impact of having a partner as an 

additional input. This gaze + partner modality will require 

coordination and communication. Designing musical UIs in 

the context of diversity of abilities requires the exploration 

of multiple and alternative input modes. Understanding how 

to optimize each input modality can inspire new musical 

interactions that can in the end enrich the space of gaze-

based HCI, while also making music creation accessible to 

people with varied physical abilities. 
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