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We have complicated data; we want to make sense of it.




What is complicated data?

» many data points; many dimensions
» elaborate structures and relationships (e.g., text)

» different interconnected modalities (e.g., images, links, text, clicks)
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What is making sense of data?

» make predictions about the future
» dentify interpretable patterns

» do science: confirm, elaborate, form causal theories




PROBABILISTIC MACHINE LEARNING

» ML methods that connect domain knowledge to data.
» A methodology for articulating assumptions and computing with them

» Goal: Make probabilistic ML expressive, scalable, easy to develop
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BAYESIAN STATISTICS

» Statistical methods that connect domain knowledge to data.
» A methodology for articulating assumptions and computing with them

» Goal: Make Bayesian statistics expressive, scalable, easy to develop




Communities discovered in a 3.7M node network of U.S. Patents

[Gopalan and Blei PNAS 2013]
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Neuroscience analysis of 220 million fMRI| measurements

[Manning+ PLOS ONE 2014]
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Topics found in 1.8M articles from the New York Times

[Hoffman+ JMLR 2013]




Population analysis of 2 billion genetic measurements

[Gopalan+ Nature Genetics 2016]
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The probabilistic pipeline

KNOWLEDGE &
QUESTION

|

Make assumptions

Discover patterns

Predict & Explore

» Customized data analysis Iis important to many fields.

» Pipeline separates assumptions, computation, application

» Eases collaborative solutions to statistics/ML problems




Causal inference from observational data
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» How can we understand the world through observation?
» Important to genetics, economics, physics, medicine, finance, ...

» Today: Use probabilistic machine learning for causal inference




The probabilistic pipeline
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Make assumptions

Discover patterns

Predict & Explore

» Customized data analysis Is important to many fields.

» Pipeline separates assumptions, computation, application

» Eases collaborative solutions to statistics/ML problems




Causal inference from observational data
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» How can we understand the world through observation?
» Important to genetics, economics, physics, medicine, finance,

» Today: Use probabilistic machine learning for causal inference




Credit

» This is joint work with Yixin Wang (Statistics)
» Credit — Yixin

» (Blame — Dave)




An introduction to the deconfounder




A frivolous causal inference problem

» Data about movies: casts and revenue

» Goal: Understand the causal effect of putting an actor in a movie

» Causal: “What will the revenue be if we make a movie with a particular cast?”




The naive solution

Title Cast Revenue
Avatar {Sam Worthington, Zoe Saldana, Sigourney Weaver, Stephen Lang, ... } $2788M
Titanic {Kate Winslet, Leonardo DiCaprio, Frances Fisher, Billy Zane, ... } $1845M
The Avengers {Robert Downey Jr., Chris Evans, Mark Ruffalo, Chris Hemsworth, ... } $1520M
Jurassic World {Chris Pratt, Bryce Dallas Howard, Irrfan Khan, Vincent I)'Onofrio, ... } $1514M
Furious 7 {Vin Diesel, Paul Walker, Dwayne Johnson, Michelle Rodriguez, ... } $1506M
Avengers: Age of Ultron {Robert Downey Jr., Chris Hemsworth, Mark Ruffalo, Chris Evans, ... | $1405M
Frozen {Kristen Bell, Idina Menzel, Jonathan Groff, Josh Gad, ... ) $1274M
Iron Man 3 {Robert Downey Jr., Gwyneth Paltrow, Don Cheadle, Guy Pearce, ... } $1215M
Minions {Sandra Bullock, Jon Hamm, Michael Keaton, Allison Janney, ... } $1157TM
Captain America: Civil War  {Chris Evans, Robert Downey Jr., Scarlett Johansson, Sebastian Stan, ... } $1153M

» Naive solution: Fit a regression (or use deep learning)
» Actors are features; revenue is the response

» Estimates revenue as a function of which actors are cast




The naive solution

Title Cast Revenue
Avatar {Sam Worthington, Zoe Saldana, Sigourney Weaver, Stephen Lang, ... } $2788M
Titanic {Kate Winslet, Leonardo DiCaprio, Frances Fisher, Billy Zane, ... } $1845M
The Avengers {Robert Downey Jr., Chris Evans, Mark Ruffalo, Chris Hemsworth, ... } $1520M
Jurassic World {Chris Pratt, Bryce Dallas Howard, Irrfan Khan, Vincent D'Onofrio, ... } $1514M
Furious 7 {Vin Diesel, Paul Walker, Dwayne Johnson, Michelle Rodriguez, ... } $1506M
Avengers: Age of Ultron {Robert Downey Jr., Chris Hemsworth, Mark Ruffalo, Chris Evans, ... } $1405M
Frozen {Kristen Bell, Idina Menzel, Jonathan Groff, Josh Gad, ... ) $1274M
Iron Man 3 {Robert Downey Jr., Gwyneth Paltrow, Don Cheadle, Guy Pearce, ... } $1215M
Minions {Sandra Bullock, Jon Hamm, Michael Keaton, Allison Janney, ... } $1157M
Captain America: Civil War  {Chris Evans, Robert Downey Jr., Scarlett Johansson, Sebastian Stan, ... } $1153M

» But standard ML does not (necessarily) provide causal inferences
» Whether an actor was cast is different from casting an actor

» (Causal inference is about prediction under intervention
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i . James Bond movies are about Jaf'f\es Bond, a British spy
N - Cast James Bond, M, Q, Ms. Moneypenny

§ - M, Q, Ms Moneypenny.only appear in Bond movies

47w - Bond movies always do-well at the box office




The naive solution

AR

feveinue

» James Bond-ness is an unobserved confounder.
» Confounders affect both the cast (“causes”) and the revenue (“effect”)

» Confounders bias “passive ML,” when used to predict interventions.

— Some actors overestimated; others are underestimated
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Unobserved confounders are everywhere.




What is causal inference?

» Causal inference is about prediction under intervention.
[Hernan and Robins 2019; Imbens and Rubin 2015; Pear| 2009]

» “What will the revenue be if we make a movie with a particular cast?”

» Challenge: Unobserved confounders (like James Bond-ness)




The classical solution

THINK MEASURE ESTIMATE
ABOUT CONFOUNDERS CAUSAL
CONFOUNDE RS : EFFECTS
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The classical solution

THINK MEASURE ESTIMATE
ABOUT CONFOUNDERS CAUSAL
CONFOUNDE RS : . EFFECTS
Lw” p whj
@ | ELY | do(a)]=E[ELY W, As]]

» This approach requires that we find and measure sufficient confounders.
» But whether we included sufficient confounders is untestable.

» The classical solution rests on hope. (And it makes us worry.)




Multiple causal inference

Title Cast Revenue
Avatar {Sam Worthington, Zoe Saldana, Sigourney Weaver, Stephen Lang, ... ] $2788M
Titanic {Kate Winslet, Leonardo DiCaprio, Frances Fisher, Billy Zane, ... } $1845M
The Avengers {Robert Downey Jr., Chris Evans, Mark Ruffalo, Chris Hemsworth, ... |} $1520M
Jurassic World {Chris Pratt, Bryce Dallas Howard, Irrfan Khan, Vincent D’Onofrio, ... } $1514M
Furious 7 {Vin Diesel, Paul Walker, Dwayne Johnson, Michelle Rodriguez, ... } $1506M
Avengers: Age of Ultron {Robert Downey .Jr., Chris Hemsworth, Mark Ruffalo, Chris Evans, ... } $1405M
Frozen {Kristen Bell, Idina Menzel, Jonathan Groff, Josh Gad, ... } $1274M
Iron Man 3 {Robert Downey Jr., Gwyneth Paltrow, Don Cheadle, Guy Pearce, ... $1215M
Minions {Sandra Bullock, Jon Hamm, Michael Keaton, Allison Janney, ... | $1157M
Captain America: Civil War  {Chris Evans, Robert Downey Jr., Scarlett Johansson, Sebastian Stan, ... } $1153M

» But our problem is not classical.
» There are many causes (one per actor)—multiple causal inference

» Multiple causes helps construct a variable that contains confounders.
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The deconfounder

MODEL ESTIMATE ESTIMATE
ASSIGNED SUBSTITUTE CAVUSAL
CAUSES CONFOUNDERS EFFECTS
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The deconfounder

MODEL ESTIMATE ESTIMATE
ASSIGNED SUBSTITUTE CAUSAL
CAUSES CONFOUNDERS EFFECTS
T ] - S
{omta]
QT % || P ' > B[V el ]-R[E[Y 2]

2B (2. [Aee]

» Find, fit, and check a factor model of the assigned causes.
» Use the model to form substitute confounders for each individual.

» Use the substitute confounders in a causal model of the outcome.




The deconfounder

MODEL ESTIMATE ESTIMATE
ASSIGNED SUBSTITUTE CAUSAL
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» Find, fit, and check a probabilistic matrix factorization of movie casts.
» Use the model to infer the per-movie variables in the matrix factorization.

» Use these variables in a regression from casts to earnings.
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Case study: Actors

» “Overestimated”:

» “Underestimated”:




Intuition and assumptions

MODEL ESTIMATE ESTIMATE
ASSIGNED SUBSTITUTE CAUSAL
CAUSES CONFOUNDERS EFFECTS
(28]
: E[Y | 4o ()] =E[E[Y [2,A4]]
i 2= E(Z;|Aiai]

» Intuition: “Multi-cause confounders” induce dependence among the causes.
» That dependence is encoded in the data; we can capture it with a factor model

» Assumption: No unobserved single-cause confounders

— But this I1s weaker than “no unobserved confounders”
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Intuition and assumptions

MODEL ESTIMATE ESTIMATE

ASSIGNED SUBSTITUTE CAUSAL

CAUSES CONFOUNDERS EFFECTS
L L
: E[Y 4] =E[E[Y [2.-4]]
2.~ E(Z,|Aira]

» Intuition: “Multi-cause confounders” induce dependence among the causes.
» That dependence is encoded in the data; we can capture it with a factor model

» Assumption: No unobserved single-cause confounders

— But this Is weaker than “no unobserved confounders”




Beyond James Bond

How do genes affect a trait?

» The causes are genetic variation
» The effect is a trait

» Confounder: Each person’s ancestry induces correlation in multiple genes.




Beyond James Bond
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How do sports players affect how well the team is doing?

» The causes are who is in the game.
The effect is the points scored in the game.

» Confounder: The coach uses multiple players together.




Beyond James Bond
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How do prices of items affect how much money is spent?

» The causes are the prices of each item for sale.
The effect is how much money is spent by consumers.

» Confounder: Holidays affect the prices and demand of multiple items.




The deconfounder in more detail




Multiple causal inference

Title Cast Revenue
Avatar {Sam Worthington, Zoe Saldana, Sigourney Weaver, Stephen Lang, ... } $2788M
Titanic {Kate Winslet, Leonardo DiCaprio, Frances Fisher, Billy Zane, ... } $1845M
The Avengers {Robert Downey Jr., Chris Evans, Mark Ruffalo, Chris Hemsworth, ... } $1520M
Jurassic World {Chris Pratt, Bryce Dallas Howard, Irrfan Khan, Vincent D'Onofrio, ... } $1514M
Furious 7 {Vin Diesel, Paul Walker, Dwayne Johnson, Michelle Rodriguez, ... $1506M
Avengers: Age of Ultron {Robert Downey Jr., Chris Hemsworth, Mark Ruffalo, Chris Evans, ... | $1405M
Frozen {Kristen Bell, Idina Menzel, Jonathan Groff, Josh Gad, ...} $1274M
Iron Man 3 {Robert Downey Jr., Gwyneth Paltrow, Don Cheadle, Guy Pearce, ... | $1215M
Minions {Sandra Bullock, Jon Hamm, Michael Keaton, Allison Janney, ... } $1157TM
Captain America: Civil War  {Chris Evans, Robert Downey Jr., Scarlett Johansson, Sebastian Stan, ... } $1153M

» Observed dataset D = {(aj. yi).....(a,. yv,)]

— assigned causes a; = {dj1....,dim;
- outcome y;

» Goal: Do causal inference, [E[Y : do(a)]

“The expectation of Y in the model where we intervened on a.”




Multiple causal inference

Title Cast Revenue
Avatar {Sam Worthington, Zoe Saldana, Sigourney Weaver, Stephen Lang, ... ) $2788M
Titanic {Kate Winslet, Leonardo DiCaprio, Frances Fisher, Billy Zane, ... } $1845M
The Avengers {Robert Downey Jr., Chris Evans, Mark Ruffalo, Chris Hemsworth, ... } $1520M
Jurassic World {Chris Pratt, Bryce Dallas Howard, Irrfan Khan, Vincent D'Onofrio, ... } $1514M
Furious 7 {Vin Diesel, Paul Walker, Dwayne Johnson, Michelle Rodriguez, ... } $1506M
Avengers: Age of Ultron {Robert Downey Jr., Chris Hemsworth, Mark Ruffalo, Chris Evans, ... | $1405M
Frozen {Kristen Bell, Idina Menzel, Jonathan Groff, Josh Gad, ...} $1274M
Iron Man 3 {Robert Downey Jr., Gwyneth Paltrow, Don Cheadle, Guy Pearce, ... | $1215M
Minions {Sandra Bullock, Jon Hamm, Michael Keaton, Allison Janney, ... ) $1157TM
Captain America: Civil War  {Chris Evans, Robert Downey Jr., Scarlett Johansson, Sebastian Stan, ... } $1153M

» |f there are unobserved confounders then

E[Y:do(a)] # E[Y | A = a].

» We can calculate the right term from data, but it's not equal to the left term.




The deconfounder

MODEL ESTIMATE ESTIMATE

ASSIGNED SUBSTITUTE CAUSAL

CAUSES CONFOUNDERS EFFECTS
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» Find, fit, and check a factor model of the movie casts.

W

Use the factor model to form substitute confounders for each movie.

» Use the substitute confounders in a causal model of movie revenue.




Fit a probabilistic factor model

23
4 PATTERN RECOGNITION f&

PROBABILISTIC GRAPHICAL MODELS

Machine Learning
A Probabilistic Perspective

Kovin P, Murphy

» A probabilistic factor model has the following form,

Bi ~ p(Bj) F 28 Loy m

zi ~ p(zi) V= ] any n

ajj ~ p(ajj | zi. Bj).

» E.g., mixtures, matrix factorization, deep generative models, topic models, ...




Poisson factorization [Gopalan+ 2015]

movies
¢ o e
Zi | 4y | B
actors
Bix ~ Gam(a. b) i efl,...n
zir ~ Gam(a, b) VE =} ) PR m!
Ajj ~ Poi(:,-Tﬂ_,-) =R [P d}

» Provides a generative model of the assigned causes ;.
» Can be approximated on large datasets with variational methods

» A Bayesian form of non-negative matrix factorization [Lee and Seung 1999]




Poisson factorization [Gopalan+ 2015]

movies

o - e

Zi | 4ij | P;

actors
Bix ~ Gam(a, D) i €{l,...n
zir ~ Gam(a, b) 7 € {L; .o m!
_ il ; ;
aij ~ Poi(z; pj) =R d}

» Consider the dataset of casts ay.,.
» Approximate the posterior distribution p(Z1:n. P1:m | a1:n)-
» We only model the actors a; ; the outcome is not involved.




Check the factor model

Star Wars , 8 Mile Raiders of the Lost Ark
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» Estimate the local latent variable Z; = Enodel[Z | @i . B].
» Check how well Z; captures the distribution of the actors.

» E.g., use a predictive check on actors. (No need for exact inference.)




Poisson factorization [Gopalan+ 2015]

movies

o - e

Zi | dij | P

actors
Bix ~ Gam(a, D) i €{l,...n
zir ~ Gam(a, b) 7 €{L;.. . m!
: 5 ; :
a;j ~ Poi(z; pj) K& $lis d}

» Provides a generative model of the assigned causes a;; .
» (Can be approximated on large datasets with variational methods

» A Bayesian form of non-negative matrix factorization [Lee and Seung 1999]




Check the factor model

Star Wars , 8 Mile Raiders of the Lost Ark

1

mnmmnmmmmmmn!h.’mmlmh aetadacitigatalacatiziontastnsanabaiaiasiatadin n,mr\mrmmm}:mmmm.g.mm[nm
Nemo Blade Runner Forrest Gump

| I | ] ' ] | ]
SLARAREATIARRIRRRaRRESRRRidRadianiCiaadhidadhidng 19290 e oo 0T et Teee (YEOTTITICILT LT IIEITIIY TYIH”TTH’YT’YulhLTH?.’HY”H:?H'.'.THYY?HI
Unforgiven American Beauty Before Sunset

!
| | ‘ |
11917 2 e 2 101t 3'1”1IY”“Y”[I*!TT??ITT!”T lll!f"'f!ﬂ’nill?-'If"LIH!IIIIH”IHl trr1et1ie ??1".}Yth!?I’I'.'rl'Iﬂ?I[ll?fIIIIFIIo{'IYHfIr'uYHI

» Estimate the local latent variable Z; = Enodel[Z | ai. B].
» Check how well Z; captures the distribution of the actors.

» E.g., use a predictive check on actors. (No need for exact inference.)




Check the factor model

moves
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Model Predictive score

Probabilistic PCA 0.14
Poisson factorization 0.16
Mixtures 0.01
Deep exponential families 0.19




Check the factor model

Star Wars ' 8 Mile Raiders of the Lost Ark
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» Estimate the local latent variable Z; = Ehodel[Z | ai. B].

» Check how well Z; captures the distribution of the actors.

» E.g., use a predictive check on actors. (No need for exact inference.)




Check the factor model
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Poisson factorization
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Do causal inference

— ! {Sam Worthington, Zoe Saldana, Sigourney Weaver, Stephen Lang, ... } $2788M
. {Kate Winslet, Leonardo DiCaprio, Frances Fisher, Billy Zane, ... } $1845M
| welledilicddee. . {RoObert Downey Jr., Chris Evans, Mark Ruffalo, Chris Hemsworth, ... } $1520M

! {Chris Pratt, Bryce Dallas Howard, Irrfan Khan, Vincent D’Onofrio, ... ) $1514M
{Vin Diesel, Paul Walker, Dwayne Johnson, Michelle Rodriguez, ... } $1506M

{Robert Downey Jr., Chris Hemsworth, Mark Ruffalo, Chris Evans, ... } $1405M

{(Kristen Bell, Idina Menzel, Jonathan Groff, Josh Gad. ...} $1274M

{Robert Downey Jr., Gwyneth Paltrow, Don Cheadle, Guy Pearce, ... } $1215M

{Sandra Bullock, Jon Hamm, Michael Keaton, Allison Janney, ... } $1157M

o at J .. {Chris Evans, Robert Downey Jr., Scarlett Johansson, Sebastian Stan, ... } $1153M

» The estimated local variables Z; are substitute confounders.
» They are latent attributes of movie casts that the factorization has discovered.

» Form an augmented dataset of triplets (a;, y;, Z;).




Do causal inference

—r L. {Sam Worthington, Zoe Saldana, Sigourney Weaver, Stephen Lang, ... } $2788M
it {Kate Winslet, Leonardo DiCaprio, Frances Fisher, Billy Zane, ... } $1845M
. wlledilicddee. {RoObert Downey Jr., Chris Evans, Mark Ruffalo, Chris Hemsworth, ... } $1520M
ol ’ = {Chris Pratt, Bryce Dallas Howard, Irrfan Khan, Vincent D’Onofrio, ... ) $1514M

{Vin Diesel, Paul Walker, Dwayne Johnson, Michelle Rodriguez, ... } $1506M
oA {Robert Downey Jr., Chris Hemsworth, Mark Ruffalo, Chris Evans, ... } $1405M
oy . {Kristen Bell, Idina Menzel, Jonathan Groff, Josh Gad, ... } $1274M
_ X 2 ~ {Robert Downey Jr., Gwyneth Paltrow, Don Cheadle, Guy Pearce, ... } $1215M
2o et i s g {Sandra Bullock, Jon Hamm, Michael Keaton, Allison Janney, ... } $1157M

N - {Chris Evans, Robert Downey Jr., Scarlett Johansson, Sebastian Stan, ... } $1153M

» Use the substitute confounders in a causal inference.

» E.g., fit regression from casts and confounders to revenue,

E[Y |a.2]=B"a+n'2.

» Use adjustment/the g-formula to perform causal inference,

l I X
E[Y : do(a)] ~ > ¥ ] a,2Z],
i=]




The deconfounder

MODEL ESTIMATE ESTIMATE

ASSIGNED SUBSTITUTE CAUSAL

CAUSES CONFOUNDERS EFFECTS
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» Find, fit, and check a factor model of the movie casts.

\

Use the factor model to form substitute confounders for each movie.

» Use the substitute confounders in a causal model of movie revenue.




Case study: Actors

» “Overestimated”:

» “Underestimated”:

» Most “corrected”:




A little theory




The deconfounder

MODEL ESTIMATE ESTIMATE
ASSIGNED SUBRSTITUTE CAUSAL
CAUSES CONFOUNDERS EFFECTS
,__.«\ A A
O+~ eryia] ‘
TS — Y | do()] = E[E[Y |2,A-4]]

= 2+ (2, |Aiewi]

» Find, fit, and check a factor model of the movie casts.
» Use the factor model to form substitute confounders for each movie.

» Use the substitute confounders in a causal model of movie revenue.




A little theory




The deconfounder

MODEL ESTIMATE ESTIMATE

ASSIGNED SUBSTITUTE CAUSA|

CAUSES CONFOUNDERS EFFECTS
22_. ) zg
: s E[Y | a@)]=E[E[Y2.A]]
2= E(Z,|A «]

» Suppose we fit a good factor model of the assigned causes (the actors).
» Then its local latent variable will contain multi-cause confounders.

» Main assumption: No single cause confounders.




Intuition (through graphical models)

LEARNED REPRESENTATION

\/

Z;

e

a,® - a,

If we find a good factor model then

[)(Cl,l ..... (fl,‘m |:I' ,len) — I_I’]n_:l /)(al] I:I‘IHI)




Intuition (through graphical models)

"MULTI-CAUSE CoNFOUNDER™

» There cannot be an unobserved multi-cause confounder.

» Contradiction: If one existed then the independence statement would not hold.




Intution (through graphical models)

"SINGLE-CAVSE CONFOUNDER

» Note: there still might be a single-cause confounder

» This is a weaker assumption than “strong ignorability.”




Theory: It works

THEOREM: THE DECONFOUNDER

Suppose puue(@) can be written / p(z) ]—Ij plaj|z,B)dz.

Then Z blocks the backdoor path between the causes and the effect.
This implies that,

E[Y :do(@)] =Ez[Ey [Y | Z.4]].

Thus we can estimate the interventional expectation.

(It's a little more nuanced than this; ask me later...)




Simulation study




We did many simulations and studies

p-value

Linear outcome

Nonlinear outcome

RMSEx 107

a=0.1

No control —

Control for confounders® —

L AANS

exposure to smoking

age of starting to smoke

Truth
Control for seatbelt use (oracle)
No control

0.3
(.308 (0.015)
(.340 (0.039)

0.8
(.794 (0.015)
1.284 (0.127)

Control for 2y
Control for a(zi,.)

(.434 (0.024)
(0.320(0.012)

0.758 (0.020)
0.827 (0.038) v

Control for 2.4
Control for alz gya)

0.324 (0.

0.312 (0.4

Control for 2.4, %

(.335 (0.4

p-value

e Control Average predictive log-likelihood
L0
4.63 No Control -2.1
{9 Control for X 1.9
» _‘ Control for dppca -1.4
102 ~ 0 - v
sg Control for apy -1.2
»i‘4 Control for d pgp -1.3
20 -1.4
'_‘ -1.3
= ! 1.2
[ 30 .
(51 :
A B - == J : —
- Y D - 3 5, " = |-.,Q: 3 3.
Lined (@ Linear Model (h) Quadratic Model
RMSEx 10 RMSEx10¢

Control fot a(z g54), x 0.310(0.4 No control -— 6.55 5.75
Control for confounders’ — 6.54 5.75
. (G)LMM P
G=0 PPCA 0.14 Linear outcome Nonlinear outcome
PE 014 p-value  RMSEx10? RMSEx 10°
. x 1) — 8.31 4.85
‘ 1/_,,/‘ : /—0* 3o ./“/ unders” — 8.28 4.85
f el =L 1, L T sz T ass
Koy peindisgs . S . s Sentac P aelias S 0.14 8.29 4.85
(a) Balding-Nichols (b) TGP (©)HDGP  (d)PSD(a=0.01) (e)Spatial (a=0.1) 0.15 8.29 4.85
0.17 8.26 4.85
a=1.0 No control == GMM 0.02 8.30 4.85
_Conurol for confounders” — | pgg 0.20 8.11 4.84
(G)LMM — - e
PPCA 0.14 6.70 5.52
PF .12 6.70 5.52
LFA 0.12 6.69 5.52
GMM 0.01 6.72 5.53
DEF 0.13 6.62 3.51




Example: Genome-wide association studies (GWAS)
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» GWAS is a problem of multiple causal inference
» How is genetic variation causally connected to a trait?

» For each individual: a trait and many measurements of the genome (SNPs).




Example: Genome-wide association studies (GWAS)

» Multiple-cause confounding is a problem.

» Non-causal SNPs may be highly correlated to causal SNPs

» Misestimates causal effects




Simulation study

ID() SNP.1 SNP2 SNP3 SNP4 SNPS5S SNP6 SNP7 SNP8 SNP9 ... SNP 100K Height (feet)
(a; 1) la;2) (a;3) la; 4) (a;5) la;g) (a;z) (a;g) (a;g) (@i 100K) (i)

| l 0 () | 0 () | 2 () wi ) 5.73

2 | 2 2 I 2 I | §) | 2 5.26

3 2 0 | | 0 | 0 | | 2 6.24
0 { (0 | | () | 2 () s ) 5.78

5 | 2 | | | () l 0 ] I 5.09

» Generate SNPs «;;, where each individual belongs to a latent group ¢;.
» The true outcome is a trait y;, drawn from
Vi = Zj Biaij + Ac; +8i & ~ N(0,0¢;),
where many ,Bj are zero, I.e., non-causal SNPs.

» Confounded: the intercept A.. and error ¢; are connected to the latent group.




Simulation study

pred. Real-valued outcome Binary outcome

score RMSEx 102 RMSE x 102
No control —
Control for confounders™ —
(G)LMM —
PPCA 0.14
P 0.15
| FA 0.14
Mixture 0.00
DEF 0.20

» We fit many factor models; none was the true model.
» Each provides different levels of predictive performance.

» All computation done in Edward [Tran+ 2018] .




Simulation study

pred. Real-valued outcome Binary outcome

score RMSEx 102 RMSE x 102
No control — 58.82 29.50
Control for confounders™ — 25.32 25.77
(G)LMM — 35.18 28.87
PPCA 0.14 J3.32 26.70
P 0.15 33.38 26.84
L FA 0.14 33.93 26.83
Mixture 0.00 57.59 29.96
DEF 0.20 26.47 25.91

»  Also fit outcome models with no control and with observed confounders
» The deconfounder provides good causal estimates.

» Predictive checks indicate downstream causal performance.




Explains and justifies existing methods for GWAS

Linear mixed models [Yu+ 2006; Kang+ 2008; etc.]

Principal component analysis [Price+ 2006]
Logistic factor analysis [Song+ 2015; Hao+ 2015]

Mixed-membership models [Pritchard+ 2000a.b; Falush+ 2003; Falush+ 2007]

v v vy vy y

Deep generative models [Tran and Blei 2018]




Simulation study

pred. Real-valued outcome Binary outcome

score RMSEx 102 RMSE x 102
No control — 58.82 29.50
Control for confounders™ — 25.32 25.77
(G)LMM — 35.18 28.87
PPCA 0.14 J33.32 26.70
P 0.15 33.38 26.84
| FA 0.14 33.93 26.83
Mixture 0.00 57.59 29.96
DEF 0.20 26.47 25.91

»  Also fit outcome models with no control and with observed confounders
» The deconfounder provides good causal estimates.

» Predictive checks indicate downstream causal performance.




Explains and justifies existing methods for GWAS

Linear mixed models [Yu+ 2006; Kang+ 2008; etc.]

Principal component analysis [Price+ 2006]
Logistic factor analysis [Song+ 2015; Hao+ 2015]

Mixed-membership models [Pritchard+ 2000a.b; Falush+ 2003; Falush+ 2007]

v v vy v ¥y

Deep generative models [Tran and Blei 2018]




Discussion




Causal inference from observational data

» How can we understand the world through observation?
» Important to genetics, economics, physics, medicine, finance,

» Today: Use probabilistic machine learning for causal inference




The deconfounder

MODEL ESTIMATE ESTIMATE

ASSIGNED SUBSTITUTE CAUSAL

CAUSES CONFOUNDERS EFFECTS

Y | SHpnRT—
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» Find, fit, and check a factor model of the assighed causes.
» Use the factor model to form substitute confounders for each individual.

» Use the substitute confounders in a causal model of the outcome.




The deconfounder

MODEL ESTIMATE ESTIMATE

ASSIGNED SUBSTITUTE CAUSAL

CAUSES CONFOUNDERS EFFECTS

AkAiFandy BNl 2]
— 2= E(Z,|Avwi]

» Suppose we fit a good factor model of the assigned causes (the actors).
» Then its local latent variable will contain multi-cause confounders.

» (There are assumptions.)




The deconfounder

» Uses probabilistic machine learning for causal inference.

» Can employ approximate inference and Bayesian model checking.

» Requires weaker assumptions than classical causal inference.




Further reading and current research

Y. Wang and D. Blel. The Blessings of Multiple Causes, 2018.
https://arxiv.org/abs/1805.06826

» Other readings

— Tran and Blei (2018), ICLR
Ranganath and Perotte (2018), arXiv 1805.08273

» Current research about the deconfounder

— SEMSs and the causal graphical view

— testing with the deconfounder

- understanding the bias-variance trade-off of the deconfounder

— latent mediators & mechanisms

— many applications (medicine, recommendation, sports, fairness, ...)




Extra slides




|dentification




On identification

\ 4

A causal quantity is identifiable if it can be written as a function of the
observed variables.

» |f the causal quantity changes, so does the distribution of the observed data.
» D’Amour (2019) gives two examples where [E[Y : do(a)] is not identifiable.
» These results help flesh out the theory of multiple causal inference.

» But identification is still possible (with assumptions).




On identification

» Assume we pinpoint a substitute confounder Z = f(a), e.g., many causes.
» (Theorem) Differences of complete interventions are
E[Y : do(a)] — E [Y : do(a")] .

They are nonparametrically identifiable when the outcome separates
contributions from the unobserved confounders and causes.

» (Theorem) Consider a subset of causes B. The subset intervention is
E[Y : do(ag)].

It is identifiable with overlap on the subset, p(ag | z) > 0.




