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(57) ABSTRACT 
Various techniques for providing perspective annotation to 
numerical representations are disclosed herein. For example, 
a method includes detecting a numerical representation in an 
original content and retrieving one or more perspectives from 
a database based on the detected numerical representation. 
The one or more perspectives individually include a restate 
ment of information contained in the numerical representa 
tion. The method can also include annotating the original 
content with the retrieved one or more perspectives to forman 
annotated content. 
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102 130 
1n 1 

o $3,500 per capita 
Federal Deficit for 2012 Falls to Sl. 1 Trillion o 7% of GDP 

20% lower than 

WASHINGTON – The federal deficit fell to $1.1 trillion in 2011 
the 2012 fiscal year, down from about $1.3 trillion a year s 122 
earlier, the Obama administration said on Friday. 106 

That is the smallest deficit since 2008 but represents the 
fourth year in a row that the deficit has exceeded $1 trillion. 
Before the recession, which prompted huge federal spending 
and large tax cuts, the deficit had never exceeded half a 
trillion dollars. 

The gap between government receipts and government 
spending — about 7 percent of economic output in the 2012 
fiscal year, down from 8.7 percent in the 2011 fiscal year — 
has become a heated election-year political issue. 

FIG. 3A 
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$3,500 per capita 
Federal Deficit for 2012 Falls to S1.1 Trillion 7% of GDP 

20% lower than 

WASHINGTON – The federal deficit fell to S1.1 trillion in 2011 
the 2012 fiscal year, down from about $1.3 trillion a year s 
earlier, the Obama administration said on Friday. 106 

That is the smallest deficit since 2008 but represents the 
fourth year in a row that the deficit has exceeded $1 trillion. 
Before the recession, which prompted huge federal spending 
and large tax cuts, the deficit had never exceeded half a 
trillion dollars. 

The gap between government receipts and government 
spending — about 7 percent of economic output in the 2012 
fiscal year, down from 8.7 percent in the 2011 fiscal year — 
has become a heated election-year political issue. 

FIG. 3B 
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Federal Deficit for 2012 Falls to Sl. 1 Trillion o 7% of GDP 

20% lower than 

WASHINGTON – The federal deficit fell tos1.1 trillion pr 2011 
$3,500 per capita in the 2012 fiscal year, down from about 122 
S1.3 trillion a yu earlier, the Obama administration said on 106 
Friday. 134 

That is the smallest deficit since 2008 but represents the 
fourth year in a row that the deficit has exceeded $1 trillion. 
Before the recession, which prompted huge federal spending 
and large tax cuts, the deficit had never exceeded half a 
trillion dollars. 

The gap between government receipts and government 
spending - about 7 percent of economic output in the 2012 
fiscal year, down from 8.7 percent in the 2011 fiscal year 
has become a heated election-year political issue. 

FIG. 3C 
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PERSPECTIVE ANNOTATION FOR 
NUMERICAL REPRESENTATIONS 

BACKGROUND 

0001) Numerical representations in articles, books, or 
other content may be difficult to understand without context. 
For example, readers may not appreciate a deficit of $1.1 
trillion for the United States government in 2012 because the 
readers may not relate to Such a large number and/or deficit 
for a government. In contrast, readers may more readily 
appreciate the story if the deficit figure is expressed as, for 
example, S3,500 per capita or 7% of gross domestic produc 
tion of the United States. However, such context may only be 
available with extensive research efforts. 

SUMMARY 

0002 This Summary is provided to introduce a selection 
of concepts in a simplified form that are further described 
below in the Detailed Description. This Summary is not 
intended to identify key features or essential features of the 
claimed subject matter, nor is it intended to be used to limit 
the scope of the claimed subject matter. 
0003. The present technology is directed to detecting 
numerical representations in an original content and generat 
ing context or perspectives for the detected numerical repre 
sentations. The numerical representations can be associated 
with articles, books, web pages, electronic communications, 
and/or other suitable original content. For example, the 
numerical representations may include numbers, with or 
without units, of monetary data, area, temperature, pressure, 
and/or other Suitable measurements. The numerical represen 
tations may be identified by distinguishing from addresses, 
telephone numbers, dates, serial numbers, and/or other non 
arithmetical data. Based on the detected numerical represen 
tations, context or perspectives of the numerical representa 
tions may be retrieved, suggested, and/or otherwise 
presented. In certain embodiments, the Suggested perspec 
tives may be ranked based on usage, popularity, importance, 
and/or other suitable criteria. In other embodiments, user 
selection of Suggested perspectives may be recorded to 
update the ranking of the Suggested perspectives. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0004 FIG. 1 is a schematic block diagram illustrating a 
computer system for perspective annotation in accordance 
with embodiments of the present technology. 
0005 FIG. 2 is a flow diagram illustrating a process for 
perspective annotation in accordance with embodiments of 
the present technology. 
0006 FIGS. 3A-3C are example renderings of annotated 
content with perspective annotation in accordance with 
embodiments of the present technology. 

DETAILED DESCRIPTION 

0007 Various embodiments of systems, devices, compo 
nents, modules, routines, and processes for providing per 
spective annotation of numerical representations are 
described below. In the following description, example soft 
ware codes, values, and other specific details are included to 
provide a thorough understanding of various embodiments of 
the present technology. A person skilled in the relevant art 
will also understand that the technology may have additional 
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embodiments. The technology may also be practiced without 
several of the details of the embodiments described below 
with reference to FIGS. 1-3C. 
0008. As used herein, the term “numerical representation' 
generally refers to any numbers, figures, statistics, and/or 
other numerical quantities. For example, a numerical repre 
sentation can be an amount of money, a temperature, a pres 
Sure, a flow rate, an area, a length/depth/width, a speed, a 
duration of time, and/or other suitable numbers with or with 
out associated unit of measurement. Also used herein, the 
term “perspective' generally refers to a re-expression or 
restatement of information contained in a numerical repre 
sentation through unit conversion, data normalization, data 
rescaling, data conversion, data comparison, and/or other 
Suitable transformation techniques. 
0009. As discussed above, numerical representations may 
be difficult to understand without context. Several embodi 
ments of the present technology are directed to automatically 
detecting numerical representations in an article, a book, a 
web page, or other content. Perspectives for the detected 
numerical representations can then be generated, for 
example, by retrieving from a database. The content may then 
be annotated or otherwise associated with the retrieved per 
spectives to provide context for the detected numerical rep 
resentations. As a result, consumers of the content may be 
more interested in the content, and authors may be more 
aware of the significance of and/or possible errors in the 
numerical representations than conventional techniques. 
0010 FIG. 1 is a schematic block diagram illustrating 
hardware and software components of a computerframework 
100 for perspective annotation in accordance with embodi 
ments of the present technology. In FIG. 1 and in other Fig 
ures hereinafter, individual software components, modules, 
and routines may be a computer program, procedure, or pro 
cess written as source code in C, C++, Java, Fortran, and/or 
other suitable programming languages. The computer pro 
gram, procedure, or process may be compiled into object or 
machine code and presented for execution by one or more 
processors of a personal computer, a network server, a laptop 
computer, a Smart phone, and/or other Suitable computing 
devices. Various implementations of the source and/or object 
code and associated data may be stored in a computer 
memory that includes read-only memory, random-access 
memory, magnetic disk storage media, optical storage media, 
flash memory devices, and/or other Suitable computer read 
able storage media excluding propagated signals. 
0011. As shown in FIG. 1, the computer framework 100 
can include a processor 101 operatively coupled to a memory 
103. The processor 101 can include a mainframe processor, a 
microprocessor, a field-programmable gate array, and/or 
other suitable logic devices. The memory 103 can include 
Volatile and/or nonvolatile computer readable storage media 
(e.g., magnetic disk storage media, optical storage media, and 
flash memory drives) excluding propagating signals. The 
memory 103 can be configured to store data received from, as 
well as instructions for, the processor 101. As shown in FIG. 
1, the memory 103 can include a database 109 that contains 
detection records 120, perspective items 122, and user input 
records 124. In other embodiments, the database 109 may 
contain other suitable records. 
0012. The processor 101 can be configured to execute 
instructions for Software components. For example, as shown 
in FIG. 1, the software components of the processor 101 can 
include a detection component 104, a perspective component 
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108, and a rendering component 112 operatively coupled to 
one another. In one embodiment, all of the foregoing compo 
nents can reside on a single network computing device (e.g., 
a network server). In another embodiment, all of the forego 
ing components may reside on a single personal computer, 
laptop computer, and/or other suitable client devices. In other 
embodiments, at least one of the foregoing components (e.g., 
the perspective component 108) may reside on a network 
server while the remaining components reside on one or more 
client devices to the network server. In further embodiments, 
the computer framework 100 may also include interface com 
ponents, input/output components, and/or other Suitable 
components. 
0013 The detection component 104 can be configured to 
detect one or more numerical representations in an original 
content 102. The original content 102 can include an article, 
a book, a web page, an electronic message, and/or other 
Suitable content. In one embodiment, the detection compo 
nent 104 can include rule-based heuristics for detecting 
numerical representations. The rules can be implemented as 
comparison routines, finite state machines, and/or other Suit 
able routines stored in the database 109 or other suitable 
locations as detection records 120. For example, the detection 
component 104 may include the following rules to distin 
guish non-numerical representations: 

0014. Addresses are not numerical representations: 
0015 Telephone numbers are not numerical represen 
tations; or 

0016 Dates are not numerical representations. 
In another example, the detection component 104 may 
include the following rules to identify numerical representa 
tions: 

0017 Numerical figures following a dollar sign are 
numerical representations; 

0018 Numerical figures followed by a degree sign are 
numerical representations; 

0019. Numerical figures followed by a unit of measure 
ment are numerical representations; or 

0020 Numerical figures with a decimal point are 
numerical representations. 

In further examples, the detection component 104 may 
include other suitable rules in addition to or in lieu of the 
foregoing example rules. 
0021. In another embodiment, the detection component 
104 can also be “trained to identify numerical representa 
tions via machine learning. For example, Sample content with 
previously identified numerical and/or non-numerical repre 
sentations may be provided to the detection component 104. 
The detection component 104 may then “learn' to distinguish 
between the numerical and/or non-numerical representations 
via Supervised learning, unsupervised learning, semi-Super 
vised learning, reinforcement learning, learning to learn, and/ 
or other Suitable machine learning techniques. In other 
examples, the detection component 104 may be trained by 
monitoring user input, user feedback, and/or by using other 
Suitable training techniques. In yet further embodiments, the 
detection component 104 may be implemented via natural 
language processing, compound term processing, deep lin 
guistic processing, semantic indexing, and/or other Suitable 
techniques. The detection component 104 can then transmit 
the detected one or more numerical representations 106 to the 
perspective component 108 for further processing. 
0022. The perspective component 108 can be configured 

to associate the detected numerical representation 106 with 
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one or more subject of the original content 102. For example, 
if the original content 102 includes “The federal deficit fell to 
S1.1 trillion in the 2012 fiscal year.” The numerical represen 
tation 106 would include “S1.1 trillion.” The perspective 
component 108 may then analyze the original content (e.g., 
by examining the sentence structure) to determine that the 
“S1.1 trillion' is associated with “federal deficit” in 2012. In 
other examples, the perspective component 108 may analyze 
and associate the detected numerical representations 106 by 
examining paragraph structure, title, abstract, and/or other 
suitable portion of the original content 102. 
0023 The perspective component 108 can also be config 
ured to generate one or more perspectives 110 based on the 
numerical representations 106 with the associated one or 
more subjects. In one embodiment, the perspective compo 
nent 108 can search the database 109 for any perspective 
items 122 associated with the numerical representations 106 
using the one or more Subject as keywords. In other embodi 
ments, the perspective component 108 may search the data 
base 109 based on numerical values of the numerical repre 
sentations 106 and/or other suitable criteria. 

0024. In certain embodiments, the perspective items 122 
may be generated via crowdsourcing. For example, a request 
for input on a subject (e.g., “federal deficit) may be pre 
sented online to a large group of users for Soliciting contri 
butions. The received contributions may then be processed 
and stored as the perspective items 122 in the database 109. In 
other embodiments, the perspective items 122 may be com 
piled by a company, a library, or other suitable entity with or 
without contributions from the public in general. In further 
embodiments, the perspective items 122 may be machine 
generated by Scanning, analyzing, and categorizing Subjects 
in web pages, databases, and/or other Suitable sources. In 
further embodiments, the perspective items 122 may be gen 
erated via at least one of the foregoing techniques and/or other 
Suitable techniques. 
0025. In one embodiment, a perspective item 122 may 
include a unit conversion of the detected numerical represen 
tation 106. For example, a “federal deficit” of “S1.1 trillion” 
may be converted to “833 billion euros.” In another embodi 
ment, the perspective item 122 may include a rescaled figure 
for the detected numerical representation 106. In the forego 
ing example, a “federal deficit of S1.1 trillion' can also be 
expressed as S3,500 per capita. In another embodiment, the 
perspective item 122 may also include a comparison with 
other associated figures. For example, a “federal deficit of 
“S1.1 trillion” represents a 20% decrease from 2011 or 7% of 
gross domestic product of the United States. In yet another 
embodiment, the perspective item 122 may also include the 
rank, quantile, or percentile of the detected numerical repre 
sentation relative to an appropriate reference class. For 
example, a “federal deficit of S1.1 trillion' is the largest 
national deficit among the developed countries. In further 
embodiments, the perspective items 122 may also be 
expressed or stated in other Suitable manners. 
0026. The perspective component 108 can optionally be 
configured to rank the retrieved perspective items 122 based 
on usage, popularity, importance, and/or other Suitable crite 
ria. For example, if the expression of the “federal deficit of 
S1.1 trillion as $3,500 per capita is the most frequently 
restatement by users, the perspective component 108 may 
rank the expression higher than other expressions. In other 
examples, a combination of the foregoing and/or other Suit 
able criteria may be used to rank the perspective items 122. 
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The perspective component 108 then supplies the perspective 
items 122 ranked or un-ranked to the rendering component 
112 as perspectives 110. 
0027. The rendering component 112 can be configured to 
annotate or otherwise associate the original content 102 with 
the perspectives 110 to generate perspective annotated con 
tent 114. The original content 102 may be annotated as com 
ments, footnotes, and/or other Suitable items in the original 
content 102. In certain embodiments, the rendering compo 
nent 112 can also be configured to display the perspective 
annotated content 114 as a web page, an electronic book, 
and/or other Suitable types of content on a computer monitor, 
a touchscreen, and/or other Suitable computer output devices. 
0028. In further embodiments, the rendering component 
112 can also be configured to receive user input to the per 
spective annotated content 114. The received user input may 
then be stored in the database 109 as user input records 124 
for ranking, generating, and/or otherwise processing the per 
spective items 122. In response to the received user input, in 
one embodiment, the rendering component 112 may rear 
range (e.g., reorder) the perspectives 110 as annotations in the 
perspective annotated content 114. In another embodiment, 
the rendering component 112 can also be configured to facili 
tate inserting a user selected perspective 110 into the original 
content 102. In further embodiments, the render component 
112 may update the displayed perspective annotated content 
114 with the inserted perspective 110. Operations of the com 
puterframework 100 are described in more detail below with 
reference to FIG. 2. Example renderings of a perspective 
annotated content 114 are described in more detail below with 
reference to FIGS 3A-3C. 

0029 FIG. 2 is a flow diagram illustrating a process 200 
for perspective annotation in accordance with embodiments 
of the present technology. Embodiments of the process 200 
may be performed by the computer framework 100 of FIG. 1 
and/or other suitable computing devices. Embodiments of the 
process 200 may also be embodied on an article of manufac 
ture, e.g., as processor-readable instructions stored on a com 
puter readable storage medium or be performed as a com 
puter-implemented process, or in other Suitable ways. Even 
though the process 200 is described below with reference to 
the computer framework 100 of FIG. 1, in other embodi 
ments, the process 200 may be implemented in a standalone 
computer or other Suitable computer systems or devices. 
0030. As shown in FIG. 2, the process 200 includes detect 
ing numeric representations of an original content at stage 
202. In certain embodiments, the content can include a web 
page, email, and/or other Suitable types of electronic content 
published by a content source. In one embodiment, detecting 
numeric representations can include transmitting the elec 
tronic content to a server having the computer framework 100 
of FIG. 1, and detecting numerical representations using the 
detection component 104, as described with reference to FIG. 
1. The server may be associated with or independent from the 
content source. In another embodiment, the computer frame 
work 100 may reside on a client device. Upon receiving the 
electronic content from a client application of the client 
device, numerical representations may be detected using the 
detection component 104, as described with reference to FIG. 
1. In yet another embodiment, a user of the electronic content 
may Submit the electronic content to a server having the 
computer framework 100 of FIG.1. Upon receiving the sub 
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mission, the server may then detect the numerical represen 
tations using the detection component 104, as described with 
reference to FIG. 1. 

0031. The process 200 can then include retrieving per 
spective items based on the detected numerical representa 
tions and transmitting the retrieved perspective items in, for 
example, a machine readable format or other suitable for 
mats, to the client device or client application at stage 204. For 
example, in one embodiment, the perspective items may be 
retrieved from the database 109 (FIG. 1) based on keywords 
associated with the detected numerical representations, as 
described in more detail above with reference to FIG. 1. In 
other embodiments, the perspective items may also be 
retrieved from other suitable sources. For example, the per 
spective items may be generated by crowdsourcing, machine 
learning, user input, and/or other Suitable information gath 
ering techniques. 
0032. The process 200 can then include annotating the 
original content at stage 206. The original content may be 
annotated with the retrieved perspective items as comments, 
footnotes, and/or other Suitable content components. In one 
embodiment, the annotated content may be output to a user as 
a web page and/or other suitable read-only document. In 
another embodiment, annotating the original content can 
include embedding interactive components in the annota 
tions. For example, the annotated content may be configured 
to receive user selections of the annotated perspective items, 
and insert the selected perspective items into the body of the 
original content in a word processing application, a web pub 
lishing application, and/or other Suitable applications. In fur 
ther examples, the annotated content may include polls and/or 
other Suitable interactive components. 
0033. The process 200 then includes a decision stage 208 
to determine if the process continues. In one embodiment, the 
process continues if additional content is present. In other 
embodiments, the process can continue based on other Suit 
able criteria. If the process continues, the process 200 reverts 
to detecting numeric representation at stage 202; otherwise, 
the process ends. 
0034 FIGS. 3A-3C are example rendering of annotated 
content with perspective annotation in accordance with 
embodiments of the present technology. As shown in FIG. 
3A, the original content 102 includes a news story entitled 
“Federal Deficit for 2012 Falls to $1.1 Trillion.” By process 
ing the original content 102 in accordance with embodiments 
of the present technology, the numerical representation 106 
(i.e., "1.1 Trillion') may be identified, and a plurality of 
perspective items 122 (i.e., $3,500 per capita, 7% of GDP. 
20% lower than 2011") may be displayed in a window 130 as 
a comment adjacent the original content 102. As shown in 
FIG. 3B, the displayed perspective items 122 may also allow 
a user to select one of the perspective items 122 (i.e., “S3,500 
per capita') with a single click, double click, or other suitable 
input mechanisms (as shown with cursor 132). In response, as 
shown in FIG. 3C, the selected perspective item 122 (i.e., 
“S3,500 per capita') may be inserted into the body of the 
original content 102 as new text 134. 
0035) Specific embodiments of the technology have been 
described above for purposes of illustration. However, vari 
ous modifications may be made without deviating from the 
foregoing disclosure. In addition, many of the elements of one 
embodiment may be combined with other embodiments in 
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addition to or in lieu of the elements of the other embodi 
ments. Accordingly, the technology is not limited except as by 
the appended claims. 

I/We claim: 
1. A method performed by a processor, the method com 

prising: 
detecting a numerical representation in an original content; 
generating one or more perspectives based on the detected 

numerical representation, the one or more perspectives 
individually including a re-expression of information 
contained in the numerical representation; and 

associating the original content with the generated one or 
more perspectives to form an annotated content. 

2. The method of claim 1 wherein detecting the numerical 
representation includes distinguishing at least one of an 
amount of money, a temperature, a pressure, a flow rate, an 
area, a length, a depth, a width, a speed, or a duration of time 
from at least one of an address, a telephone number, a date, or 
a serial number. 

3. The method of claim 1, further comprising: 
analyzing the original content for a Subject of the numeri 

cal representation; and 
associating the Subject with the detected numerical repre 

sentation. 
4. The method of claim 1, further comprising: 
analyzing the original content for a Subject of the numeri 

cal representation; 
associating the Subject with the detected numerical repre 

sentation; and 
wherein generating the one or more perspectives includes 

retrieving one or more perspectives from a database 
based on the Subject associated with the numerical rep 
resentation. 

5. The method of claim 1 wherein generating the one or 
more perspectives includes generating the one or more per 
spectives via at least one of crowdsourcing, machine learning, 
or user input. 

6. The method of claim 1 wherein generating the one or 
more perspectives includes ranking the one or more perspec 
tives based on at least one of usage, popularity, importance of 
the individual perspectives. 

7. The method of claim 1 wherein associating the original 
content includes annotating the original content with the gen 
erated one or more perspectives as a comment or a footnote. 

8. The method of claim 1, further comprising outputting the 
annotated content as a read-only web page. 

9. The method of claim 1, further comprising: 
receiving user input to select one of the perspectives in the 

annotated content; and 
inserting the selected one of the perspectives into the origi 

nal content. 
10. The method of claim 1, further comprising: 
receiving a user selection of one of the perspectives in the 

annotated content; 
storing the user selection of one of the perspectives in a 

database; and 
wherein generating the one or more perspectives includes 

ranking the one or more perspectives based on the stored 
user selection in the database. 

11. A method performed by a processor coupled to a 
memory containing a database, the method comprising: 

receiving an original content from a client device or a client 
application; 
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detecting a numerical representation in the received origi 
nal content; 

retrieving one or more perspectives from the database 
based on the detected numerical representation, the one 
or more perspectives individually including a restate 
ment of information contained in the numerical repre 
sentation; and 

transmitting the retrieved one or more perspectives in a 
machine readable format to the client device or the client 
application for annotating the original content to forman 
annotated content. 

12. The method of claim 11 wherein detecting the numeri 
cal representation includes detecting the numerical represen 
tation based on rule-based heuristics. 

13. The method of claim 11 wherein detecting the numeri 
cal representation includes detecting the numerical represen 
tation based on rule-based heuristics to distinguish at least 
one of an amount of money, a temperature, a pressure, a flow 
rate, an area, a length, a depth, a width, a speed, or a duration 
of time from at least one of an address, a telephone number, a 
date, or a serial number. 

14. The method of claim 11 wherein detecting the numeri 
cal representation includes detecting the numerical represen 
tation based on at least one or the following rules: 

an addresses is not a numerical representation; 
a telephone number is not a numerical representation; 
a date value is not a numerical representation; or 
a serial number is not a numerical representation. 
15. The method of claim 11 wherein detecting the numeri 

cal representation includes detecting the numerical represen 
tation based on at least one or the following rules: 

a numerical figure following a dollar sign is a numerical 
representation; 

a numerical figure followed by a degree sign is a numerical 
representation; 

a numerical figure followed by a unit of measurement is a 
numerical representation; or 

a numerical figure with a decimal point is a numerical 
representation. 

16. The method of claim 11 wherein the processor includes 
a detection component, and wherein the method further com 
prises training the detection component to distinguish 
between a numerical representation and a non-numerical rep 
resentation via machine learning. 

17. The method of claim 11 wherein detecting the numeri 
cal representation includes detecting the numerical represen 
tation via at least one of natural language processing, com 
pound term processing, deep linguistic processing, or 
semantic indexing. 

18. A computer system having a processor, a memory, and 
a display interconnected to one another, the memory contain 
ing instructions, when executed by the processor, causing the 
processor to perform a process comprising: 

identifying one or more numerical representations in an 
article; 

generating one or more perspectives for the identified indi 
vidual one or more numerical representations via unit 
conversion, data normalization, data rescaling, data con 
version, or data comparison, the one or more perspec 
tives individually including a re-expression or restate 
ment of information contained in the numerical 
representations; 
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annotating the article with the generated one or more per 
spectives as comments or footnotes to forman annotated 
content; and 

outputting the annotated content having the original con 
tent and the generated one or more perspectives on the 
display. 

19. The computer system of claim 18 wherein the process 
further includes: 

receiving user input to select one of the perspectives in the 
annotated content; 

inserting the selected one of the perspectives into the origi 
nal content. 

20. The computer system of claim 18 wherein the process 
further includes: 

receiving a user selection of one of the perspectives in the 
annotated content; 

storing the user selection of one of the perspectives in a 
database; and 

wherein generating the one or more perspectives includes 
ranking the one or more perspectives based on the stored 
user selection in the database. 

k k k k k 
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