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Abstract
In the foreseeable future, major cloud vendors will need
to store multiple zettabytes of data in their cloud storage
infrastructure. Like all storage, cloud storage systems
need to trade performance for cost, and they currently
achieve this by using storage tiers backed by different
storage media. The ultimate goal for cloud storage would
be to provide zero-cost storage with low access latencies
and high throughput. But all the storage media being de-
ployed in the cloud today were created before the cloud
existed, and were designed to support many usage sce-
narios. With cloud storage, the focus is on cost, and stor-
age needs to be designed to be right-provisionable. The
limits of what is possible with existing storage technolo-
gies are being reached, and a new clean-slate approach
is needed for cloud storage. Hence, the time is right to
seek out a new physical media to underpin novel stor-
age systems designed exclusively to support the cloud.
In Project Silica, Microsoft Research and Southampton
University, are exploring whether quartz glass could be
the future media for mass storage in the cloud. In this
paper, we describe the basis for the technology, and dis-
cuss conventional assumptions about storage that we are
challenging in Project Silica.

1 Introduction
Over the past decade, much of the world’s data has
moved into the cloud. The demand for long-term
cloud storage has reached unprecedented levels, and
it’s expected that by the beginning of the next decade,
zettabytes of data will be stored in the cloud [9]. To cope
with the ever-increasing storage demand, cloud providers
rely on many storage technologies including non-volatile
memory (NVM), flash, hard disk drives (HDDs), mag-
netic tape, and even optical discs; all with vastly differ-
ent characteristics in terms of: cost, latency, throughput,
storage density, failure characteristics, and media life-
time.

The first observation, is that all these storage technolo-
gies were designed before the existence of the cloud. The
second observation is that, because of the different prop-
erties of the storage technologies, no one storage domi-
nates. If you had to pick a single technology, flash would
be it, as it offers acceptable durability, high throughput,
and low latency storage. A flash-provisioned service can
handle all current workloads in the cloud and could offer
a single storage Service Level Agreement (SLA). How-
ever, the cost of flash makes it prohibitive for storing any-
thing other than hot data. This forces cloud providers
to offer segregated tiers that service different segments
of their customers’ data, each with a different SLA, as
the pricing and performance characteristics of each tier
is dictated by the properties of the storage technology
underpinning it. The third observation is that HDDs are
used as the predominant mass storage technology in the
cloud. The majority of bytes stored in the cloud are
stored on HDDs as they offer much lower $/GB costs
than NVM and flash, leading to lower total costs over the
lifetime of the data. However, it is widely acknowledged
that HDDs have a significant number of problems [3].

These observations motivate us to consider what
would be the best storage media for high-volume
long-lived cool to cold data, that currently resides on
“capacity-oriented” storage technologies (i.e., archival
HDDs and magnetic tapes), that would offer better ac-
cess latencies at lower cost. The cheapest option today is
probably magnetic tape. But even under low load, a tape
library has an average-case response time on the order of
minutes to hours. Nobody aspires to wait hours to access
their data, and indeed this is orders of magnitude off from
the 10 second limit that will keep a user’s attention [12].

A new storage technology is needed for the cloud, and
we are currently building a clean-slate storage system de-
signed from scratch to service the cloud. The media that
this storage system will use is glass. In this paper, we
will describe the breakthroughs that enabled storing data
in glass, and the opportunities that designing end-to-end



down to the materials level afford us to change how we
think of and build storage systems. As we understand
how to build a storage system around glass, there are
three fundamental problems and limitations in today’s
storage systems we would like to address: entanglement,
refresh cycle and constrained workloads.
Entanglement: Today’s systems are unable to scale their
write and read throughputs independently from each
other, and separately from the cost of storing the data.
Scaling performance is done by deploying more devices,
which include read and write capabilities, as well as the
physical media. The aggregate write throughput should
support just the data being ingested by the system. The
aggregate read throughput should support the read de-
mand, which is a function of the total volume of data
stored in the system.
Refresh cycle: The existing technologies suffer from
requiring a refresh cycle. Over time, the media be-
comes less reliable; magnetic media are prone to whole-
device [15, 14] and partial failures, through bit rot that
manifests as latent sector errors [1]. Long-lived data
must get copied to new storage media every few years.
The decision for when to do this is a function of the annu-
alized failure rate (AFR) and partial failures rate, which
increase with time in use [1]. At an extreme, in cold stor-
age, a significant amount of time is spent copying data
into and out of a rack. With a Pelican [2] the first month
and last month are spent copying data in or out of the
rack.
Constrained workloads: Tiering is the norm because
across different storage technologies, the performance
per $ differs. Users pick the cheapest tier that meets
their minimum performance requirements, and then en-
sure their workload is optimized to suit the performance
profile of the tier. This constrains applications: they must
partition their data between different tiers based on ac-
cess characteristics and transfer the data between tiers if
these requirements change. We need a mass storage sys-
tem that leaves the data in situ and is low cost, with ac-
ceptable performance across a wide range of access char-
acteristics, to free the users from having to make these
choices.

A fundamental consequence of entanglement and the
refresh cycle is that the cost of storing data scales with
its lifetime rather than the operations performed on it.

We start by describing the pitfalls of current media,
then describe the breakthroughs on how to store data in
glass. One of the challenges is to accurately read the
data stored in the glass, and we describe how we are us-
ing machine learning to help address the challenges. We
are early in the process of taming this breakthrough, and
do not yet have a full end-to-end working system, but we
conclude by talking about some of the higher-level sys-
tem design principles and factors influencing our design.

2 Current Storage Technologies
Hard disk drive For over 60 years areal density in-
creases drove performance increases for HDDs. Areal
density increases on PMR HDDs have reached their lim-
its. Most recently, the largest driver of capacity increases
has been increasing the number of platters, but this is not
sustainable due to physical constraints of the 3.5′′ HDD
casing. SMR [19] delivers marginal increases at the cost
of removing random writes. HAMR [16] is not yet com-
mercially viable, and MAMR [5, 23, 22] may become
available next year. Further, the bottleneck resource for
many workloads is the IOPS/GB the drive can sustain.
The IOPS/GB limit can leave capacity stranded, effec-
tively unusable without careful IO management across
disks. Proposals to increase the number of heads per
drive [3] will help, but will only scale performance to
the number of platters in the system, yielding at most an
8-fold performance improvement.
Magnetic tape Tape provides lower $/GB costs than
HDDs, but only for cold archival workloads, with an av-
erage access latency on the order of minutes to hours [6].
Tape libraries, robots and tape drives must be carefully
managed and require frequent maintenance. They re-
quire environmentally-controlled environments to oper-
ate and need complex total system serviceability (rather
than component-level). Without the right environment,
tapes can degrade.
Optical storage Optical disc technologies, like Blu-ray,
store and read data based on changes made to a thin film
made from organic or inorganic materials. A laser en-
codes data by creating alternating marks and spaces on
the surface of the thin film. High capacity optical discs
use multiple thin film layers sandwiched together. The
limit on density is that each layer needs to have suffi-
cient transmittance to allow the laser beam to write and
read the deeper layers. Currently, for a single disc this
is about 4-8 layers, which limits the maximum capacity
of a disc to less than 1 TB. As the disc is composed of
layers of polycarbonate and thin films glued together, the
media has a long, but limited lifetime.
Holographic Data Storage In holographic storage [7,
4], writing consists of interfering two laser beams (think
of one beam as an address line and the other encodes a
data page to be written) inside a block of photorefractive
material. Excited electrons transition to higher energy
states and move between different types of atoms in the
compound. This produces a stable, but reversible change
in the refractive properties of the material. Reading con-
sists of using the address line beam only to retrieve the
data page from the material. Data is written and read in
multi-megabyte pages and can be erased and overwritten.
However, the $/GB that holographic storage provides is
not competitive with other storage technologies [4], so it
has not been deployed at volume commercially.



(a) Single voxel (top view)
(b) 3D reconstruction of four measured
voxels (c) Side view (8 layers)

Figure 1: Voxels in fused silica

3 Storing Data in Glass
A recent breakthrough at the University of Southamp-
ton [21, 17, 20] has made it possible to store data in fused
silica (i.e., quartz glass). When the beam from a fem-
tosecond laser is focused inside a block of fused silica,
a permanent small 3D nanostructure (which we will call
a “voxel”) forms in the silica. In contrast to holographic
storage, writing a voxel in glass involves inducing a per-
manent, long-term stable change to the physical structure
of the fused silica material. Viewed from the top, the
voxel has a grating structure (a nanograting) and is cir-
cular, with a diameter of approximately the wavelength
of the light used to create it, and has a depth of a few mi-
crons into the glass. In contrast to conventional optical
disc storage, many layers of voxels (i.e., over 100) can
be written in glass, as the transmittance of fused silica is
much larger than that of opaque thin films used in con-
ventional optical discs, allowing light to penetrate much
deeper into the material, for both writing and reading.

Each voxel has a property called form birefringence,
whereby the nanostructure has different physical proper-
ties than the surrounding silica material. The voxel ex-
hibits a different refractive index for light with a different
polarization (i.e., light that has its electric field oscillat-
ing in a particular direction). As a result, when polarized
light interacts with the voxel, a shift of several nanome-
ters between the components of its electric field is intro-
duced. The range of this shift is known as the voxel’s
“retardance”. This shift also induces a change in the po-
larization angle of incoming light. Retardance and angle
change can be used to encode multiple bits per voxel.
When writing into glass, modulating the polarization of
the laser beam, energy, and the number of pulses makes
it possible to deterministically affect these two properties
of the created voxel. This allows specific values to be en-
coded into each voxel. Reading the data stored amounts
to measuring these two properties of the voxels.

Figure 1a shows a zoomed-in image of a voxel from
the top taken with a scanning electron microscope. In the
figure you can see the circular voxel, and the nanograting
structure. Figure 1b shows an experimental reconstruc-
tion of the 3D structure of four voxels written with a 1030
nanometer wavelength laser. This data was collected us-
ing a confocal imaging technique [13] that samples the
glass every 0.2 microns in each of the X,Y and Z dimen-
sions. In this example, the width of the nanostructure is
around 1 micron, and the depth is around 10 microns.
The figure clearly shows the three-dimensional structure
of the voxels, and the variation between each voxel in the
Z dimension shows some of the challenges that still exist
in controlling the write process.

By focusing the laser beam at different positions
across an XY plane, we can write voxels side-by-side
to form a 2D layer. By changing the focus depth of the
laser beam, we can write many layers across the depth of
the silica block. Figure 1c shows a side view of 8 layers
of voxels.

Once written, a voxel remains stable, and retains its
birefringent properties for the lifetime of the fused silica
(i.e. many hundreds of years), withstanding temperatures
of over 1000◦C [21] without any negative impact. As
such, quartz glass provides very different properties from
existing storage media. Storing data in glass is more akin
to stone etchings and writing on paper than to current
magnetic storage technologies. It is even electromag-
netic field (EMF) proof as a storage media. Magnetic
storage technologies are notoriously prone to bit rot, re-
quire multiple forms of error detection and correction,
and are ultimately lifetime-limited, requiring wholesale
copying of data every few years to new media to prevent
data corruption and loss. Glass provides a write-once-
read-many (WORM) media; the cost of fused silica is
low (on the order of a few cents for a piece the size of a
DVD), and it offers long-term stability and durability.
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Figure 2: Read head hardware

There are multiple challenges to using glass as a me-
dia. The most obvious is building a storage system that
is able to exploit the glass media properties, particularly
the lifetime. Further, different technologies are used for
writing and reading. The write path uses a femtosec-
ond pulse laser to generate the pulses necessary to create
the voxel nanostructures in the glass. This is a different
type of laser than diode lasers used in DVD and Blu-
Ray drives, and due to its form factor, power and cooling
needs, it will be the size of a 2U server. The voxels can
be read from the glass using microscopy (e.g. a camera
along with optical components akin to a microscope). It
should be noted that the multiple voxels can be imaged
concurrently, provided they are on the same layer. The
methods used to decode the data stored by the voxels will
be discussed in Section 4.

4 Voxel Reading
To make glass into a usable storage media we need to
efficiently retrieve the stored data. This has two chal-
lenges; (i) encode as many bits as possible per voxel, and
(ii) read voxels through 100s of layers.

Recall that data is encoded in glass based on the inter-
action between a polarized light wave and the birefrin-
gent voxels. A voxel has two physical properties that
affect a polarized light wave: retardance, and change in
polarization angle. Fortunately, measuring and quanti-
fying birefringence in materials is well-studied. Many
crystals, plastic materials (particularly under stress), and
biological materials exhibit birefringence.

Figure 2 diagrammatically shows the key components
required to measure birefringence in glass. It has a light
source in an illumination arm, the glass sample, and then
an imaging arm with a camera. Both arms have tun-
able polarization control (e.g., liquid crystal polarizers),
which allows you to arbitrarily change the polarization
of light passing through each arm. To read birefringence,
you need to probe the glass with different kinds of polar-
ized light and measure the observed changes in polariza-
tion induced by the voxels.

We sequentially take a set of images of the same field
of view. The illumination arm creates a beam of light po-
larized to one angle. As light passes through the voxels,

(a) Retardance (in nm) (b) Angle change (in deg.)

Figure 3: Computed measures of birefringence

they change the polarization of the beam. The tunable
polarization control and camera in the imaging arm are
used to detect those changes. A different set of configu-
rations is used for each image. Conceptually, this is anal-
ogous to measuring the projections of a vector onto the
bases of the vector space it occupies. To read different
layers, the optics focus on a different depth in the glass.

Traditionally, the set of images are combined and pro-
cessed to determine the retardance and polarization angle
change across voxels. Figure 3 shows the two output im-
ages for a widely used Four-Frame Algorithm [18]. Fig-
ure 3(a) shows retardance and (b) shows polarization an-
gle change for a field of view that contains∼ 840 voxels.
This algorithm requires four measurement images, plus
an additional four background images that quantify any
baseline retardance in the block of silica, independent
of voxels. Decoding the data value of each voxel then
requires sampling the voxel positions in the two output
images and thresholding the sampled values into fixed
ranges corresponding to multi-bit values.

While there is a deep understanding of how to measure
birefringence, there are multiple challenges. The accu-
racy with which we measure it impacts the performance
of the system. The traditional approaches suffer as the
layers outside the layer of focus scatter light, which man-
ifests as noise when performing a read. This noise in-
creases significantly as the lateral spacing between the
voxels is decreased and as the number of layers is in-
creased. This causes a significant decrease in decoding
accuracy. As seen in Figure 1b, individual voxel shapes
vary, further adding complexity.

This all impacts decoding performance. We observe
that we need an end-to-end approach. For each voxel we
want just to determine the multi-bit value encoded in it.
We are not interested in the absolute magnitude of bire-
fringence per se. These traditional approaches are useful
for applications like quality control, where the absolute
magnitude of birefringence is directly tied to the amount
of physical stress observed by a part (for example).

We exploit this observation by creating a prototype of
a decoder optimized for glass media. It uses an end-to-
end deep learning approach. The key insight is to re-
place all intermediate processing steps (i.e., computing



Figure 4: Decoding accuracy

retardance and angle change, thresholding) with a neural
network that takes the raw measurement images as inputs
and produces the voxel values as outputs.

This approach makes no preconceived assumptions
about which parts of the signal are important. The neu-
ral network learns the best internal representation of the
voxels necessary to maximize decoding accuracy. The
approach we take is inspired by the success of deep learn-
ing on many signal processing problems in recent years:
images [11], video [10], speech [8], etc.

Using machine learning shifts the complexity and
logic necessary to deal with potential variabilities and
noise from an online problem (when reading the data)
into an offline problem, when training the decoder. Cop-
ing with variability simply requires enlarging the training
set to include examples of it. The neural network also
learns the noise patterns, so does not require any back-
ground images. This has the added benefit of reducing
the amount of data that needs capturing at runtime.

Figure 4 shows decoding accuracy as a function of
layer depth for voxels written at two micron lateral sepa-
ration, over 10 layers. It shows results for our prototype
decoder (using a convolutional neural network) and the
traditional Four Frame algorithm. We believe that there
is the opportunity to potentially optimize the traditional
approach further. However, currently, the prototype de-
coder achieves an accuracy of 99.47% across all the lay-
ers, consistently outperforming the traditional approach.

5 Towards a glass-based storage system

We have not (yet) built a full storage system and are cur-
rently building out (multiple) prototype read and write
heads. We follow a clean-state data-driven approach to
guide the system design, using large-scale fine-grained
event-driven simulations with both synthetic and real-
world storage traces. In this section we enumerate the
primary design principles of the system and describe
some of the most important design choices so far.

There are several factors that heavily influence our de-
sign thinking:

Cloud-first Designing solely for the cloud means we are
not bound to any form factors or physical constraints that
facilitate deployment outside the cloud (such as offices,
enterprise data centers, mobile phones, or homes). We
use an end-to-end system design to enable us to maxi-
mize performance and minimize cost. We co-design the
read and write hardware, system hardware and software
stack together from the ground up, to create a system that
can operate efficiently only in the cloud.
Elasticity and Disaggregation Workloads vary over
time, often at multiple time-scales. There can be diur-
nal patterns, and over the longer term the workload can
change, for example from being write-dominated to read-
dominated. Elasticity means that, over time, only the re-
sources that are needed to service the current system load
are used.

The read and write processes differ in three funda-
mental ways: (i) the lasers used for writing are expected
to cost an order of magnitude more than the read tech-
nology, (ii) they use different technologies, and (iii) the
physical size of the hardware. Disaggregating the read
and write heads from the glass media enables us to maxi-
mize the utilization rates of the components. It also gives
us the opportunity to design a system where we can op-
erate on data in situ and [re-]deploy resources in the sys-
tem, achieving elasticity, and obviating the need to trans-
fer data between tiers as access characteristics change.
Volumetric storage The glass is a three-dimensional
media. The read process concurrently images many vox-
els in the same XY-plane, and can subsequently image
many layers in the Z-dimension. Existing storage tech-
nologies (even optical discs with multiple layers) lay out
data and read sequentially in a single XY-plane, and do
not leverage the third dimension. Because scanning in
the Z-dimension for glass storage is fast, we can lay out
data in the Z-plane, minimizing XY-seek overhead.
Density In the first system we anticipate that in a volume
equivalent to a DVD-disk we can write about 1 TB. The
technology can potentially get to 360 TB [21]. The moti-
vation to increase density is not driven by media cost per
se, as in most storage technologies, as the cost of the me-
dia is negligible. Increasing density improves read per-
formance because of the volume of data in the field of
view when reading.

6 Conclusion
We are at beginning of a new era, where we will see
zettabytes of data being stored in the cloud. Existing
storage technologies have properties that make them less
than ideal for cloud storage, and in Microsoft’s Project
Silica, Microsoft Research and Southampton University,
are exploring if quartz glass might be the future media
for mass storage in the cloud.
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[20] ZHANG, J., GECEVIČIUS, M., BERESNA, M., AND KAZAN-
SKY, P. G. Seemingly unlimited lifetime data storage in nanos-
tructured glass. Phys. Rev. Lett. 112 (Jan 2014), 033901.
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