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ABSTRACT
We are in a transitional economic period emphasizing automa-
tion of physical jobs and the shift towards intellectual labor.
How can we measure and understand human behaviors of job
search, and how communities are adapting to these changes?
We use internet search data to estimate employment demand
in the United States. Starting with 225 million raw job search
queries in 2015 and 2016 from a popular search engine, we
classify queries into one of 15 fields of employment with accu-
racy and F-1 of 97%, and use the resulting query volumes to
estimate per-sector employment demand. We validate against
Bureau of Labor Statistics measures, and then demonstrate
benefits for communities, showing significant differences in
the types of jobs searched for across socio-economic dimen-
sions like poverty and education level. We discuss implications
for macroeconomic measurement, as well as how community
leaders, policy makers, and the field of HCI benefit from this
information.
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H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous
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INTRODUCTION
The United States is in a transitional economic period facili-
tated by technological advances in both machinery and com-
puting. The reverberations of these shifts are felt across many
industries. While the output of American manufacturing has
grown since 2000, the number of actively employed individu-
als continues to decline [22]. Technology jobs, from software
development to customer service representatives, face contin-
ued threats of outsourcing [46]. Self-driving vehicles endanger
four million trucking and transportation jobs [5].

To understand these emerging economic trends, researchers
traditionally look to macroeconomic measures of employment,
like unemployment and payroll data, provided by the Bureau
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Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.

CHI 2018, April 21–26, 2018, Montreal, QC, Canada

© 2018 ACM. ISBN 978-1-4503-5620-6/18/04. . . $15.00

DOI: https://doi.org/10.1145/3173574.3173696

of Labor Statistics (BLS) or the Census Bureau. While these
measures are well-established and indispensable to understand-
ing our economy, they have limitations in their application
to understanding communities affected by economic down-
turn [73, 77]. First, many of these measures have a moderate
to severe lag. Local unemployment data provided by the BLS
has a modest two month lag1, whereas local industry output
and sector employment provided by the Census lag by two
years2. For municipalities struggling with these changes, large
delays can dramatically impact their ability to react.

Second, traditional macroeconomic measures focus on com-
pany production and output. By design, these measures trans-
late creation of new jobs or goods/services produced into num-
bers that help measure the state of economy. However, these
measures do not directly address the behavioral side of finding
new jobs or how trends of job search change across geographic,
demographic, and socioeconomic dimensions. Psychologists
and sociologists have studied job search through interviews
and surveys [79, 82] but cannot scale to study behaviors in a
naturalistic, observational way across many individuals.

From this, we ask: what types of jobs do people look for?
How can we better measure and understand demand for jobs
by people and communities? How does this demand relate to
demographic and socioeconomic measures like income and ed-
ucation level? Studying job search at scale could lead to design
of better policy interventions to cope with shifting economic
trends as well as designing technological interventions to fa-
cilitate gainful employment [51]. What is needed, then, is an
at-scale, observational measure of job search that adequately
reflects human behavior towards finding new employment.

In this paper, we conduct a study of employment demand at
scale using 225 million search queries from Bing in 2015 and
2016. Employment demand is the measure of job seeking of
prospective employees, both in the number of people looking
for work and in the types of work they seek. We use employ-
ment demand as the counterpart to demand for labor demand,
or “employment supply,” which is the need for companies to
hire workers to complete specific tasks.

Raw internet search is ideal to measure employment demand
because 80% of job seekers use search engines to find new
employment [71], and search can honestly represent the needs
of individuals [26]. Aggregated search data has been used to
study macroeconomic trends [16, 35], but only through heavily
normalized and abstracted data analysis where search is a tool

1https://www.bls.gov/lau/
2https://www.census.gov/programs-surveys/cbp/data/tables.html
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to predict another phenomenon. A measure of employment
demand from internet search data, therefore, may reflect both
the scale of existing government macroeconomic measures
and the aspirations/perspectives of job seekers.

To accomplish this task, we first created a powerful job clas-
sification system to measure employment demand. Using a
multi-class Support Vector Machine classifier, we map 225
million job search queries to fields of employment. Taking this
measure of employment demand, we first explore its relation to
existing economic measures like unemployment and monthly
non-farm payrolls. We then compare it to demographic charac-
teristics of U.S. counties such as population size, and socioe-
conomic measures like poverty and education.

In addition to improving our understanding of job seeking
strategies, we demonstrate how a measure of employment de-
mand can support meaningful policy and technical strategies
that facilitate gainful employment. We show how employ-
ment demand may offer insights to municipalities struggling
with shifting economic trends. Finally, we conclude with a
discussion of the theoretical implications of our work, how em-
ployment demand can help communities cope with changing
economies, and how HCI can benefit from our study.

RELATED WORK

Searching for Employment
To find new employment, individuals primarily use two tech-
niques: leveraging social capital and interpersonal networks,
and using online technologies like search.

Social Capital: Broadly defined, social capital is the resources,
imagined and physically realized, gained by building and
maintaining relationships with others [27]. The seminal ex-
plorations of social capital were done by sociologists Mark
Granovetter [37, 38] and Ronald Burt [14], who found strong
and weak ties play different roles in finding new employment.
They both found that individuals leverage their social capital
with personal connections to find employment. This line of
research examining the use of social capital for job search has
been extended into HCI. Burke and Kraut examined the use of
Facebook by the unemployed in connecting with strong and
weak ties to alleviate stress and find new jobs [13]; further
work found that “strong ties” may actually be more valuable
on social network sites [31]. Other angles have been studied,
both for how people look for jobs and make connections [76]
as well as the abuse of social capital through deception [41].

Internet Job Search: Nearly 80% of people use the internet
to help get a new job [71], and web search is one primary
method to finding new employment online [50]. In other fields,
research has explored how the unemployed search for jobs
online [61], how socioeconomic status impacts internet job
search [39], and how online job search disrupts traditional job
search strategies [49]. For those looking for jobs while em-
ployed, researchers studied predictors of new employment [44]
as well as mental health outcomes of changing jobs [80].

In HCI, research has focused on understanding inequality of
access and use of technology for job search. Dillahunt in

particular has led numerous studies on the impacts of dis-
ruptive job technologies on economically and socially dis-
advantaged communities [23]. Dillahunt and Malone used a
participatory design approach to understand how the sharing
economy promises to but does not deliver on assisting those
in disadvantaged communities find jobs [24]. Jen et al. exam-
ined whether modern online technologies like LinkedIn and
TaskRabbit help economically distressed individuals [45]. In
other areas, Thebalt-Spieker et al. investigated the inequal-
ity and biases of Uber and TaskRabbit in low socioeconomic
status areas [75]. Using survey data, Hargittai and Litt ex-
plore privacy-preserving behaviors that different demograph-
ics adopt online while looking for a job [42].

Our work builds on this literature by offering a quantitative
bridge between work in HCI and the study of how individuals
use online search to find jobs.

Prediction of Economic Trends and Internet Search
In the last decade, “big data” analyses have been used to un-
derstand behavioral trends of individuals [3]. Economists too
have realized the power of large-scale data analysis to aug-
ment traditional macroeconomic data and aid computationally
powerful methods for economic problems [77]. Prominent ex-
amples include using mobile phone data to understand poverty
in developing countries [9] and predicting the stock market
using social media and other data sources [10, 32, 48, 58, 59].

In HCI, search is one such data source for large-scale ex-
plorations of behavior. Internet search data is a powerful
assessment of peoples’ thoughts and curiosities and is em-
ployed across fields to understand user behavior [26]. For
complex search tasks, research has explored how search can
best support information acquisition [43], how search can
be exploratory rather than merely answering questions [81],
and how search compares to human responses for similar
queries [63]. In HCI and computational social science, search
data is most often applied to understand health and wellness.
Ginsburg et al. famously used raw search data to predict in-
fluenza outbreaks [33]. Search data has been harnessed to
understand behaviors of those seeking health information on-
line [21], exploring pregnancy and new motherhood [30], and
learning about cancer diagnoses [66, 67].

In economics, researchers have capitalized on aggregated
search data to predict macroeconomic measures. Nearly all of
this work relies on Google Insights (formerly Google Trends)
to gather heavily aggregated, normalized weekly trends of
keyword searches. Choi and Varian’s seminal work analyzed
Google Trends to predict economic measures like unemploy-
ment claims and car sales [16]. Other researchers used this data
to predict unemployment rates, both in the United States [20,
28] and in other countries [2, 68]. Another project studied
the relationship between job search and depression and anxi-
ety [74]. Search data has also been used to understand financial
markets more broadly, mostly to predict changing prices and
volumes in stocks [11, 70] and trading volumes [69]. Closest
to our work is Baker, which gathered data on the keyword
“jobs” to explore unemployment insurance search volumes [4].

The major limitation of these “nowcasting” approaches is
Google Insights heavily aggregates and normalizes weekly



search volumes. In this way, the data is obfuscated, and re-
searchers cannot conduct fine-grain analyses to understand
nuances in trends of employment – searches for generic key-
words like “jobs” are vague about the types of jobs people are
actually seeking. Also, “nowcasting” research uses search data
as a variable to predict another object of interest, in this case
unemployment. Instead, we use the data as-is, and believe that
the search data itself indicates exciting trends of job seeking
behaviors. Our work finds 225 million raw search queries
about this new unemployment demand.

DATA
In this section, we explain how we gathered and filtered our
dataset of job search queries and the ethics review of our study.

Dataset Acquisition and Filtering for Job Search Queries
Our dataset contains a sample of English-language queries
from Bing for 24 months between January 2015 and December
2016. These are from both mobile and desktop devices.

To identify job search queries, we filtered for the appearance
of four keywords: “job,” “jobs,” “career,” and “careers.” Other
terms, like “employment” or “positions” were considered but
generated more false positives than actual results (e.g., “po-
sitions for trumpet scales”). We removed queries with co-
occurring salacious words, URLs, and the most common key-
words for false positives (“steve,” “nose,” and “stats”).

FIPS County Identification
To tie search query analysis to communities, we placed each
query in its corresponding U.S. county using the Federal In-
formation Processing Standards (FIPS) county code system,
similar to the approach used by Culotta in [19]. FIPS county
codes are five digit identifiers that uniquely map to counties,
cities, and distinguishing territories in the U.S.

We developed a bounding system to map latitude/longitude
coordinates of queries to FIPS counties provided by the Cen-
sus Bureau’s TIGER/Line system3, where every county draws
property division lines. Derived from a reverse-IP look up,
latitude/longitude pairs for searches were provided to us in our
search sample and used to place each search into their county
by these bounding lines so there is no overlap in geographic
position. Reverse-IP lookup for this dataset has a median error
distance of about .25km, meaning that there may be some soft-
ening of county borders, similar to Culotta’s study [19]. Those
that fall outside the U.S or that had invalid latitude/longitude
pairs were discarded, bringing the final total to 225 million
queries. All but 8 of the 3142 counties had search results in
our dataset, giving us coverage of 3134 counties in the U.S.

Ethics Review and Data Protection
This study was found in line with the Common Rule for ex-
emption by the Microsoft Research Ethics Advisory Board
under protocol 7. Our data was gathered historically; there was
no interactions with users by changing search results. All data
was anonymized and aggregated to county level. No session
information is used in our dataset. Our use and storage of this
data is in agreement with Bing’s End User License Agreement
and Privacy Policy.
3https://www.census.gov/geo/maps-data/data/tiger-line.html

EMPLOYMENT DEMAND CLASSIFICATION SYSTEM
To understand employment demand, we need a system that cat-
egorizes jobs into fields of employment. One potential method
is appropriating schema of industries provided by national
organizations like the Bureau of Labor Statistics (BLS), where
companies are mapped to broad sectors of private industry out-
put. These categorizations measure the size and productivity
of the labor force, economic growth, etc. For example, the
North American Industry Classification System (NAICS) has
22 categories, like Information and Manufacturing.

However, these schema do not always match the models that
individuals use to search for jobs. We observed that most
job searches were for classes of jobs, like “software engineer
jobs in san francisco” or “hr career in little rock”. A software
developer could work at multiple companies, like Amazon
or Facebook. However, these companies are mapped to very
different industries of output by NAICS – Amazon as Retail
and Facebook as Information – and their profits are therefore
mapped to entirely different industries. Said another way, these
classification systems reflect corporate production and output
and not demands for jobs.

One workaround is gathering a list of job titles from other
sources and string-matching queries to categories of fields
of employment, where we could quickly label search queries
into their respective categories for analysis. However, string
matching alone cannot model the sheer diversity of job titles in
search data. As a result, generating all possible permutations
of job titles and categories is impossible.

To overcome this, we bolster hand-validated job titles with a
classifier that unwraps contextual meaning with word embed-
dings. Based on neural networks, word embeddings quantify
contextual similarities between words using vector represen-
tations of these relationships [62]. In HCI, word embeddings
have expanded model feature space to understand language
use in online communities [15, 83]. We use word embeddings
to infer contextual similarity between words similar to but not
identical to our job titles, thereby expanding our keyword set.

In this section, we outline our category creation strategy, then
our implementation of a multi-class SVM, and finally our
classification results, described in Figure 1.

Job Title Matching and Category Creation
We began by building lists of high-level job categories loosely
taken from the BLS’s non-farm payroll categories [64] as
well as our own observations of the data. We started with 18
potential categories as well as a Generic Job Query category to
capture job queries that were nonspecific (e.g. “jobs in austin
TX”). Two researchers then generated an initial set of 500 job
titles taken from BLS and Census data and searches on sites
like Glassdoor.com and indeed.com.

We then gathered random samples of 250 queries, and two
researchers hand-annotated which of the 18 categories they
matched to, noting job titles or variants missing from the
dataset. Each addition, modification, or deletion to the job
titles lists were approved by both researchers to represent the
most precise list of job titles. These lists were updated itera-
tively until relative saturation was reached (less than 10 new
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Figure 1. Flowchart of our classification pipeline.

Raw # % Examples from Our Dataset

Generic Job Queries 184,500,000 82 "careers in nz", "fedex careers", "most commonly asked interview questions for a job"
Job-Specific Queries 40,500,000 18 -
Total 225,000,000 100 -

Architecture/Engineering 648,000 1.6 "entry level biomedical engineering jobs", "auto-cad jobs in central IN", "engineering careers firearms"
Art 1,539,000 3.8 "freelance writing jobs for beginners", "voice acting careers", "winterthur museum curator job"
Business 3,118,500 7.7 "vp of operations jobs", "marketing and product preference jobs", "hr career springfield ma"
Construction 1,134,000 2.8 "construction laborer jobs in reno nv", "welder jobs in wisconsin", "construction inspection jobs 06415"
Education 6,520,500 16.1 "community college professor jobs", "atlanta nanny jobs", "washoe county school district careers"
Finance 4,090,500 10.1 "financial banking jobs in vt", "mortgage lender careers", "medical insurance specialist job"
Food 810,000 2.2 "bartender jobs in minneapolis", "foodservice jobs", "craigslist dishwasher jobs"
Healthcare 12,555,000 31.0 "surgical tech jobs", "mental health jobs westernmass", "clinic job rn jax"
Leisure/Hospitality 1,822,500 4.5 "hollywood casino jobs", "fitness jobs in new hampshire", "laundry jobs in hotel"
Manufacturing 1,377,000 3.4 "machine operator jobs in columbia sc", "jobs in shipfitting in jacksonville", "machinist jobs in nj"
Retail 1,255,500 3.1 "electric boat jobs", "clothing store job applications online", "retail career at outlets near me"
Science 850,500 2.1 "psychology research associate jobs", "jobs in r&d in dc", "boston scientific careers"
Technology 1,701,000 4.2 "computer jobs in the army", "software architect career", "sql dba jobs near me"
Transportation 3,078,000 7.6 "chicago airport runway jobs", "cdl jobs in boise id", "railroad jobs in kansas"

Table 1. Output and examples of our 15 Job categories (14 specific counties + Generic Job Query). Totals are rounded.

titles per 250 searches), which took eight rounds of searching
and hand-annotation.

Finally, we gathered a validation dataset of 10,000 searches
and ran a string-matching system on our queries to label their
respective job category. Any category with less than 2% repre-
sentation or that had strong overlap with other categories were
combined into other categories or eliminated. For example,
“Community Outreach and Non-Profit Work” was dissolved
because of its frequent overlap with many other fields (e.g.
“nonprofit lawyer positions” overlapped with Business).

This produced 14 categories as well our 15th category, the
Generic Job Query, and over 1200 job titles. Our 15 categories
and example queries are available in Table 1.

Classification
Features. Our features come from word embeddings provided
by the pre-trained Google News word2vec model [62] because
it provides contextual data for employment trends in the U.S.
We use the python library gensim4 for our word embeddings.

To build our feature vector, we convert each search query into
a list of lowercase words, remove stop words and punctuation,
as well as our job search terms (“job”,“jobs”,“career”, “ca-
reers”). Then, we take each word, look up its embedding, and
then average it using the coordinate-wise mean to produce a
composite, 300-dimensional feature vector.

Training Data. When creating our classifier, we noticed ran-
dom sampling of the search stream overbiased the classifier
and job categories to trends in large metropolitan areas. To
counteract this, our training/testing data come from 4 weeks of

4https://radimrehurek.com/gensim/

data from 36 hand-selected counties from the 2015 search
stream. We hand-selected these counties to provided geo-
graphic, urban/rural, socioeconomic, and population diversity
in the U.S. We sampled 4 random weeks in the dataset, one
for each quarter of the year, avoiding weeks with major U.S.
holidays. This generated about 100,000 searches, which were
labeled by running string matching on these queries from our
job titles lists. We sampled 80% (n=80,000) using stratified
sampling for training, and holdout 20% (n=20,000) for testing.

Classifier Details. Our algorithm uses a one-vs-all multi-class
Support Vector Machine Classification trained using 10-fold
cross validation (RBF kernel, gamma=0.01, c=1000 selected
using parameter sweeping). We experimented with other al-
gorithms, such as Random Forests, Logistic Regression, and
Naive Bayes, but found that the SVM dramatically outper-
formed other classifiers. We used the implementation of SVM
in the python library scikit-learn.

Results
We split our 20% heldout dataset into two test sets. Test Set A
is the whole 20% heldout dataset that illustrates the classifier’s
performance in practice. Given the absence of a known base-
line for this classification task, we assume the baseline is the
natural prevalence of the largest class size (Generic Job Query)
in our training dataset, or 77%. To verify the performance of
the classifier in identifying relevant job categories and not just
Generic Job Queries, Test Set B is the heldout dataset with
“Generic Job Query” removed (n= 4000). For this baseline,
the natural prevalence of the largest class size (Healthcare) is
30%.

In Table 2, we offer the results of our classifier and show
accuracy as well as weighted precision/recall/F1. Weighted



classification metrics use a weighted average, balancing each
class’s metric by its overall size in the dataset [72]. We note
that the macro statistics, or the unweighted averages across
classes, are within 5% of the weighted for all statistics, and
each of our 15 classes performs above baseline (77%) for
accuracy and F1.

Acc Prec Rec F1 AUC

(A) 20% Heldout (n=20,000) 0.967 0.967 0.967 0.968 0.968
(B) No Generics (n=4000) 0.907 0.921 0.888 0.904 0.909

Table 2. Results of our classification system.

Our results show that our employment demand classifier pre-
dicts the correct category of job with over 90% accuracy and
F1 in both datasets, outperforming our baseline by least 13%.
In Test Set A, our classifier achieves .967 F1 with comparable
precision and recall. For Test Set B, we see a slight drop in
performance (.967 to .907), although this performance sub-
stantially beats its baseline of 30%. The area under the curve
for Test Sets A and B is 0.968 and 0.909, respectively.

Error Analysis. Finally, we conduct a brief error analysis on
the classifier’s performance of 250 hand-labeled queries to
both identify novel matches not in our job title list as well as
find errors. Two researchers labeled 250 job search queries to
one of the 15 categories (ref. Table 1). The raters disagreed on
three labels and resolved those differences through discussion.

First, we looked at what queries the classifier correctly iden-
tified that had no matches to the string matching lists. “x-ray
jobs in minnesota” was identified as a Healthcare query despite
x-ray never appearing in our Healthcare job titles. “client ser-
vice rep careers” was another query that was correctly mapped
into Business. “rep” is actually a word in Retail and “client ser-
vice” in Business – we were pleased that the classifier learned
that a “client service rep” is closer to a Business job.

We also examined errors the classifier made. For example,
“assembly jobs” could be a Manufacturing job associated with
building on a factory line, a Construction jobs where people
assemble various structures, or a Technology career in an
assembly programming language. The classifier identified this
as Manufacturing, whereas our two raters initially disagreed
on its category and resolved it as a Generic Job Query because
of ambiguity. Without knowing more about the searcher’s
intentions, it would be difficult for any classification system
to disambiguate this query.

Final Dataset. Of 225 million queries, the classifier labeled
184.5 million as Generic Job Queries, or 81% of our dataset.
18% of our queries were labeled as Non-Generic or Specific
Job Types, for a total of 40.5 million. The most predominant
searches are for Healthcare followed by Education, Finance,
Business, and Transportation jobs, in decreasing order. The
numbers and percentages of each type of job search query can
be found in Table 1.

FINDINGS AND INSIGHTS
We now have 225 million searches organized by job category
and location – this is our measure of employment demand.
What can we understand about job search with this measure,

and how might it improve our understandings of individuals
and communities in a changing employment landscape?

We conduct two groups of analyses. First, we analyze macroe-
conomic measures closely related to changes in employment:
labor force and unemployment, and non-farm payrolls. Sec-
ond, we illustrate how employment demand relates to individ-
uals and communities. We focus on four comparisons done at
the U.S. county level: relationship of employment demand to
population size and diversity, and to socioeconomic measures
of poverty and education.

Relationship to Existing Employment Measures
Unemployment and Labor Force. Measuring the labor force
and unemployment rate are major functions of the BLS. For-
mally defined, the labor force is the percent of the population
who is working or looking for work; the unemployment rate
is the percent of the labor force not currently working. As of
August 2017, the national unemployment rate was 4.4% and
the national labor force participation rate is about 63% [65].
However, both the labor force participation and unemployment
rates vary widely across counties. Labor force participation
typically ranges from a third to two thirds of a county’s popu-
lation, and unemployment from 1% to 25%.

Using Pearson’s correlation coefficient and controlling for
population and search volume, the correlation between the
total number of job searches per population in a county and the
unemployment rate is -0.11, or a weak negative relationship.
However, univariate correlation of the size of the labor force
and employment demand per population is 0.47 across all U.S.
counties. Additionally, the Pearson’s correlation between job
searches and percent of a county that is employed is 0.47.

Our results suggest that when comparing across counties,
search-based employment demand does not measure unem-
ployment directly. Research and surveys have shown that those
who are employed do consistently search for jobs [8, 40, 34].
The number of unemployed individuals is eclipsed by the
much larger group looking for jobs including the unemployed
and the employed. Our findings corroborate these findings and
suggests that employment demand captures significant activity
of the entire labor force, not just unemployed individuals.

Non-farm Payrolls. Arguably the most timely and important
government indicator of employment is the monthly non-farm
payroll (NFP) release from the BLS [64]. Released on the first
or second Friday of the month, NFP shows the number of
employees added to payrolls in the month prior, excluding the
farming industry. NFP releases can have significant effects on
stock markets and the value of the U.S. dollar, as strong NFP
numbers indicate growing businesses and newly employed
people with more money to spend on goods and services [6].
We expect NFP would correlate negatively with employment
demand; that is, when NFP results increase, the search for new
jobs goes down as more individuals are employed.

To understand the relationship between NFP and employment
demand, we tabulate the month-over-month change values, or
delta values, for both changes in NFP and aggregated, national
employment demand. We run a univariate correlation between
the resulting employment demand time series and NFP using



Signal NFP Correlation

Total searches -.51
Total searchers -.45
Arch/Eng -.54
Art -.65
Business -.59
Construction -.57
Education -.39
Finance .22
Food -.65
Generic -.48
Healthcare -.61
Leisure/Hospitality -.55
Manufacturing -.33
Retail -.42
Science -.67
Technology -.65
Transportation -.59

Table 3. Univariate correlations of month over month delta values in
employment demand and non-farm payrolls.

Figure 2. Searches for Leisure/Hospitality jobs versus non-farm payrolls.
Each time series has been normalized to z-scores for y-axis alignment.

Pearson’s correlation. Table 3 shows the results of these cor-
relations across the dataset, as well as by the total number of
searches and searchers nationally and each of the individual
job categories. In all but one case, employment demand neg-
atively correlates with NFP at medium to large effect sizes
(-0.33 to -0.67).

To explore this more, Figure 2 shows the relationship between
searches for Leisure/Hospitality jobs and NFP – we scale both
NFP and employment demand using a z-score to normalize
the data and align it on the y-axis. This figure shows that in
nearly every month, there is an inverse relationship between
NFP and employment demand that persists all year.

Our results supported our expectation that NFP is negatively
correlated with employment demand. As individuals gain jobs
in the NFP results, we can see employment demand drops,
and visa versa, in Figure 2. We argue that this shows the
sensitivity of employment demand to variation in job search is
comparable to the rate of new hires measured by NFP.

Finally, we provide an initial analysis of the predictive power
of employment demand over the known offline baseline of

NFP using time series analysis. We caveat that there is only
24 months of data, and there is no offline equivalent to em-
ployment demand, making perfect comparisons difficult. An
autoregressive baseline explains less than 1% of variance in
month-over-month NFP. We fit a simple linear model where
employment demand predicts NFP in two categories, Business
and Finance. With a 2 week lead, we explain 35% of adjusted
variance in month-to month NFP. Even at 6 weeks lead, we
explain 10% of variance over the autoregressive baseline.

Relationship to Communities
In this section, we address the links of employment demand to
communities. We analyze the differences in high and low pop-
ulation counties, employment diversity, and socioeconomic
measures of poverty and education.

Population. We hypothesize that there are differences in em-
ployment demand between counties with different populations.
Specifically, we predict that people in larger population cen-
ters will seek more Business, Finance, and Technology jobs,
as well as more niche job areas like Art and Science. In con-
trast, job seekers in lower population areas look for jobs in
Manufacturing, Transportation, and Construction. Prior work
has discussed the urban-rural differences in employment [71].

To test this, we segment U.S. counties into two groups, the
highest quartile of counties by population (> 67282) and the
lowest quartile (< 10960). To control for effects of population
on search, we compare percentage across categories rather
than raw counts of queries. Using a Welch’s t-test, we test
whether there are differences in searches between these two
groups. Results for this test are in Table 4.

We note here that throughout the remaining analyses we use
quartile splits to compare across demographic variables. We
chose quartiles because they reflected meaningful separations
in the data. Two counties near but on opposite sides of the
median population are not very different, whereas those in
the top and bottom quartiles align with commonly understood
notions of small and large populations. We ran the same com-
parisons using median splits, with little substantive differences
in outcomes.

Category Lowest 25% Highest 25% t-stat Sig

Arch/Eng 0.0157 0.0169 -1.2708
Art 0.0357 0.0351 0.5227
Business 0.0584 0.0721 -9.8869 ***
Construction 0.0456 0.0285 10.715 ***
Education 0.201 0.168 8.701 ***
Finance 0.0846 0.0944 -4.400 ***
Food 0.0162 0.0204 -5.0576 ***
Healthcare 0.284 0.316 -7.481 ***
Leisure/Hospitality 0.0374 0.0423 -3.008 *
Manufacturing 0.0420 0.0376 3.414 **
Retail 0.0246 0.0303 -4.9853 ***
Science 0.0225 0.0216 0.932
Technology 0.0346 0.0411 -5.390 ***
Transportation 0.0874 0.0751 5.443 ***

Table 4. Results for t-test between the highest population quartile (x
> 67282) and lowest (x < 10960) (n=787 for both groups). Significance
is represented with * = p < 0.05, ** 0.01, *** 0.001, after Bonferroni
correction( p

14 ) for multiple testing.



Figure 3. Diversity of employment demand versus population size over
U.S. counties (2016). Loess fit line shown to illustrate the inflection point
in job search diversity at population size of about 50,000.

We find that job categories more strongly associated with ur-
ban centers, like Business and Finance, show a significantly
higher percentage of job searches in larger counties. Food and
Leisure/Hospitality jobs also were significantly larger in urban
centers, reflecting a higher concentration of hotels, restaurants,
and sporting venues. Conversely, we also saw that Manufac-
turing and Construction jobs were a significantly higher per-
centage of searches in low population counties. Surprisingly,
niche job categories like Architecture/Engineering, Art, and
Science showed no significant differences.

Our hypotheses about population were mostly supported. We
saw that jobs typically associated with urban centers were
searched for in larger population counties (Finance, Business,
Retail, etc), and that, as expected, Manufacturing and Con-
struction jobs were more sought after in rural counties. No-
tably, we saw that Education jobs were a higher percentage of
search in small counties than in large. Education jobs occur
in all counties at high rates, and we suspect that Education
appears more frequently because of its necessity as a service
compared to other job types. We also see the most uncom-
mon job types (Architecture/Engineering, Art, and Science)
showed no significant difference between high and low pop-
ulation counties. While we expected these categories to be
more common in more densely populated areas because of
specialization, it appears that these jobs simply are rare in
general despite population density.

Diversity of Job Searches. Beyond differences in population,
we expect that smaller counties will see less diversity in job
search. Smaller counties have fewer people and fewer busi-
nesses; therefore, residents of these counties are likely to ex-
plore a smaller range of employment options tied more closely
to essential services.

To measure diversity of employment demand, we use the Gini
coefficient. Gini measures the degree of inequality across a
set of values, most commonly to understand income inequal-
ity [17]. Ranging from 0 to 1, higher Gini indicate more in-
equality; lower Gini indicates more equality.

We calculate a Gini coefficient for each county across searches
in our 14 job categories, controlling again for search volumes
by using percentages, then show its relationship to population
(Figure 3). There is a clear and strong negative correlation (r =
-.51) between population size and job diversity: as population
increases, the Gini for a county drops. However this correlation
nearly disappears when county size reaches 50,000.

Our analysis mostly supported our hypothesis. Generally, there
is a negative correlation between employment demand and
Gini in U.S. counties. It is important to emphasize that lower
job search diversity does not imply a poorly performing econ-
omy. Some degree of inequality in job offerings is expected
because it is a byproduct of needing relatively more essential
services, like doctors, grocery stores, and schools. Research
has suggested that low job diversity might be one factor that
influences instability [57], but it alone is not evidence of a
poorly performing economy. However, we did not expect Gini
to stabilize so drastically in counties larger than 50,000 people.
This may represent the convergence of talent at cities and coun-
ties naturally specializing in certain fields, like San Francisco
and surrounding counties being a major Technology hub.

Poverty. Next, we examine the relationship between employ-
ment demand and poverty. We hypothesize that counties with
higher percentages of poverty might favor lower paying jobs
like Retail and Transportation versus higher paying jobs like
Finance and Business.

To explore this relationship, we again segment U.S. counties
into quartiles based on percentage of population below the
poverty line from the Census Small Area Income and Poverty
Estimate (SAIPE) in 2015. For simplicity’s sake, we refer
to the top quartile (19.7-47.4%) as the “Poorest 25%” and
the bottom quartile (3.4-11.5%) as the “Wealthiest 25%”. To
complement the data available, we use 2015 search data and
control for effects in population and search volume. We again
run a Welch’s t-test on these two groups.

Category Poorest 25% Wealthiest 25% t-stat Sig

Arch/Eng 0.0180 0.0173 0.739
Art 0.0352 0.0350 0.166
Business 0.0614 0.0648 -2.856
Construction 0.0394 0.0392 0.109
Education 0.179 0.181 -0.608
Finance 0.077 0.0999 -9.852 ***
Food 0.0162 0.0183 -2.749
Healthcare 0.316 0.297 4.820 ***
Leisure/Hospitality 0.0362 0.0419 -3.410 **
Manufacturing 0.0450 0.0389 4.637 ***
Retail 0.0289 0.0262 2.892
Science 0.0218 0.0222 -0.501
Technology 0.0373 0.0390 -1.571
Transportation 0.0874 0.0796 3.717 **

Table 5. Percent of jobs sought by category in the poorest 25% and
wealthiest 25% of counties in the US, as measured by percent of pop-
ulation below the poverty level. * = p < 0.05, ** 0.01, *** 0.001, after
Bonferroni correction( p

14 ) for multiple testing.



Figure 4. People working at types of businesses and types of jobs
searched for: high versus low poverty counties. Bars with positive values
indicate skew toward high poverty counties.

Table 5 shows our results. People in the Poorest 25% search
for significantly more Healthcare, Manufacturing, and Trans-
portation jobs compared to counties in the bottom quartile.
Conversely, people in wealthier counties seek more Finance
and Leisure/Hospitality jobs. We see no significant difference
between search patterns in Education and Technology jobs.

Recall from the Introduction that jobs at risk from transitions
to the digital economy were in sectors like Manufacturing and
Transportation as well as Technology [5, 22, 46]. These jobs
were significantly more searched for in the Poorest 25% of
counties, excepting the lack of difference for Technology jobs,
suggesting that people in poorer counties search for jobs that
are at risk of going away or at least undergoing significant
change. One explanation is that people in poorer areas simply
are searching for the types of jobs available where they live.

To test this possibility, we compared what jobs people search
for to what jobs are available in the Wealthiest and Poorest 25%
of counties. We do this by comparing the percent of searches
for each job category to the percent of jobs per county as
reported by BLS. We used annual totals for 2015 from the
BLS Quarterly Census of Employment and Wages, broken
out into employment sectors. With the exception of aligning
Technology job searches to the Information sector, all other
employment demand sectors had an exact counterpart in the
BLS data.

Figure 4 shows the results of this analysis. It shows broad
agreement between the types of jobs people work and search
for: those in higher poverty counties skew both in the jobs
they are working and searching for toward sectors like Retail
and Transportation. This suggests a “vicious cycle” in that
people in some communities are stuck working lower paying
jobs and those are the same jobs they search for when looking
for work. Further, higher paying jobs such as those in Finance,
skew strongly toward lower poverty, or “Wealthy” counties.

However, when one compares the relative skew of jobs work-
ing versus being searched for, the employment demand mea-
sures shows an aspiration in higher poverty counties away from
these lower paying jobs. For instance, while higher poverty

counties skew strongly toward working Retail jobs, the skew
in employment demand for those jobs is modest. Business jobs
working skews strongly toward lower poverty counties, but
Business jobs searched for skews toward those counties only
modestly. The skews for Architecture/Engineering and Art
jobs are small but actually flip direction with a skew toward
low poverty counties for jobs working and toward high poverty
counties for jobs sought.

Education. Finally, we suspected that education levels might
also relate to employment demand. Per common intuition
about education and work, we expect that jobs with higher
education needs (Business, Education, Healthcare, Science,
Technology) would be searched for more in counties where
people have higher levels of education. We investigated this
by examining the relationship between education, measured
by the percentage of individuals with at least a Bachelor’s de-
gree, and employment demand. Education data was obtained
from the United States Department of Agriculture’s Economic
Research Service for 2015. Again, we selected for the high-
est quartile of education (24.5-78.8%) to compare against the
lowest quartile (0.1-14.3%). We again use a Welch’s t-test to
test our hypothesis.

Category Lowest 25% Highest 25% t-stat Sig

Arch/Eng 0.0162 0.0165 -0.283
Art 0.0346 0.0345 0.0545
Business 0.0585 0.0672 -7.116 ***
Construction 0.0398 0.0281 10.142 ***
Education 0.171 0.164 2.165
Finance 0.0769 0.0907 -6.926 ***
Food 0.0151 0.0201 -6.254 ***
Healthcare 0.307 0.282 5.474 ***
Leisure/Hospitality 0.0327 0.0439 -7.161 ***
Manufacturing 0.0516 0.0309 20.134 ***
Retail 0.0318 0.0258 5.713 ***
Science 0.0191 0.0227 -5.0278 ***
Technology 0.0370 0.0387 -1.458
Transportation 0.0902 0.0639 13.726 ***

Table 6. Results for a t-test between the highest 25% counties with bach-
elor’s degrees (x > 24.5) and lowest 25% of counties in the US (x < 14.3).
(n=803 for each class).

Results for this comparison are in Table 6. We observe that in
counties in the highest quartile of educational attainment, indi-
viduals have significantly more demand for jobs in Business,
Finance, Leisure/Hospitality, and Science. For counties with
lower prevalence of Bachelor’s degrees, individuals look more
for jobs in Construction, Food, Healthcare, Manufacturing,
Retail, and Transportation.

We find that intuitions about education levels and the type of
work generally are supported by our analysis. Interestingly
however, we see no significant difference in searches for Tech-
nology jobs, as well as Architecture/Engineering and Art. In
fact, searches for Healthcare jobs, generally requiring some
kind of degree, are more prevalent in counties with fewer
Bachelor’s degrees.

DISCUSSION
In this paper, we provide one of the first attempts at a large-
scale measure of employment demand – over 225 million
queries and two years, we capture the behavioral trends of
individuals looking for jobs. Further, we employ a hybrid



classification approach using 1200 human-generated job titles
with word embeddings to label each job search query with one
of 15 categories of employment. We show that these measures
correlate with traditional economic measures of labor demand,
and that they illuminate outcomes relevant to communities,
like socioeconomic measures of poverty and education.

A near real-time measure of employment demand such as this
combats many challenges of timeliness limited by traditional
macroeconomic measures of job search. Measures from BLS
and Census can lag by months and in some cases years, de-
laying action that could be taken using these data. In contrast,
internet search data is quickly gathered, aggregated, and ana-
lyzed, even as soon as the data is produced. In our example
of NFP (ref. Findings and Insights), monthly projections for
NFP from employment demand can be calculated immediately
at month’s end, beating out the BLS release by one or two
weeks. For measures other than NFP, we believe that timeli-
ness provides considerable value. For instance, data can be
aggregated in the stream to understand emergent trends in
employment demand, which could be used to make timely
assessments of the economy months or even years ahead of
national organizations.

We also argue that honest and deliberate intentions captured
by search log analysis is critical for measuring the process of
finding employment. Changing jobs is stigmatized, and many
job seekers suffer mental health impacts from their search,
even if they already have employment [29, 78, 79, 82]. Addi-
tionally, job seekers may be embarrassed to admit to family
and friends that they are looking for new employment [80].
Search engine data, with its unbiased and honest data source
of people’s inquiries [26], can capture these intentions not
obscured by social stigma. In short, search data is a window
into the strategies of many kinds of job seekers which avoids
discussing the stigmatized action of finding a new job [36].

In sum, we provide one of the first large-scale studies of em-
ployment demand from the perspective of human behavior.
Our work bolsters prior work in psychology and sociology
that explores job seeking behaviors, like how individuals use
the internet to cope with unemployment [61] or find jobs while
still employed [44]. We envision our employment demand data
used alongside both traditional macroeconomic data as well
as alongside psychological methods to explore new questions
about job search in the 21st century.

Community Implications
For communities challenged with changes to the national econ-
omy, timely and relevant economic analyses are crucial to un-
derstanding these trends and to developing appropriate policy.
In this section, we describe several ways that real-time employ-
ment demand can bridge these gaps and provide communities
better insights.

Configurable Data Sources. One benefit of highly granular
employment demand data is that the data are highly config-
urable to multiple contexts for communities. For instance,
employment demand can be used at local scale to explore the
immediate impacts of a shopping mall closure on job search
behaviors in Retail. Employment demand can also be used at
a high level to understand long-terms shifts in job searching

behaviors for a city struggling with the slow decline of Manu-
facturing or rise of job seekers for Healthcare positions. In this
way, employment demand can be configured atomically for
diverse communities with diverse economic and social needs.

Retraining and Reemployment. We see our measure as helping
to inform retraining and reemployment opportunities driven
by communities. Specifically, post-secondary education oppor-
tunities could be better tailored to the aspirations of the popu-
lation rather than “one-size-fits-all” approaches to remediating
economic hardship and job loss [56]. Local job placement
agencies may uncover skills or goals in their local populations
from employment demand to better target the acquisition of
new opportunities for clients. Employment demand is not a
replacement for cultural and community knowledge, an idea
captured by Lazer et al’s warning against “hubris” in search
data analysis [53], where we assume that big data substitutes
and replaces traditional analyses. To the contrary, we see our
large-scale measure of employment demand as one of many
tools for communities and social organizations to better re-
spond to changing trends in economic situations.

Targeting the Underserved. We also think employment demand
facilitates better understandings of communities underserved
by traditional economic analyses. Because of limitations of
traditional economics measures, economists themselves have
argued that “big data” is one solution to their limitations [73,
77]. As shown by our correlations to labor force and employ-
ment percentages (ref. Findings and Insights), search data can
help understand the job search trends of those not served by
regular economic analyses, such as those casually looking for
jobs but not considered part of the workforce, or those working
in the “gig economy.” Employment demand may also provide
a naturalistic lens to study job searching behaviors of regions
under particular economic duress, like the “Rust Belt” in the
northern U.S. [18]. This provides insights into community job
search strategies, offering these communities more agency.

Local governments and municipalities in particular often do
not have the availability of data that states and large metropoli-
tan areas have, nor access to the resources to hire analysts.
A timely, localized measure of employment demand from
search data would give these organizations tools to understand
trends of job search within their communities. As one example,
we saw that there was no significant difference in searches
for Technology jobs between counties with the highest and
lowest poverty rates (ref. Findings and Insights, Poverty).
This was also true with other job types like Science, Archi-
tecture/Engineering, and Education. Given that we measure
what individuals search for, this highlights that all communi-
ties are responding to economic changes fostered by digital
technology advancements at least in their search patterns.

Because employment demand captures some notion of the
type of work people want in the future, we can use it to as-
sist social organizations and educational institutions to design
better interventions for economies. For example, higher than
average trends of searches for Technology jobs may lead com-
munity colleges to prioritize retraining and skills acquisition
in Technology-related areas. Such targeted efforts may be of
particular use in smaller population communities, where em-
ployment demand is less diverse (ref. Findings and Insights,



Population Diversity). Training could either better match the
job types searched for, or it could be used to expand on the
types of jobs for which community members feel qualified.
Lower income areas that are at risk of getting stuck in a down-
ward employment spiral in which people continue to seek the
same lower wage jobs they have been working (ref. Findings
and Insights, Poverty) can be identified as areas where job
awareness and retraining would be of particular benefit.

Gainful Employment, Public Policy, and HCI
The methods we use for understanding employment demand
from search data can be used for other problems in large-scale
social computing, behavioral research log analysis, and other
quantitative research in HCI. For instance, the hand-labeled
job categories combine with word embeddings is a very useful
technique to scale human labels with computational language
modeling. Additionally, the human-in-the-loop machine learn-
ing system we present is extendable to other areas of research
in HCI. We hope that other researchers use our methodology
to improve their own work going forward.

More importantly, our measure of employment demand high-
lights larger questions for how HCI can speak to broader goals
of political and social importance. In recent years, there has
been a growing push from within HCI to consider impacts to
other fields, such as sustainable HCI [25] and implications
of cannabis legalization and consumption [47]. In particular,
HCI researchers like Lazar and Bederson have argued CHI,
and by proxy HCI, should more deeply consider public policy
implications of work in the field [7, 51, 52].

In relation to employment, prior work in CHI and CSCW has
started addressing how the sharing economy impacts individu-
als and communities [23, 75], and how individuals leverage
socio-technical systems to find new employment [13, 41]. We
see these works as fundamental building blocks for under-
standing the technology behind job search and employment
more broadly, and hope our work adds to this foundation.

Therefore, we urge HCI researchers to use their technological
expertise and human-centric research methods to bear on con-
versations about gainful employment and public policy. We
see this happening in two ways. First, given the field’s interest
in large-scale data analysis with search data and beyond, HCI
can contribute analytical studies that promote deeper under-
standings of how individuals use technology to find jobs, and
emergent socio-technical issues. Our work on employment
demand aligns with these goals because of its power to speak
to the behavioral aspect of achieving gainful employment. We
also see HCI building on prior work [23] to build technology-
driven interventions to improving employment outcomes for
communities. HCI is well-equipped to design, test, and deploy
technologies that can facilitate gainful employment and speak
more broadly to new technology in employment. In sum, we
strongly advocate that HCI consider research questions, like is-
sues of gainful employment that we study, that actively engage
with issues of growing societal and political importance.

Limitations and Future Work
Alkhatib et al. caution against “the hazards of predicting the
future” [1], and we are aware of the methodological limitations
of such analyses [12, 53, 54].

Employment demand is constrained to measuring what kind of
jobs individuals search for using search engines. This means
that we cannot understand job search strategies that people
conduct through other venues, likely through their social con-
tacts and interpersonal networks [13, 14, 38]. We notice this
prominently with jobs in agriculture, mining, and forestry;
these job searches were very rare in our dataset. Although
online job search is known to happen across all demographic
and urban/rural lines [71], rural job seekers in agriculture and
forestry leverage their social ties more aggressively than their
urban counterparts [55, 60].

However, we do not claim to model employment demand for
all individuals in the U.S, nor expect that it would be feasible
to do so. Such a metric would need to combine how individuals
use their social networks to find jobs, multiple online sources
for jobs, and offline jobs search strategies. We see our measure
of employment demand as a major step to understanding how
individuals and communities think about finding employment
through their online search strategies.

Second, we currently have no means to externally validate
this metric, as we are using observational analysis of search
queries on a popular search engine. As reported, this measure
does correlate fairly strongly with the “gold standard” BLS
measure of employment growth. However, employment de-
mand is intentionally not redundant with the BLS measure,
and we hope that future work validates what we see as an
important and timely way to understand job search.

In addition to new collaborations and analyses we present
above, we see several areas for future work to improve our
measure of employment demand. First, distinguishing the un-
employed from the employed job seeker would be beneficial
in understanding how the two strategies differ. This would re-
quire outside knowledge or prior individualized search history.
Second, we could unpack the linguistic search trends of how
people describe jobs in search or click-thru to their intentions
of searching for a job. This information could be incorporated
into the classifier about the type of job they may be looking for
with a particular search query. Finally, using our location data,
we could understand the “radius of gyration” that individuals
have to find jobs in counties outside their residence. This
could help communities understand search strategies for jobs
outside of the immediate county.

CONCLUSION
In this paper, we proposed a new measure of job search trends
called employment demand that captures the demands individ-
uals have while searching for a job. We used 225 million search
queries in 2015 and 2016 from Bing to map and explore trends
in employment demand. We developed a classification system
that labels these search queries into one of 15 categories of job
search that performs with .97 F1. We validated our measure
by showing expected correlations with changes in monthly
non-farm payrolls, and across geographies by showing re-
lationships to demographic characteristics of U.S. counties
such as population size, existing labor force measures, and
socio-economic measures. We believe that employment de-
mand can be used to explore many community, policy, and
economic trends, and encourage HCI to engage in research
around gainful employment.
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