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Abstract
This paper describes VOLT, a permissioned blockchain
network for a group of autonomous organizations to au-
tomate cross-organizational business processes. Specif-
ically, VOLT ensures that a correct member—without
trusting anyone else—shares a consistent history of trans-
actions with other members in the system. VOLT achieves
this strong security property using the concept of a self-
verifying ledger: an append-only ledger of transactions
that can be checked locally by a verifier process at each
node; the ledger also embeds succinct cryptographic mes-
sages encoding views of members to enable each veri-
fier to locally determine globally-committed transactions.
To orchestrate this concept, VOLT employs a logically
centralized—but untrusted—service provider. We instan-
tiate the service provider using a highly-available cloud
service built atop a fault-tolerant cloud storage service.
An experimental evaluation of our implementation demon-
strates that VOLT achieves tens of thousands of transac-
tions per second for a realistic 50-node payment network.

1 Introduction
Blockchain technology promises to dramatically trans-
form business processes that span multiple autonomous or-
ganizations in areas such as finance [84], supply chains [38],
and the public sector [77]. The fundamental reason is that
it enables a new form of trustworthy business processes
among multiple, mutually distrusting business entities
by offering automation, auditability, and integrity with-
out requiring participants to trust any single entity, or
mutual trust among the participating entities. Example ap-
plications include: (a) a distributed payment network that
enables banks to execute clearing and settlement mecha-
nism [39]; (b) a group of financial institutions maintaining
asset registries for securities such as bonds and gold [51].

Motivated by these mission-critical applications, our
goal is to build a permissioned blockchain network: a sys-
tem that enables a group of mutually distrusting member
organizations to define rules for validating transactions
and then maintain a shared, append-only ledger contain-
ing an ordered list of valid transactions processed by the
network. The primary requirement of such a system is that
all participants following the protocol must share a con-
sistent view of the shared ledger; i.e., a pair of correct par-
ticipants must share the same prefix of the ledger. Further-
more, for many applications, the system must maintain
high throughput (e.g., tens of thousands of transactions

per second) at relatively low latency (e.g., a few seconds).
While Byzantine fault-tolerant (BFT) protocols [22,

31, 36, 55] seem to solve the core consensus problem,
subtle, but fundamental, aspects render these protocols
insufficient for permissioned blockchain networks, even
though the underlying substrate in BFT remains relevant.
These BFT protocols were primarily designed to replicate
services in a datacenter environment—to guard against
crash failures and Byzantine behavior by a subset of the
replicas. In the context of permissioned blockchain net-
works, the protocol has to be carried out across trusted
domains with each member representing a participating
organization (such as a bank), rather than a replica of a
replicated service typically in the same trusted domain.
Consequently, the desirable guarantees must be defined
from the perspective of each member, rather than for a
replicated service as a whole only. The assumptions in
these BFT protocols must also be revisited. As an ex-
ample, the availability properties of each member (repre-
senting a well-resourced autonomous business entity) are
different from a replica running on an unreliable machine
in a traditional replicated system. Furthermore, under the
status quo, an organization does not trust the computing
infrastructure of other organizations for the security of its
cross-organizational business transactions.

These observations lead to the design of a system
called VOLT, a permissioned blockchain in which a member—
without trusting anyone else—constructs an append-only
ledger such that it shares a verifiably consistent prefix with
all other members. To accomplish this, VOLT introduces
the concept of a self-verifying ledger. Specifically, VOLT
employs a simple verifier run by each member node, and
each verifier lazily verifies an append-only ledger main-
tained by a highly-available—but untrusted—cloud ser-
vice, which we refer to as the blockchain service provider
(BSP). In other words, VOLT’s approach is to delegate
the task of maintaining a ledger to the BSP and have each
verifier execute simple, local checks on the end-to-end
behavior of the service. Naturally, these checks are inde-
pendent of the internal details of how these services are
implemented and deployed. More fundamentally, VOLT’s
approach decouples the work of a member from the rest
of the system, thereby offering desirable flexibility to
each member in terms of implementation, operation, and
configuration.

Operationally, to ensure all correct members in the
system share a consistent view of the ledger maintained
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by the BSP, VOLT’s verifiers persist succinct messages
on the BSP’s ledger itself. Specifically, each verifier peri-
odically submits a special transaction, called an approval
transaction, to the BSP to be included in the BSP’s ledger.
Such an approval transaction cryptographically encodes
a member’s complete local view of the BSP’s ledger.
We show that each verifier can process approval trans-
actions (submitted by other members) recorded in the
BSP’s ledger as part of its local checks to compute an
approved prefix—a prefix of the BSP’s ledger shared by
other members in the system. Because computing an ap-
proved prefix is a local operation, it offers the flexibility to
members to layer business-specific policies to determine
when a transaction can be considered committed.

We implement VOLT’s BSP as a cloud service atop
Azure Cosmos DB [1], a fault-tolerant cloud storage sys-
tem, and VOLT’s verifier and the approval protocol in
a client library that interacts with the BSP. To evaluate
VOLT’s costs, we build a distributed payment network.
Our experimental evaluation demonstrates that VOLT
can process up to 20K transactions/second with one sec-
ond latency and scales to 50 members in a permissioned
blockchain network.

This paper contributes the following:

• A new foundation—the concept of a self-verifying
ledger instantiated with a simple verifier and an un-
trusted BSP—for building practical distributed ledgers.

• Extensions to the core system that offer flexible, member-
controlled policies, decentralized membership man-
agement, and scale-out throughput via partitioning.

• An experimental evaluation of our implementation
that demonstrates VOLT scales to realistic workloads:
for 50-member payment network, our system achieves
about 20,000 transactions per second.

2 Requirements and design principles
This section provides an overview of VOLT’s target appli-
cations as well as its high level architecture.

2.1 Applications and requirements

Target applications. Our principal goal is to enable an
emerging class of applications that employ blockchain
networks to re-architect mission-critical business pro-
cesses [13, 38, 39, 51, 77, 84]. In a nutshell, these ap-
plications involve a group of autonomous entities process-
ing transactions that span multiple entities (e.g., payment
transactions, asset trading, transferring title of a prop-
erty, etc.), and then maintaining a ledger containing those
transactions (for auditability and compliance).

Setup and requirements. Our target system consists of
a set of members, and at setup time, they agree on the
initial list of members identified by their public keys in

a digital signature scheme. They also agree on code (or
a state machine) for validating transactions. The system
must enable these members to construct an append-only
ledger containing an ordered list of valid transactions.
Specifically, we wish to build a system that satisfies the
requirements listed below.

1. Consistency. A correct member (i.e., one that follows
its prescribed protocol) shares a consistent view of a
ledger containing an ordered list of valid transactions
processed by the system.

2. Progress. If a participant submits a valid transaction,
then it eventually (e.g., in a few seconds) appears in
the views of the ledger on all correct participants.

3. Governance. The system enables members to evolve
membership in the system (e.g., admit or evict partic-
ipants) and transaction processing rules. Concretely,
members share a consistent view of membership in a
blockchain network.

2.2 Design goals and principles

As discussed in Section 1, traditional BFT protocols fo-
cus on replicating a (deterministic) service across a set of
unreliable machines to emulate a single correct service.
Permissioned blockchains is fundamentally a different
problem, even though the core building blocks and mech-
anisms in a traditional BFT protocol remain relevant in
the design of a permissioned blockchain. We now discuss
the key observations and principles that guide the design
of our system, VOLT.

Egocentric members. Members participating in permis-
sioned blockchains are egocentric with their own inde-
pendent identities, as they usually represent organizations
(e.g., banks) to carry out business-critical transactions.
This is in contrast to the largely nameless replicas in tra-
ditional replicated services, where the correctness of the
replicated service is what matters.

Trust thyself only. Each member defines its own trust
domain and engages with other distrusting members across
trust boundaries in a permissioned blockchain. Thus, the
system must empower each member to enforce end-to-
end guarantees through a local mechanism within its trust
domain. Furthermore, the mechanism must be flexible
enough to allow each member to implement the mecha-
nism independent of how the rest of the system is archi-
tected. Whereas in a traditional BFT protocol, the entire
protocol is architected in service of one thing: emulating
a single, correct service out of multiple unreliable servers.

Realistic liveness. A BFT protocol’s goal is to tolerate
machine failures, thus requiring all nodes in the system to
participate in every step of the protocol is explicitly ruled
out. Whereas in a permissioned blockchain, each member
represents an organization and can be expected to have
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high availability as any online business-critical services
(e.g., financial transactions). Such a member can be ex-
pected to be internally fault-tolerant and any downtime
over minutes is considered an incident that triggers imme-
diate attention. Thus, permissioned blockchain protocols
can expect all members to participate in the system—at
least periodically. However, if a member fails to partici-
pate at some point, the system must not sacrifice safety.

With these observations, VOLT embraces the follow-
ing key design choices.

End-to-end verification with a simplified protocol and
a local verifier. Instead of adopting the non-trivial BFT
protocol, the design of VOLT uses a simplified protocol
with a single message type, coupled with a local verifier
that each member runs locally for end-to-end verification.
The local verifier is the only piece of code that a member
needs to trust for safety. Due to its simplicity, a member
can have its own verifier implementation. The use of a
local verifier effectively decouples each member from
how the system is architected outside of its trust domain.

Separation of policy and mechanism via a self-verifying
ledger abstraction. VOLT separates the policy from its
mechanism by implementing a self-verifying ledger ab-
straction using an untrusted blockchain service provider
(BSP). The same mechanism can be used to implement
a policy for utmost safety, for example, where a mem-
ber does not need to trust any other member for safety
and can ensure progress as long as all members remain
available to participate. Other policies similar to BFT’s
quorum failure assumptions can also be implemented. A
member can even choose a policy in between based on
it own business requirements and the policy can even be
different for different transactions (e.g., a member might
opt for utmost safety for high-value transactions, but wait
for only a sufficient quorum for low-value transactions to
make faster progress).

3 Design and architecture
This section describes the VOLT’s core building blocks
to realize a permissioned blockchain network based on a
self-verifying ledger.

3.1 Overview of VOLT’s self-verifying ledgers

Figure 1 depicts VOLT’s high level architecture to imple-
ment the concept of a self-verifying ledger. At its core,
VOLT consists of a simple verifier process run by each
member such as a financial institution that wishes to par-
ticipate in a blockchain network with other financial in-
stitutions. To orchestrate a blockchain network with the
properties discussed earlier (§2.1), VOLT relies on an
untrusted service provider that we call a blockchain ser-
vice provider (BSP). The job of the BSP is to maintain
an append-only ledger of transactions (discussed in the
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Verifier
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FIGURE 1—High level architecture of VOLT. Members run a
simple verifier process that communicates with the BSP, exe-
cutes local end-to-end checks, and outputs a consistent view of
the BSP’s ledger. The internal implementation details of the BSP
and other member nodes (denoted with shaded color) do not
compromise the safety guarantees that VOLT’s verifier ensures
to a correct member (denoted without a shaded color). Dotted
arrows represent optional communication channels.

next subsection) submitted by different members in a
blockchain network. In practice, the BSP could be of-
fered as a commercial service by a cloud provider such as
Amazon AWS and Microsoft Azure [6].

At setup time, the set of members in a blockchain
network initialize a ledger on the BSP. Then, each veri-
fier interacts with the BSP through a set of well-defined
APIs and constructs a view of the shared ledger. In the
subsections ahead, we discuss how each verifier (running
on the infrastructure controlled by a member) can ensure
properties we desire (§2.1)—by relying on end-to-end
verification of simple properties (§3.4).

Threat model. VOLT achieves its goals (§2.1) in the
following threat model. We assume participating mem-
bers and the BSP cannot violate standard cryptographic
hardness assumptions. We assume that malicious mem-
bers can arbitrarily deviate from their prescribed proto-
col. We assume that the network could be adversarial by
dropping, reordering, and duplicating messages. However,
we assume that correct entities in the system can even-
tually communicate with other correct entities. We also
assume that the network is eventually synchronous for
liveness [44]. Finally, we assume that all members in a
blockchain network periodically participate in the system
(this assumption can be relaxed at the cost of weakening
guarantees; §3.5).

3.2 Ledgers and blockchain network state

A core ingredient in VOLT is an append-only ledger. For
concreteness, we define a ledger as follows. A ledger, L,
is a chain of blocks (B1, B2, . . . , Bl) where each block, Bi,
is a tuple (Mi, Di). Di is a data block, which contains a list
of transactions, and Mi is a metadata block. Mi is a triple:
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FIGURE 2—Overview of an append-only ledger that VOLT uses
to maintain data of a blockchain network. The data structure
itself is borrowed from decentralized cryptocurrencies such as
Bitcoin: each block contains transactions and embeds a crypto-
graphic hash of its predecessor using a collision-resistant hash
function H(·). In VOLT, however, the ledger also acts as a mech-
anism for disseminating a blockchain network’s metadata, for
example, the first block in a ledger stores rules that govern the
blockchain network it represents.

(id, prev, h) where id is the identity of the ledger (the
BSP can host more than one ledger), prev ← H(Mi−1)
if i > 1 and null otherwise, h ← H(Di), and H(·) is a
collision-resistant hash function. Furthermore, the height
of a ledger height(L) is the number of blocks in L.

From a ledger to a blockchain network. We now dis-
cuss how VOLT uses the ledger data structure discussed
earlier to maintain data of a blockchain network. Figure 2
provides an overview of this, but we discuss details below.

Network constitution. A VOLT blockchain network
must reliably maintain the list of participating members,
which we refer to as the constitution. At setup time, the
list of members identified by their public keys is recorded
on the first block of the ledger, called the genesis block,
maintained by the network. The constitution is not how-
ever a static state of a VOLT blockchain network; VOLT
enables its members to evolve the membership list as well
as other metadata associated with the network (§3.6).

Network state and code. Besides the constitution of
a blockchain network, there are two other elements: (i)
blockchain network state and (ii) blockchain code. Each
member’s state in VOLT is a set of key-value pairs. For
example, if a participating member is a financial institu-
tion, the list of key-value pairs of a member can represent
account balances of its customers, or the ownership infor-
mation of physical or digital assets [12]. Thus, the state
of a VOLT network is a set of individual participating
members’ state. The blockchain code of a VOLT network
defines code that validates transactions and updates the
network state. For example, a transaction that transfers
money from an account of member bank X must include a
valid digital signature by X’s private key and there should
be enough money in the account. The initial blockchain
network state as well as blockchain code are stored in the
genesis block of a ledger along with the initial constitu-

tion.

3.3 Blockchain service provider (BSP)

As discussed earlier, the BSP’s job is to maintain and up-
date an append-only ledger (introduced above), and make
it available for members. We abstract the BSP using the
following three simple APIs: init, append, and read.

1. init(Block b)→ LedgerId id: creates a new ledger
with b as its first block and returns its identity id.

2. append(LedgerId id, Transaction t)→ Bool b:
appends t to the ledger with identity id if t is a valid
transaction according to the associated blockchain
code, and returns whether t is valid.1

3. read(LedgerId id, Height h) → LedgerSuffix
l: returns the requested suffix of a ledger containing
blocks with height greater than h.

VOLT implements these APIs using a cloud-hosted
service with high availability by leveraging a fault-tolerant
cloud storage service (§5).

3.4 VOLT’s verifier and end-to-end verification

Recall that the primary requirement of a blockchain net-
work is ensuring members share a consistent view of an
append-only ledger (containing an ordered list of transac-
tions) despite arbitrary failures of various entities in the
system. We now discuss the design of a simple verifier
run by each member to perform end-to-end verification,
which in turn enforces desirable consistency semantics—
even if the BSP or any number of members misbehave.

Approval transactions. A key building block to achieve
end-to-end verification (and hence consistency) is a spe-
cial transaction called an approval transaction. An ap-
proval transaction succinctly encodes a member’s local
view of the BSP’s ledger. Concretely, given a well-formed
ledger L = (B1, . . .Bl), an approval transaction is of the
form: (m, l, h)σm , where m is the identity of a member
(i.e., its public key), l = height(L), h = H(Bl), and σm is
a signature using the private key of m.

Observe that an approval transaction encodes the tuple
(l, h), so it uniquely certifies a ledger L (including its
contents) up to height l due to the collision-resistance
properties of H(·). Also, the transaction is signed using
the private key of m, so it cannot be forged by the BSP or
any malicious member due to the unforgeability properties
of the digital signature scheme.

Constructing a self-verifying ledger by embedding ap-
provals. VOLT embeds approval transactions in the BSP’s
ledger itself, along with other “normal” transactions sub-
mitted as part of the blockchain network. Consequently,
members can locally determine a consistent prefix of the
1For higher throughput, the BSP batches a configurable number of
transactions in a single block.
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BSP’s ledger—by processing each others’ approval trans-
actions embedded in the BSP’s ledger, as we explain next.

We first define a local validity check on a well-formed
ledger that embeds approval transactions as follows. A
well-formed ledger L = (B1, B2, . . .) is valid if, for every
approval transaction included in it s = (m, l, h)σm , σm is a
valid signature by m on s, height(L) ≥ l, and H(Bl) = h.

Approved ledger prefix. The verifier on each member
m maintains a local copy of the BSP’s ledger, Lm. m
periodically executes the following to compute a prefix
of the ledger, called an approved prefix.

1. Suppose Lm = (B1, B2, . . . , Bi) where i ≥ 1.

2. Call the BSP’s read to get a suffix of the BSP’s ledger,
(Bi+1, Bi+2, . . . , Bj) where j ≥ i + 1. The verifier re-
quires that these ledger entries from BSP are signed
with the BSP’s private key.

3. Check if the ledger (B1, B2, . . . , Bi, Bi+1, . . . , Bj) is
valid (see the definition of a valid ledger above). If so,
set Lm = (B1, B2, . . . , Bi, Bi+1, . . . , Bj). If not, invoke
the recovery protocol (§4).

4. Create an approval transaction (m, j, H(Bj))σm . Post
the transaction to the BSP using append.

5. Compute an approved prefix of the BSP’s ledger using
the following steps:

5a. Find the “most recent” approval transaction from each
member (i.e., an approval transaction that encodes the
longest prefix of the ledger) embedded in Lm. Let
A = [AM1 ,AM2 , . . . ,AMk ] denote those transactions,
where M1, M2, . . . , Mk are the identities of members
in the blockchain network.

5b. Compute the approved height ĥ = min∀a∈A a.h and
the approved ledger is a prefix of Lm with height ĥ.

We now prove that this protocol satisfies a desirable
consistency property defined below.

Definition 3.1. Two valid ledgers L1 and L2 are consis-
tent iff, for 0 ≤ i ≤ min(height(L1), height(L2)), block i
on L1 is the same as block i on L2.

Lemma 3.1. If two correct members m1 and m2 compute
approved ledgersLm1 andLm2 respectively, then they must
be consistent regardless of actions of any other members
and the BSP.

Proof. A correct node always maintains the following in-
variant: its approved prefix is always a valid ledger. Thus,
we just need to prove that approved ledger prefixes com-
puted by a pair of correct nodes are consistent according
to the above definition. We use proof by contradiction.

Suppose Lm1 and Lm2 are not consistent. Let i be the
first index such that block i on Lm1 is different than block
i on Lm2 , where block i is in the approved prefix of ledger

Lm1 and Lm2 . Since blocks in the ledger point to their
previous block, the hash of the block at height j ≥ i is
distinct on each ledger. Because the members are correct,
any approval transaction from a member node for height
j ≥ i must contain a different block hash on the two
ledgers.

Now, by the computation of the approved height, we
see that there must exist some approval transaction on
the full ledger Lm2 of the form (m1, j, H(Bj))σm1

for j ≥
height(Lm2). Since block i is contained in the approved
prefix of Lm2 , we know that height(Lm2) ≥ i. Thus, we
see that j ≥ i.

Since m2 is correct, we know that Lm2 is a well-
formed ledger. So, existence of the approval transaction
(m1, j, H(Bj))σm1

from m1 means that the block hash at
height j on Lm2 is H(Bj). Since m1 has signed that ap-
proval transaction, this means that the block hash at height
j onLm1 must be the same as the hash in the approval trans-
action (i.e., H(Bj)). However, this is not possible since we
assumed that block i on both ledgers are distinct and j ≥ i.
Hence the two ledger prefixes must be consistent.

3.5 Flexible policies on safety and availability

The verifier in the prior subsection ensures a strong safety
property to each correct member. The safety property
holds even if the BSP is malicious and even if any subset
of other members behave maliciously. Consistent with
our realistic liveness principle (§2.2), it requires periodic
participation from every member in the system. We now
discuss how different blockchain deployments can config-
ure policies to trade off safety for availability—without
any changes to the core design of the verifier or the BSP.
Such a support for flexible policies is a side effect of
how VOLT orchestrates self-verifying ledgers: the verifier
run by each member lazily validates a ledger created and
maintained by the BSP.

Concretely, we describe how the VOLT verifier can re-
lax the availability requirement on members—at the cost
of introducing assumptions for ensuring safety properties.
At a high level, this refinement adopts quorum intersec-
tion ideas from classical fault-tolerance protocols [31, 57].
It guarantees safety and liveness as long as any 2/3rd of
members and the BSP participate in the system. Specifi-
cally, the verifier on each member runs the same protocol
as before except that it computes the approved prefix a
bit differently with a two-round approval protocol (i.e.,
step 5 in the protocol discussed in Section 3.4):

a. Find the most recent approval transaction from each
member in Lm as before and sort them based on the
length of the ledger prefix encoded in those transac-
tions. Let Â = [A1,A2, . . . ,Ak] denote the sorted
approval transactions, one from each of the k mem-
bers, embedded in Lm.
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FIGURE 3—State of the BSP’s ledger during an example run
of the two-round approval protocol (§3.5). We denote Bi as
the previous block for Bi+1 and omit metadata blocks. We use
T(mi, Bj) to denote a approval transaction from a member node
mi for block Bj (§3.4). Suppose there are four members (i.e., n =
4), so at most one member can be faulty (i.e., f=1). Observe that
2f +1 members (i.e., m1, m2, m3) have sent approval transactions
for block B12 or B13, thus all blocks prior to and including
B12 are pre-approved. To find the approved block with the
highest height, members run the same algorithm assuming that
the ledger ends at the highest pre-approved height. This ensures
that at least 2f + 1 members have witnessed the block at the
highest pre-approved height. Thus, all blocks up to and including
B10 are approved.

b. Compute the pre-approved height as ĥp = A⌈2n/3⌉.h.
The pre-approved ledger is the prefix of Lm with
height ĥp.

c. Rerun the above two steps with the pre-approved
ledger. Output the resulting ledger prefix as the ap-
proved prefix.

Figure 3 depicts an example run. We now prove that
this modified protocol preserves consistency and liveness.
Our proofs rely on the assumption that at most ⌊n/3⌋
members deviate arbitrarily from their prescribed protocol
where n is the total number of members at any instance in
the system. Consider n = 3f + 1 members where at most
f members can deviate from their protocol.

Lemma 3.2. If two correct members m1 and m2 output
approved ledgers Lm1 and Lm2 respectively, then the two
ledgers are consistent as long as at most f members devi-
ate arbitrarily.

Proof (sketch). We first prove the following: if a block b
is in the pre-approved ledger at height h for one correct
member, then no block b′ can be in the pre-approved
ledger at height h for any other correct member. If a block
b is in the pre-approved ledger at height h, then there is at
least 2f +1 members whose approval transactions include
block b at height h. Thus, if block b′ is in the pre-approved
ledger at height h for some other correct member, then
there is another set of 2f + 1 members whose approval
transactions include block b at height h. Since there are
only 3f + 1 members, these two quorums intersect in
at least f + 1 members, of which at least one is correct.
Therefore, at least one correct member must have sent an
approval transaction for block b and block b′ at height h,
which is a contradiction. Since the approved ledgers are

a prefix of the pre-approved ledgers, our lemma implies
that any two approved ledgers are consistent.

Lemma 3.3. If the BSP is live, then any transaction sub-
mitted to the BSP will eventually appear in the approved
prefixes of correct members as long as at most f members
deviate arbitrarily.

Proof (sketch). The liveness property is satisfied since no
coalition of f members can stop the protocol from mak-
ing progress: our two-round approval protocol requires
participation of only 2f + 1 members and the BSP.

3.6 Network governance: dynamic membership

One of the requirements of permissioned blockchain net-
works is support for network governance. The simplest ex-
ample is managing membership in the network—adding
and removing members from the network. Other examples
include evolving transaction processing state machine, or
updating the identity (i.e., public key) of a member. Such
reconfiguration is a thorny problem in traditional replica-
tion protocols.

Fortunately, it is straightforward to implement net-
work governance tasks with VOLT. Our key insight is that
a self-verifying ledger (where members share a consistent
view of the ledger) is a powerful abstraction to efficiently
implement desirable network governance tasks. Specifi-
cally, we can treat the list of members or their identities as
state on the BSP’s ledger. Thus, we can mutate that state
consistently with our transaction processing logic; and
share a consistent view of such transactions via VOLT’s
approval protocol.

Concretely, the ledger’s state machine contains a vari-
able for the list of members identified by their public keys.
Members can submit transactions to add new members
or remove members from that list. Such transactions get
sequenced in the BSP’s ledger similar to regular transac-
tions. Since members share a consistent view of the BSP’s
ledger, every pair of correct members share a consistent
view of the network membership. To prevent malicious
members from misusing such transactions, a simple refine-
ment is to require that such network governance transac-
tions carry digital signatures from a quorum of members
(where the quorum size can be configured depending on
the application). Finally, we expect such governance trans-
actions to be executed infrequently in practical permis-
sioned blockchains, so network governance tasks create
negligible impact on transaction processing throughput.

4 Recovery
The BSP is untrusted by members in a VOLT blockchain
network, except for its availability. However, a compro-
mised BSP can deviate from its desired behavior. For
example, the BSP can create an ill-formed ledger, which
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is easy to detect locally by the verifier on each mem-
ber. It can also mount a more sophisticated attack that
is hard to detect locally (e.g., the BSP can create a fork
in a ledger that assigns two different blocks to the same
height and expose different forks to different members).
This by itself does not violate any safety property (from
a member’s perspective), but members must detect and
recover from such behavior. Otherwise, it can turn into a
liveness violation.

To address this, VOLT includes a simple mechanism
to reinitialize the state of the BSP. Conceptually, the
BSP in VOLT is similar to a leader in traditional BFT
protocols—although a leader in BFT is an unreliable
replica whereas VOLT’s BSP is an internally-replicated
highly-available service hosted on the cloud. We adapt
ideas from the view-change protocol in traditional BFT
protocols to recover from failures of the BSP. We now dis-
cuss VOLT’s recovery protocol for the one-round approval
protocol (§3.4). The same mechanism can be adapted to
the two-round approval protocol (§3.5) where only 2/3rd
of members need to participate in the protocol.

4.1 Initializing the state of the new BSP

When a correct member detects misbehavior of the BSP,
it convinces other correct members that the BSP is misbe-
having by broadcasting a message to other members. For
safety violations, this is done by broadcasting a proof of
misbehavior, such as a forked chain signed by the BSP or
a malformed ledger signed by the BSP. For liveness viola-
tions, however, it is hard to prescribe a solution for every
application. For some applications, it may be enough for
there to be a programmatic solution like sending a “sus-
pect liveness violation” message to everyone, and then
if a threshold number of members sign the same, correct
members mark the BSP to be faulty and members move
to a new BSP. However, other applications may rely on
human operators or other complex business processes to
mark the BSP faulty. We abstract this and assume that
if one correct member marks the BSP as faulty, then all
other correct members will eventually mark the BSP as
faulty. Recovering from a failed or faulty BSP involves
two steps.

(1) Selecting a new BSP. The new BSP could simply
be a different instance of the BSP on the same service
provider who hosted the prior BSP that is now marked
faulty. Alternatively, the new BSP may be selected ahead
of time or via an offline method. We assume that even-
tually every member agrees on the same new BSP (this
only affects liveness, but not safety as we show later in
the section).

(2) Initializing the new BSP. The new BSP creates a
ledgerL∗ by using the local states of members,L1, . . . ,Ln.
The new BSP selects an L∗’s identity (§3.2) to be greater

than the identity of the ledger that members want to re-
cover. This is analgous to ballot (or view) numbers in tra-
ditional BFT protocols [31]. The new BSP simply records
the local state of all members on the new ledger.

4.2 The verifier’s checks

When the verifier on a correct member marks the BSP as
faulty, it stops interacting with the old BSP. Furthermore,
when the verifier receives a ledger L∗ from the new BSP,
it executes the following checks.

1. By reading L∗, the verifier locally computes a prefix
as follows:

1a. The verifier first drops any Li that is sent from a mis-
behaving member node by checking two invariants:
(i) Li is a valid ledger and (ii) the height of Li is
greater than or equal to the height of any approval
transaction sent by member mi that appears on any
other ledger. DefineA = [L1,L2, · · · Ln] to be the list
of the remaining ledgers.

1b. Let the longest consistent prefix of a set of ledgers
C be the ledger, lcp(C), that is consistent with every
ledger in C and is of maximum height.

1c. The verifier then computes L′ = lcp(A).
2. The verifier then sends an approval transaction that

certifiesL′ on the new BSP’s ledgerL∗. Once the veri-
fier sees approval transactions from all other members,
then it continues to use L∗.
We now show that, for any correct member m, the

above protocol results in the new BSP containing a ledger
L′ that has m’s approved prefix as a prefix of L′. This
protocol is deterministic given the same L∗, so all correct
verifiers will compute the same L′. First, note that the
approved prefix of each member should be a prefix of
all local ledgers included in A. Any ledger not satisfying
property would have been dropped due to Lemma 3.1.2

Finally, to prove correctness of our protocol, we start
with the following lemma:

Lemma 4.1. For a correct member m1, letA be the list of
the ledgers computed in step 1a of the recovery protocol,
then m1’s approved prefix Lm1 is a prefix of any ledger
L′

m2 ∈ A from a member m2.

Proof. Because ledger Lm1 is an approved prefix, due
to the invariants in step 1a, there exists some approval
transaction from m2 of the form
(m2, j, H(Bj))σm2

, where j ≥ height(Lm1) and H(Bj) is the
hash of the block at height j for both Lm1 and m2’s ledger

2Note that, if a member m is compromised with its local ledger corrupted
or lost, VOLT does not guarantee that the previously approved prefix
on m remains a prefix of the new ledger after the recovery. But the
compromise of m does not affect others; the property holds for any
correct member.
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L′
m2 . Furthermore, since Lm1 is an approved prefix, we

know that it must be a prefix of a ledger whose block
at height j has a block hash H(Bj). Call this ledger L(j).
Additionally, this ledger is unique as H(·) is collision-
resistant.

However, since L′
m2 is valid and contains the above

approval transaction, it must have a block at height j
whose block hash is H(Bj). Therefore, we see that L(j) is
a prefix of L′

m2 . Thus, we see that Lm1 is a prefix of L′
m2 ,

as desired.

Lemma 4.2. Suppose a correct member m1’s verifier
computes L′ during recovery and m1 has an approved
prefix Lm1 before recovery. Then, Lm1 is a prefix of L′.

Proof. By Lemma 4.1, we see that Lm1 is a prefix of
any ledger in A computed in step 1a. Since a correct
member m1 computes L′ as the longest common prefix
of all ledgers in A, we see that L′ must contain Lm1 as a
prefix.

Note that our recovery protocol’s correctness (due
to Lemma 4.2) only relies on Lemma 4.1. Thus, we can
adapt our recovery protocol slightly to work for any safety
policy that satisfies Lemma 4.1, which includes our two-
round approval protocol (§3.5).

5 Implementation
We implement VOLT in 6,000 lines of Rust. The verifier
implementation—that a member must trust or can imple-
ment itself—is only 1,500 lines of code, and the rest is the
BSP implementation, which is about 4,500 lines of code.
Each member persists its local state using LevelDB.3 We
implement the BSP as a Web service built with the Rocket
framework.4 Each API of the BSP (§3.3) is handled by a
separate microservice. All the BSP’s microservices oper-
ate on state maintained in a fault-tolerant data store (our
prototype uses Azure CosmosDB).5

Concretely, the microservice that implements the
append API creates the ledger data structure as an entry
in a table on CosmosDB; and the microservice that im-
plements read API serves its requests by executing read
operations on the same table. Each block of a ledger cre-
ated with the BSP is keyed by the tuple (lid, height) where
lid is the identity of the ledger and height is the height of
the block stored at this location. To reduce roundtrips
to the database, read API issues range queries to re-
trieve a batch of blocks at once from the table in Cos-
mosDB. Finally, we use SHA-256 for a collision-resistant
hash function, and Ed25519 for digital signatures. For
these cryptographic operations, we use rust-crypto

3https://github.com/google/leveldb
4https://github.com/SergioBenitez/Rocket
5https://docs.microsoft.com/en-us/azure/cosmos-db/introduction

and ring crates.6 We have not implemented extensions
for recovery (§4), but it does not impact the normal-case
performance.

Application: Distributed payment network. To demon-
strate the costs and benefits of VOLT, we build a realistic
application: a distributed payment network for a group
of financial institutions, such as banks, to process and
settle payment transactions on behalf of their customers.
At a high level, a payment network consists of a set of
accounts. Each account has a name and a balance. A trans-
action in such a network consists of a transfer of value
from one account to another. In our case, each account is
named by a public key in a digital signature scheme (i.e.,
an Ed25519 public key), which makes it easy to authen-
ticate transactions. We now discuss how we implement
such a payment network with VOLT.

Network constitution. Naturally, financial institutions
that wish to transact with one another form the set of mem-
bers in VOLT’s protocol. The member set can grow or
shrink over time using VOLT’s governance (§3.6). These
members maintain a self-verifying ledger (containing all
transactions including approval transactions processed by
the network) such that all members share a consistent
view of the shared ledger. However, we need a way to
bootstrap the system with a set of accounts and balances.

Bootstrapping accounts. To bootstrap accounts, our
implementation employs a group of credit providers who
have the ability to inject new currency into the network,
which is similar in spirit to many enterprise payment net-
works [41, 64]. A credit provider is any bank in the mem-
ber set who can issue coins on the ledger to any account.7

Note that our payment network application generalizes
easily to any digitally-issued assets [84].

Processing transactions. The internal state of the ledger
at any point includes: (1) the list of members in the
blockchain network, (2) the list of credit providers, and
(3) accounts. All these entities are identified by their pub-
lic keys. The blockchain network processes two types
of transactions. A credit provider can create an issue
transaction, which supplies new coins to an account. The
account owner can then spend those coins by creating
a spend transaction, which transfers coins from one ac-
count to another. To prevent an adversary from replaying
transactions, we employ a standard technique: transac-
tions include per-account sequence numbers, and they
must be monotonically increasing.

6https://crates.io/crates/ring
7The idea is that such a credit provider abides by a legally-enforceable
contract that the coins it creates can be converted back to a fiat cur-
rency at anytime by transferring those issued coins back to the credit
provider’s account in the payment network. Another example is a cen-
tral bank of a country who issues coins on this payment network to
a particular financial institution, perhaps after deducting fiat money
in that institution’s account at the central bank. The latter example is
similar to a use case considered in prior works [26, 41].
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6 Experimental evaluation
Our goal in this section is to demonstrate that the verifier
in VOLT incurs modest resource costs to participate in a
blockchain network and that VOLT can achieve perfor-
mance sufficient for many of our target applications.

Our experimental evaluation answers the following
questions. First, what are the resource costs imposed
on members in a VOLT blockchain network? Second,
what is the end-to-end performance of VOLT in terms
of throughput and latency? And how does it compare to
other blockchain systems? We answer these questions
in the context of an enterprise application: a distributed
payment network that we built atop VOLT (§5). Note the
same application can be used for other forms of consor-
tium applications for asset tracking and value exchange.
Figure 4 summarizes our results.

6.1 Setup, metrics, and microbenchmarks

We deploy the BSP on a cluster of five machines on Mi-
crosoft Azure cloud, each with the following configura-
tion: Ubuntu Linux 16.04 running on Standard_F16s_v2
VMs (i.e., an Intel Xeon E5-2673 v3 processor, 16 cores,
32 GB RAM, and 128 GB local SSD storage). In our ex-
periments, we reserve 250 GB for storage and 500,000
request units per second on Azure’s CosmosDB.8 We use
a similar cluster to run members, but we pack multiple
members on the same machine to allow us to experiment
with larger network sizes without deploying excessive
hardware. Note that members and the BSP machines run
in the same geographic region, so our results do not con-
sider the effect of a geo-distributed deployment. We ex-
pect the peak throughput to remain the same, but discuss
the effect on end-to-end latency due to a wide-area net-
work below. We run all experiments at least five times and
report averages. Standard deviations are less than 10%,
so we do not report them.

Our principal evaluation metrics include: resource
costs (CPU, network, etc.) imposed on members to partic-
ipate in a blockchain network; we are also interested in
throughput (in transactions/second) and latency (in sec-
onds). In our experiments, we use a dedicated machine to
submit transactions to the BSP, and members execute the
VOLT approval protocol to locally compute their approval
prefixes.

Microbenchmarks. To put our end-to-end performance
results in context, we run a set of microbenchmarks to
measure the cost of various cryptographic primitives that
VOLT uses. Figure 5 depicts our results. As expected, the
cryptographic operations that VOLT relies on are light-
weight, thus we expect VOLT’s approval protocol to add
negligible overheads to end-to-end performance.

8https://docs.microsoft.com/en-us/azure/cosmos-db/request-units

6.2 Resource costs of VOLT’s verifier

The principal cost incurred by a member in VOLT is par-
ticipating in the approval protocol: members must validate
the BSP’s ledger, send approval transactions, and compute
approval prefixes by using approval transactions of other
members. To understand these costs, we run a series of
experiments in which the verifier interacts with the BSP
and executes the approval protocol (§3.4).

We measure resource costs in terms of CPU, storage,
and network incurred by the verifier in these experiments.
Figure 6 summarizes our results. As we expect from our
microbenchmarks, the verifier incurs little overheads to
participate in VOLT’s approval protocol.

6.3 End-to-end performance of VOLT

To understand VOLT’s performance, we deploy the BSP
and members on our cluster (§6.1), configured to run
our payment network (§5). For comparison, we consider
the following baselines: (1) a private Ethereum network
using Azure Blockchain as a Service [6]; (2) Chain [2], a
system closest to VOLT except that it does not provide the
same level of security and recovery guarantees as VOLT;
(3) VOLT–, A version of VOLT that does not include its
approval protocol (hence trusts the BSP for security).

To put our results in perspective, we also compare
VOLT’s performance to recent BFT-based permissioned
blockchains [17, 47]. Asymptotically, VOLT requires the
same number of messages to reach consensus as prior
BFT protocols, although it achieves a natural batching
effect due to its approval transactions (§3.4). Thus, our
goal here is not to demonstrate that VOLT performs bet-
ter or worse than BFT-based baselines, but rather assess
whether VOLT’s performance is in the same ballpark—
while achieving its design goals (§2.2), which are relevant
for practical deployments of permissioned blockchains.
For comparison, we rely on results reported in their pa-
pers (on comparable hardware); in the future, we plan to
run those systems on the same hardware platform.

For other baselines, we implement the payment net-
work application on Ethereum using Solidity [10], and de-
ploy a private Ethereum network using Azure Blockchain
as a Service [6]. The other baseline, Chain [2], natively
supports such an application. We deploy both of them on
the same cluster and measure their transaction processing
throughput. By default, Chain generates a block with ≈ 1
second latency, so we configure VOLT so members send
their approval transactions every second. For VOLT and
VOLT–, we batch 1,000 transactions in a block and use
our one-round approval protocol (§3.4).

Throughput. To measure the throughput of processing
transactions, we use a client process that submits trans-
actions to a given blockchain network: the client process
creates multiple threads where each thread submits trans-
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The verifier in a VOLT blockchain network incurs small resource costs §6.2
VOLT scales to realistic workloads: 20,000 transactions/second and sub-second block latencies, with 50 members §6.3
The approval protocol adds negligible overheads on the transaction processing throughput §6.3

FIGURE 4—Summary of evaluation results

Size of signature material
key pair 85 bytes
public key 32 bytes
signature 64 bytes

CPU cost of signature operations
generate a key pair 85.7µs
sign a message 43.3µs
verify a signature 0.14 ms

Ledger parameters
transaction size ≈ 188 bytes
block size (1000 transactions) ≈ 220 KB

FIGURE 5—Microbenchmarks for VOLT’s underlying crypto-
graphic primitives and ledger building blocks.

CPU costs
generate approval transaction <100µs
verify approval transaction 0.15 ms
validate ledger (100 blocks, batch=1000) 0.40 s
validate ledger (200 blocks, batch=1000) 0.85 s
validate ledger (400 blocks, batch=1000) 1.22 s

Storage costs
block (batch=1000) ≈ 220 KB

Network costs
approval transaction 256 bytes

FIGURE 6—Resource costs of members in a VOLT.
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FIGURE 7—Transaction processing throughput of VOLT and
its baselines (§6.1) for our payment network application (§5).
VOLT does not rely on mining, so its throughput is orders of
magnitude higher than Ethereum. We find Chain to be unop-
timized for throughput, but we include it here for rough com-
parison. Both VOLT and VOLT- achieve excellent throughput
due to their powerful BSP. See text for additional details of the
experiment.

actions in a closed loop. We then measure the number
of transactions processed per second by the blockchain
network and latency for each transaction from the perspec-

tive of the client process. To determine peak throughput,
we progressively increase the number of threads in the
client process. Figure 7 depicts our results.

As expected, VOLT’s throughput is orders of magni-
tude better than a private Ethereum network since
Ethereum uses expensive proof-of-work, which is unnec-
essary for permissioned blockchain networks. Perhaps
surprisingly, Chain’s throughput is not significantly better
than Ethereum (though it does not use proof-of-work to
construct a ledger): we find that its codebase is not opti-
mized for high throughput, possibly because we use the
developer edition.9 Furthermore, the results we describe
for Chain is optimistic for Chain: we depict results with a
single member (whereas for VOLT and VOLT–, we use
10 members in the network) as our measurements show
much worse performance for Chain when we vary the
number of members from 1 to 8. This is indeed not funda-
mental as we demonstrate with VOLT–, which is similar
to VOLT except that it does not use the approval protocol
(so VOLT– is closer to Chain except for the microser-
vices architecture with a highly-available cloud storage
service).

The key takeaway is that VOLT and VOLT– both
achieve similar throughput i.e., VOLT’s approval protocol
adds negligible overheads. The fundamental reason is that
members send their approval transactions every second
i.e., every ≈20 blocks. Since there are only 10 approval
transactions (i.e., one from each member) per second sub-
mitted to the BSP (vs. 0 in VOLT–), the overheads on
end-to-end throughput are negligible: the BSP processes
≈20K regular transactions/second and approval transac-
tions constitute less than 0.1% of regular transactions (for
this configuration we experiment with).

Finally, compared to BFT-based systems, VOLT achieves
competitive performance: VOLT has higher throughput
(by a small factors), but it also incurs higher latency com-
pared to those BFT-based systems (not depicted). For
example, Hyperledger Fabric [17] achieves about 4,000
transactions/second with several hundred milliseconds of
latency, and SBFT [47] achieves about 10,000 transac-
tions/second with 100 ms of latency,
whereas VOLT’s latency is about 2 seconds with one-
round approval protocol. VOLT can also lower its la-
tency to hundreds of milliseconds since the verifier is
fast enough to validate a ledger and submit its approval
transactions (Figure 6)—while not significantly overload-
ing the BSP with their approval transactions.

9https://github.com/chain/chain
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Larger network sizes. Many permissioned blockchain
applications require the system to scale to tens of mem-
bers. We now assess whether VOLT can support such
network sizes. we run many experiments with number of
members varied in increments of 10. We keep the same
parameters for the approval protocol as before.

Figure 8 depicts our results. We find that VOLT with
its experimental infrastructure backed by a powerful cloud
storage can sustain high throughput (>20K transactions/second)
with tens of members in a network. However, our imple-
mentation does not scale indefinitely, and the BSP appears
to the bottleneck in our current implementation: for larger
network sizes with 60 or 70 members, the BSP’s through-
put drops to several thousand transactions per second. We
hypothesize that VOLT can sustain its peak throughput
if we introduce a sophisticated caching layer at the BSP
between its microservices and CosmosDB and shard the
data stored on CosmosDB so that it can support collec-
tively support larger request rates. Experimenting with
these refinements is work in progress.

FIGURE 8—Throughput of VOLT with increasing network sizes.
Our experimental results demonstrate that VOLT can sustain
realistic throughput for modest-sized networks (see text for
details of the experiment).

7 Related work
VOLT relates to prior work in distributed systems and
cryptocurrencies. We now discuss their relationship with
VOLT. (Bonneau et al. [24] and Cachin et al. [30] provide
an excellent survey of many of these works.)

BFT and permissioned blockchains. Byzantine fault-
tolerant (BFT) replication protocols enable building dis-
tributed systems that can tolerate the compromise of a
fraction of machines in the system. Following PBFT [31],
there is a long line of work to improve performance [49,
55, 56, 63, 75], robustness [32, 37, 60], confidential-
ity [85, 86], and fault models [15] of BFT protocols.
These protocols and systems were developed for replicat-
ing a service for fault-tolerance. However, one could apply
them to build a permissioned blockchain network [5, 8, 26,

78]. There are also recent proposals [17, 47, 64, 67, 74]
to improve prior BFT protocols in the context of permis-
sioned blockchain networks. VOLT departs from these
works by embracing a different set of design principles
that are more suitable in the context of a permissioned
blockchain (§2.2), which leads to a significantly different
design (§3)—while being competitive on performance
with the state-of-the-art BFT systems (§6).

Public cryptocurrencies. Cryptocurrencies such as Bit-
coin [68] and Ethereum [83] create a trustworthy ledger
abstraction using a combination of resource-intensive puz-
zles and incentives [45, 69, 73]. However, enterprises
cannot directly use them to build our target business ap-
plications (§2.1). If we look at them from a traditional
systems perspective, they scale poorly [27, 40]. There are
proposals to address the performance limitations of these
systems [14, 42, 46, 53, 66, 75]. However, they all operate
in a permissionless model (so they must defend against
Sybil attacks). Thus, they inherently require incentives
(provided in the form of a cryptocurrency by the proto-
col) in addition to proof-of-work [14, 42, 53] (or alter-
nate approaches such as proof-of-stake [20, 21, 52, 88]).
Thus, the guarantees of these systems are rooted in con-
suming resources to prevent Sybil attacks. Finally, these
cryptocurrencies are monetarily expensive. For exam-
ple, it costs over millions of USD per GB of storage
on Ethereum.10 Compared to these works, VOLT targets
enterprise applications where entities have well-known
identities sidestepping the need for expensive permission-
less consensus protocols.

Untrusted storage. As in VOLT and other blockchain
systems, prior untrusted storage systems [29, 43, 59, 61,
62, 76, 79] use hash chains to prevent untrusted partici-
pants in the system from tampering with operation his-
tories. For example, they use hash chains to implement
various storage interfaces such as file systems [59], key-
value stores [43, 61, 76, 79]. All these systems target low
latency and high availability (e.g., they strive to avoid
client-to-client communication), so they only provide
weaker consistency guarantees such as variants of fork
consistency [65]. Since VOLT targets mission-critical ap-
plications with financial implications (§2), VOLT prefers
stronger safety and higher throughput over low latency.
While these systems implement various storage inter-
faces, VOLT is more general since it exposes the abstrac-
tion of a ledger, which it uses to store a general-purpose
state machine and transactions. Cachin proposes a similar
abstraction atop a ledger, but retains the weaker fork-
linearizability [28].

Trusted hardware. A2M [34] and Trinc [58] explore
small trusted primitives (at each server) for building trust-

10It costs 20,000 gas/256 bits [83]; the gas price is ≈ 10−8 ETH [3, 4].
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worthy distributed systems. Relatedly, there are other pro-
posals for permissioned blockchains by relying on trusted
hardware such as Intel SGX enclaves (e.g., Coco [7] and
Sawtooth Lake [9]). REM [90] leverages enclaves in con-
junction with proof-of-useful-work to operate in an open,
permissionless model. VOLT does not require a trusted
hardware. We leave it to future work to explore extensions
to our current design to offload more work to the BSP.

Other substrates. Several works [11, 89] propose using
secure hardware for trusted data injection into blockchain
systems. VOLT can naturally incorporate these ideas. Vir-
tual chain [71] proposes a layer atop blockchains (like
VOLT’s protocol), but only provides fork* consistency.
Many works [16, 23, 35, 82] propose techniques to reduce
(in a security proof sense) equivocation by entities that
generate hash chains to the security of a public blockchain.
VOLT can leverage them to limit BSP’s misbehavior when
members are offline. Finally, CoSi [80] enables a group
of entities to create succinct signatures on a given state-
ment. It can be used in VOLT to compress approval trans-
actions. However, it requires increased coordination be-
tween member nodes and the BSP to generate a signature.
Furthermore, the BSP must know how many signatures
it has to collect and what policies member nodes follow
to commit transactions. All of these are oblivious to the
BSP in our current design. Thus the use of CoSi increases
the complexity of the BSP.

8 Discussion
Verifier acceleration and additional outsourcing. In
VOLT, members re-execute transactions on the BSP’s
ledger to verify their validity. As a simple extension, the
verifiers can save CPU resources by batch verifying sig-
natures. In the future, we wish to employ recent progress
on verifying concurrent applications and services [81]
to make the BSP process transactions concurrently and
to further accelerate the verifier. Relatedly, we wish to
augment the BSP to employ cryptographic verifiable com-
putation protocols [19, 25, 72] to produce a succinct proof
that the ledger contains only valid transactions. Members
can simply verify such succinct proofs before sending
their approval transactions.

Confidentiality. VOLT does not aim to provide con-
fidentiality properties, for example, hiding data and/or
metadata about transactions from entities not involved in
a transaction. There are broadly two existing approaches
to confidentiality: (1) using trusted execution environ-
ments such as Intel SGX to process transactions [7, 9];
and (2) applying cryptographic proof systems [33, 54, 70].
Both approaches compose well with VOLT; we leave it
to future work to integrate them with VOLT.

Fairness. A key concern in blockchain systems is pro-
viding a form of fairness to transactions. Broadly speak-

ing, fairness typically means that transactions will be con-
firmed in a timely manner. Permissionless blockchains use
transaction fees (i.e., economic incentives) to achieve fair-
ness. An potential approach is to encrypt the transactions
and hide useful metadata through the use of hardware
enclaves and/or other cryptographic methods [18, 54].
However, there is no perfect solution: while we can try to
hide the transaction data and some metadata, malicious en-
tities can always filter transactions based on any metatdata
that can be inferred via collusion with other malicious
members, a point made by Herlihy and Moir [50] who
also propose a scheme to improve fairness in blockchains
via accountability [48, 87]. VOLT can be extended to
incorporate these ideas depending on the application.

9 Summary
This paper studies the problem of designing a permis-
sioned blockchain for an emerging class of mission-critical
cross-organizational business applications among a group
of mutually distrusting members. Our goal was to build
a system that is (1) member-centric (ii) achieves practi-
cal performance, (iii) ensures strong safety guarantees to
each correct member in the system. These goals led us to
depart from prior work on BFT (§2.2,§7) and embrace the
concept of a self-verifying ledger orchestrated with a sim-
ple verifier on each member and an untrusted blockchain
service provider (BSP). Our system, VOLT, implements
this concept and achieves all of the above goals; it is also
simple to implement and deploy in practice.
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