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ABSTRACT

We demonstrate a video captioning bot, named Seeing Bot,
which can generate a natural language description about
what it is seeing in near real time. Specifically, given a live
streaming video, Seeing Bot runs two pre-learned and comple-
mentary captioning modules in parallel—one for generating
image-level caption for each sampled frame, and the other
for generating video-level caption for each sampled video clip.
In particular, both the image and video captioning modules
are boosted by incorporating semantic attributes which can
enrich the generated descriptions, leading to human-level
caption generation. A visual-semantic embedding model is
then exploited to rank and select the final caption from the
two parallel modules by considering the semantic relevance
between video content and the generated captions. The See-
ing Bot finally converts the generated description to speech
and sends the speech to an end user via an earphone. Our
demonstration is conducted on any videos in the wild and
supports live video captioning.
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Figure 1: The workflow of Seeing Bot.

1 INTRODUCTION

Recognition of videos has been a fundamental challenge
of both computer vision and multimedia communities for
decades. Previous research has predominantly focused on
recognizing videos with a predefined yet very limited set of
individual words. Recently, researchers have strived to auto-
matically describe video content with a complete and natural
sentence, which is called video captioning. There is a wide
variety of applications based on the generated description,
ranging from editing, indexing, search, to practical tools that
help blind and visually impaired people.

Although video captioning has been an emerging topic, it
is a challenging issue to create a real bot which can convert a
live streaming video to a natural language description in real
time. We present in this demo such a kind of video captioning
bot, named Seeing Bot. Figure 1 shows the workflow of Seeing
Bot. Specifically, users are able to easily capture live videos by
using mobile devices or wearable camcorders. The recorded
video is delivered to the Seeing Bot client, where our video
captioning system generates a natural sentence describing the
video content. Then, the sentence is converted into speech
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and sent to an end user via an earphone. Our Seeting Bot
provides the capability of real time understanding of real
scene and triggering human-bot conversation.

Our Seeing Bot has the following distinct characteristics.
First, it runs two parallel image and video captioning modules
in real time, which can complement the generated captions
to each other. More importantly, both image and video cap-
tioning modules are attribute-augmented architectures by
integrating semantic attributes into captioning framework
for enhancing caption generation. Second, it is equipped with
a visual-semantic embedding model to automatically select
the best caption from these two modules.

2 TECHNOLOGY

Figure 2 shows an overview of our caption generation frame-
work in Seeing Bot, which is mainly composed of two com-
ponents: 1) Image captioning model (Img2Cap) and video
captioning model (Video2Cap), which are capable of generat-
ing natural sentence candidates of sampled frames and video
clip. 2) visual-semantic embedding for selecting the most
relevant sentence according to current input video stream.
Finally, the output sentence is converted into a speech, which
is further sent to an end user via an earphone.

In the following, we begin the Section by presenting the
motivation and implementation of our image/video caption-
ing modules and visual-semantic embedding model, followed
by the introduction of the interface.

2.1 Image and video captioning modules

Given the streaming video from a live camera, our goal is
to generate several natural sentence candidates for sampled
frames or video clip. Recently, researchers have strived to
this target—automatically describing the content of an image
or video with a complete and natural sentence, which has
a great potential impact for instance on robotic vision or
helping visually impaired people. Most of recent attempts on
image captioning [3, 13] and video captioning [8, 12] follow
the elegant recipe of Convolutional Neural Networks (CNN)
plus Recurrent Neural Networks (RNN) architecture, which
is to translate directly from image/video representation to
language. While encouraging performances are reported in
the corresponding in-domain benchmarks, these CNN plus
RNN models do not explicitly take more high-level and de-
tailed semantic information from images/videos into account,
resulting in limited ability of recognizing rich semantic cues
when applied in the wild. Hence, to enrich the generated
image/video descriptions in Seeing Bot with more seman-
tic cues, we employ our state-of-the-art semantic attributes
based image captioning [15] and video captioning [9] models
to generate frame-level caption of each sampled frame and
video-level caption of each video clip, respectively.
Semantic attributes based image captioning. Sup-
pose we have an image I to be described by a textual sentence
S, where § = {w1, w2, ..., wn, } consisting of N, words. Let I
and w; denote the image representation of the image I and
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S*: “A double decker bus is driving down the street.”

Figure 2: An overview of our caption generation
framework in Seeing Bot.

the textual feature of the ¢-th word w; in sentence S, respec-
tively. Furthermore, we have feature vector A; to represent
the probability distribution over the high-level attributes
for image I. Specifically, we train the attribute detectors by
using the weakly-supervised approach of Multiple Instance
Learning (image MIL model) in [4] over image captioning
benchmark and treat the final image-level response probabil-
ities of all the attributes as A;.

Inspired by the recent successes of probabilistic sequence
models leveraged in statistical machine translation [11], we
formulate this semantic attributes based image captioning
model in an end-to-end fashion based on RNN which encodes
the given image and its detected attributes into a fixed di-
mensional vector, and then decodes the vector to the target
output sentence. Hence, the sentence generation problem is
formulated by minimizing the following loss as

E(I,A;,S) = —logPr (S|, Ay), (1)

which is the negative log probability of the correct textual
sentence given the image representation and detected at-
tributes. Since the CNN plus RNN model produces one word
in the sentence at each time step, it is natural to apply chain
rule to model the joint probability over the sequential words.
Thus, the log probability of the sentence is given by the sum
of the log probabilities over the words:

Ns
logPr (S|I, A;) = Zlog Pr(w¢|I, Aj,wo,...,Wi_1). (2)

t=1
By minimizing this loss, the contextual relationship among
the words in the sentence can be guaranteed given the image
and its detected semantic attributes. We formulate this task
as a variable-length sequence-to-sequence problem and model
the parametric distribution Pr(w|I, A, wo,...,w¢_1) in
Eq.(2) with Long Short-Term Memory (LSTM) network,
which is a widely used type of RNN and can capture long-
term information in the sequential data by mapping sequences

to sequences.
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Figure 3: The image and video captioning modules in Seeing Bot.

The basic idea of our utilized semantic attributes based
image captioning model is to translate the image represen-
tation extracted from CNN to the desired output sentence
through LSTM model by additionally injecting the detected
high-level semantic attributes, as depicted in Figure 3. In
particular, the image captioning model firstly encodes image
representation I at the initial time step to inform the LSTM
about the image content and then feeds attributes represen-
tation as the additional inputs to the second-layer LSTM
unit at each time step to emphasize the semantic informa-
tion more frequently. Hence, the LSTM decodes each output
word based on previous word, previous step’s hidden state
of LSTM, and the additional input attributes representation.
Please note that for the input sentence W = [wo, ..., wn,],
we take wo as the start sign word to inform the beginning of
sentence and wy, as the end sign word which indicates the
end of sentence. Both of the special sign words are included
in our vocabulary.

After training the whole image captioning model on image
captioning benchmark—MSCOCO [7], we uniformly sample
N frames from the input video clip and directly apply the
learnt image captioning model to generate the corresponding
N natural sentence candidates {So, S1, ..., Sn—1}. Specifically,
for each sampled frame, we directly choose the word with
maximum probability at each time step and set its word
representation as LSTM input for next time step until the
end sign word is outputted.

Semantic attributes based video captioning. In addi-
tion to the image captioning model which is able to recognize
scenes and objects within the sampled frames, we also uti-
lize the semantic attributes based video captioning model to
capture the temporal dynamics within the input video clip.
In particular, given a video V' with N sampled frames to
be described by a textual sentence S, we first exploit CNN
to produce the representation of each sampled frame and
then perform “mean pooling” process over all the sampled
frames to generate the video representation v. Furthermore,
we train the attributes detectors by utilizing the video Mul-
tiple Instance Learning (video MIL model) in [9] over video
captioning benchmark and achieve the final video-level re-
sponse probabilities of all the semantic attributes as Ay. The

video captioning problem is then formulated by minimizing
the negative log probability of the correct textual sentence
given the video representation and detected attributes, which
is defined as

E(V, AVaS) = —IOgPI‘ (S|V, AV)7 (3)

where the log probability of the sentence is given by the sum
of the log probabilities over the words:

N
logPr (S|v,Ay) = leogPr(wﬂv,Av,wo7 e, WE—1).
t=1

(4)

LSTM is again employed to model the corresponding para-
metric distribution Pr (w|v, Ay, wo,...,w;_1) in Eq.(4).

The architecture of our utilized semantic attributes based
video captioning model is similar to our image captioning
model except that the input visual representation is generated
through mean pooling over all the sampled frame represen-
tations and the the semantic attributes are learnt through
video MIL model which is tailored in video domain, as shown
in Figure 3. After training the whole video captioning model
on video captioning benchmark—Microsoft Research Video
Description Corpus (YouTube2Text) [2], we directly leverage
the learnt video captioning model to generate the natural
sentence Sy for the input video clip.

In sum, with the two complementary image and video cap-
tioning models, our Seeing Bot can generate N + 1 candidate
sentences for each input video clip by not only recognizing
the visual appearances on the frame level but also exploring
temporal dynamics on the video clip level.

2.2 Visual-semantic embedding

Based on the sentence candidates generated by image and
video captioning models, we rank the N + 1 sentence candi-
dates {So, S1, ..., Sn} and select the best sentence S* with
the highest relevance score measured by a visual-semantic
embedding model. Inspired by [5, 6, 10], we construct a
visual-semantic embedding space between textual sentences
and their corresponding visual content for sentence ranking.
Specifically, to measure the relevance between a video clip
and its sentence candidates generated from different sources



(sampled frames or video clip), we train the deep visual-
semantic embedding model [5] based on the combination of
MSCOCO and YouTube2Text datasets.

2.3 Interface

The ultimate target of our Seeing Bot is seeing, captioning,
and telling the world to user. To prove this functionality,
once fetching the output sentence generated by our Seeing
Bot, we not only display the sentence on Seeing Bot client,
but also convert the output sentence into a speech and tell
the detailed description about the captured video to an end
user via an earphone.

3 SYSTEM AND DEMONSTRATION

Demonstration. In the demonstration of Seeing Bot, a
camera is carried by a user and keeps capturing the scene.
Meanwhile, a Bot client is set up to simultaneously receive
the collected video clip from the camera and run the key
sentence generation. Once the sentence is generated, Seeing
Bot will automatically tell the result sentence to user through
the earphone.

Performance. We conduct both objective and subjective
evaluations of our Seeing Bot. Regarding the objective evalu-
ations of our image captioning and video captioning models
in Seeing Bot, we both achieve the state-of-the-art perfor-
mances in the sentence generation task: 25.6% and 32.6% in
METEOR [1] on MSCOCO c5 testing set and YouTube2Text
testing set, respectively. To evaluate the quality of our final
generated caption by Seeing Bot subjectively, we collected
1,000 real-life videos recorded by camera from YouTube and
invited 10 volunteers to annotate the generated sentences by
our Seeing Bot on a three point ordinal scale: 2-Excellent;
1-Good; 0-Bad according to relevance, user friendliness and
user experience. The higher score indicates the higher satis-
faction. The rate of satisfying result (more than 0 point) for
our Seeing Bot is 73.5% and the average score is 1.15.

The video captioning system of Seeing Bot is currently
running on a PC with 2.60GHz CPU and 16GB main mem-
ory. Given each input one-second video clip, the sentence
generation takes about one second in total, which means that
our Seeing Bot can caption and tell the description about
what the user is seeing in near real time. Figure 4 shows a
few video examples with the final generated descriptions by
our Seeing Bot.

4 CONCLUSIONS

In this demo, we present our Seeing Bot—a video captioning
bot that generates a natural language description about what
it is seeing in near real time. Particularly, we exploit the state-
of-the-art semantic attribute-augmented image and video
captioning models to produce both frame-level and video-
level captions, and then harness a visual-semantic embedding
model to select the best caption as the output sentence, which
is further converted to a speech and delivered to an end user
via an earphone. A user study conducted on 1,000 real-life
videos validates the user experience of our Seeing Bot.
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Figure 4: Sentence generation results by Seeing Bot.

Our future works are as follows. First, more semantic at-
tributes will be learnt from large-scale image benchmarks,
e.g., YFCC-100M dataset and integrated into image caption-
ing module. Second, similar to [14], generating free-form and
open-vocabulary sentences with the semantic attributes is
also expected in our Seeing Bot.
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