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Abstract—Targeted attacks are a significant problem for gov- a beachhead on the network using the infected computer and
ernmental agencies and corporations. We propose a MinHash- stolen credentials, he then uses lateral movement techsiqu
based, targeted attack detection system which analyzes agg such as pass-the-hash [3] to move from one computer to the
gated process creation events typically generated by human . .
keyboard input. We start with a set of malicious process creton next in order to explore the network and establish redundant
events, and their parameters, which are typically generaw COomputer and user accounts for command and control.
by an attacker remotely controlling computers on a network. While there are a number of possible ways to search for
The MinHash algorithm allows the system to efficiently proces targeted attacks, one key strategy is to detect suspicious
hundreds of millions of events each day. We propose the weitgd human activityon the network. Based on the observation

squared match similarity score for targeted attack detectbn that t ted attack ti t of
which is more robust to mimicry and NOOP attacks than the at targeted atlackers sometimes reuse a common set o

weighted Jaccard index. We demonstrate that the system can t€chniques and tools to explore the network [4], we designed
detect several confirmed targeted attacks on both a small daset MART, a weighted squarediatch, argeted #tack detection

of 1,473 computers as well as a large network of over 230 system. MART monitors the process creation events, inotydi
thousand computers. In the first case, the proposed system®ets e parameters, that someone inputs to the computer from
a similar, but separate attack while in the latter, intrusion activity . . :
is detected at large-scale. an operating sys_tem command_shell to infarman intent _
instead of detecting the tools directly. In most cases, -mali
|. INTRODUCTION cious commands are input to the computer using a remote
In this paper, we propose a new system to detect targetmhnection, but the input could also be logged directly from
attacks, once an adversary has successfully compromiseth@keyboard in the case of an insider threat. MART monitors
network, based on the similarity of aggregated procesgiorea this activity by logging the Windows 4688 Process Creation
events and their parameters to those from previously discdwvents which allows it to determine the parent process aad th
ered intrusions. The detection of targeted attacks [1] is omdividual processes and arguments launched from the paren
of the most important problems facing the computer securipyocess. Typically, the parent process is a Windows command
community today: the ramifications of a government, corpghell or a Windows PowerShell. MART then constructs an
rate, or non-governmental organization network intrusian aggregatedProcessTracdrom these individual processes (i.e.
be catastrophic. We define targeted attacks as the broagl ctasmmands) started from the parent process and searches for
of intrusions where an organization or government agencydsrrelations of these process traces with those from coafirm
specifically targeted for the express purpose of exfiltatitargeted attacks. An example of RrocessTracein shown
some type of data or information. This data may includ@ Table I. Detection is based on correlation of the patterns
credit card or social security numbers for financial gain bgf shell commands used, the process names, and types and
the attackers. Other types of targeted attacks carried put dctual parameters employed during the attacks. Startong fr
more sophisticated actors, including nation state speasoa set of maliciousProcessTracesMART then searches for
groups, may target and gain access to an organization RyvocessTrace$rom all computers on the network exhibiting
government’s network for the purpose of extracting othaimilar user behavior. Searching for similar files or webgmg
types of data such as classified documents, product or niiksed on a collection of malicious seeds was earlier prabose
itary design documents, and email or patient records. Thase[5], [6], [7]. We demonstrate that this approach is also
threat actors often establish multiple redundant comnatioic  effective for detecting targeted attacks.
channels allowing the attacker to remain on the network evenFor our system, we consider two types of similarity mea-
when analysts discover and disable compromised computsuses. The first finds similar human activity based on the
and accounts. In the initial stages of a targeted campaigmweighted or weighted Jaccard index [5], [6], [7]. The
the attacker uses technigues such as spearphishing ot saldacard index, however, is susceptible to mimicry and NOOP
engineering [2] to entice a targeted user into installingwaee attacks [8] where benign or useless commands are executed
containing a backdoor for communications and a keyloggertm prevent detection. As a result we propose the weighted
harvest their credentials. The attack may involve previoussquared match (WSM) similarity score, and its unweighted
unseen zero days or exploits that target recently discdybre equivalent, to make MART more robust to these attacks. We
potentially un-patched vulnerabilities. Once the attadmens also propose to use the MinHash algorithm [9], which is



gwzggaztgyigmggtlﬁﬁonéfeexf aa”l ctrceted hosinames detect similar attacks and allow local system administsato
CWindows\Systemazinet exe. use <targeted hostnames search for new attacks not identified by their other defansiv
USER:<user name> <PW> systems. The MART system is depicted at a high-level in
C:\Users\userA\malware7.exe paraml param2 Figure 1. Windows security events 4688 corresponding to
C:\Windows\System32\ftp.exe -v <destination hostname> process creation are first collected from a set of computets a
stored in log files. These events are then processed and-aggre
TABLE I: Example ProcessTrace gated to form @rocessTracelataset containing process paths,
names and parameters being executed by each user. Identical
. . X X i X or known ProcessTracesre then filtered from the raw input
are not similar. In Section 1V, we investigate eight altéve® q-0am to reduce the computational and storage costs. After
systems which utilize either tokens or N-Grams as feat@®s, 5y efficient MinHash-based algorithm is used to signifigant!

well as no feature weighting and feature weighting with termy,,ce the number of potential pairs BfocessTraceshat
frequency, inverse document frequency (TFIDF) weights [Qheeq to be considered, a similarity score is computed for
MART's feature representations are detailed in Section Wo-h of the remainingrocessTracessing the newly proposed

Additional related work is p_rovided in Sectiqn VL. weighted squared match score or the weighted Jaccard index.
To demonstrate the practicality and effectiveness of MARF; the similarity score is greater than a prescribed thrégsho

we implement it on a large-scale MapReduce system and evglyyork access is blocked and the user's account is disabled
uate it using two datasets containicgnfirmedargeted attacks automatically. Optionally, an analyst manually investiga

collected from an anonymized organization. In some Cas@ge top scores to identify potential intrusions. If a new or
Microsoft customers provide their Windows security logs tBrevioust known intrusion with an unknowRBrocessTrace

the Microsoft Threat Intelligence Center (MSTIC) as part gf giscovered, it is appended to the set of confirmed intrusio
a planned joint engagement in order to help manually identipocessTraceso improve future detections. We next discuss

targeted attack activity on their network. The organizatioyetails of some of these system components.
gave permission for the researchers to study two collestion Foqture Extraction: We consider two types of features in

of their data logs, which are described in Section Ill, anghis paper including tokens and N-grams which are designed
report the findings to the security community as long as thg handle the variations and intentional obfuscations eyes
organization’s name is anonymized. by the attacker.

MART is designed to identify similar activity from persis- “qoken FeaturesThe goal of the token features is to create
tent actors based on correlated human activity. In additio set of increasingly specific features which will hopefully
MART can also detect attacks from new actors who employy getection with TFIDF weighting. These features have
similar techniques. Results in Section IV demonstrate thﬁibher precision, but may result in lower recall. We also
by starting with four maliciousProcessTracesMART can  yant to evaluate token features as a baseline for the N-Gram

identify additional instances of the first actor's activis features described next. To construct the token features,
well as discover a trace from a secondhrelated attack. ¢ ProcessTracestring is split on whitespaces, “V", “/"
Results also show that MART can detect targeted attagkq «» The union of the result forms the initial set of

activity at extremely large scale from a set of over 37Ryen features for theProcessTrace Examples of token
million ProcessTracesollected from over 230,000 computersieatyres from the first two commands in Table | include
A summary of the contributions of this work includes: {C:, Windows, System32, ipconfig.exe, all, ping.exe, 4, n,
« A MinHash-based system is proposed to detect targeted <targeted hostname>}. To address the problem where
attacks via human activity from process creation logs. files can be moved to different directories or hard or logical
« A new weighted, squared match similarity score is irdrives, we construct an additional set of features for the
troduced to minimize the effectiveness of mimicry anglaths. This second feature set is formed by concatenating th

detailed in Section Il, to efficiently filtelProcessTraccewhich

NOOP attacks. lowest level subdirectory in the path and the process name
« The system is implemented on a MapReduce framewatk create another token feature, then adding the next lowest
to handle large-scale data. subdirectory to this feature to create the next token featur

« An analysis of two datasets containing three confirmeghd so on. The final token feature is the entire path including
targeted attacks is performed to evaluate the proposeé drive or network share. Again referring to the first two
system. commands in Table |, the additional path token features are

« Results indicate that the system can help identify similggystem32\ipconfig.exe, ~ Windows\System32\ipconfig.exe,
activity from the same targeted attacker. In additiorg:\Windows\System32\ipconfig.exe, System32\ping.exe,
MART is also able to discover an unrelated, but similayvindows\System32\ping.exe, C:\Windows\System32\gixej.
attack. By forming features in this manner, we attempt to generate

increasingly precise features while still allowing for sem

form of path obfuscation in case the higher level subdimgcto
In this section, we describe the proposed MART target@thanges but the lower level subdirectory and process name
attack detection system which is designed to automaticatlymain the same. These two groups of token features are then

II. MART SYSTEM OVERVIEW
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Fig. 1: MART System Overview.

combined to provide the final set of token features. in both sets O(N(U + M)) which is substantially less than
N-Gram Features:Similar to a rule-based targeted attack?(UM) for linear scan wheJ and M are large. In order

detection system, a token feature for a malicious proceggwhto further increase the computational efficiency, conseeut

exactly matches the entire path of a previous detection @gments of the MinHash vector are typically grouped togeth

a strong indicator of compromise (loC). However, attackeidto bandswhere the number of elements in each band is

may introduce small changes such as renaming the file (dltg band size. The values in the bands are then compared

malware7.exe to malware8.exe) which prevents the tokdnstead of individual MinHash vector elements. After using

based features from being triggered. To handle these typeshe MinHash algorithm described above to greatly reduce the

obfuscations, we also consider N-Gram features. In MARTUmber of feasible pairsSy asicious, Sser), We then compute

the N-Gram features are constructed by a moving winddifye exact similarity score which is described next.

sequence of lengthl characters for eacRrocessTracestring ~ Similarity Computation: After feature extraction, the in-

in the input collection. For example with = 3, the first coming datasefy ., consists of a collection dProcessTraces

four trigram features of C:\temp\malware7.exe are {Ci, :\each having the extracted features as its members. Once a

\te, tem}. Most of these trigram features in this example afrocessTracés determined to be malicious, it is added to the

also shared with C:\temp\malware8.exe. The only ones whigllection Sy asicious- Our aim is to compute a similarity score

differ from the first example are {re7, e7., and 7.e}. As &etweenSy ., and Syaiicious 0 identify ProcessTracesn

result, the similarity score between C:\temp\malware¥axd Suser Which closely resemble detected targeted attack activity

C:temp\malware8.exe will still be very high while allowgn in Syaiicious- We consider four types of similarity scores,

for some amount of polymorphism by the attacker. including unweighted Jaccard Index (UJI), weighted Jatcar
MinHash Filtering: A naive method to compute all simi- Index (WJI), unweighted squared match (USM), and weighted

larity scores is to take a cross product of these two cotiesti Squared match (WSM).

and compute the similarity score for each pair. This apgroac Jaccard Index:We first consider both the unweighted and

is not feasible because it is ord®(UM) whereU andM are Weighted Jaccard index for computing the first type of simi-

the number of features iﬁjser and SIVIalicious: respective'y. |ar|ty score. The UnWeighted Jaccard index is:

Even after filteringlJ can be on the order of tens or hundreds Score);;(Pas, Pu) = [Py 0 Pyl/IPa U Pyl @

of millions of ProcessTracegach day, and over tim&/ can

range from thousands to tens of thousands depending on Wieere P, is an individual, featurizedProcessTracein

number of malicious seeds which are being tracked. A lineSs4iicious @and Py is a featurizedProcessTracein Syger-

scan which compares each pair of samples from both sets édiernatively, the weighted Jaccard index is defined as:

easily reach one trillion similarity computations. Insteave

resort to probabilistic techniques to filter the candidatigsp Scoregy,; (P, Pu) = - —. (2)

on which we compute our similarity score. In particular, we Zieryury Max(wey, (il we, [1])

utilize the MinHash algorithm [9] —an existing randomizedn (2), wp,,[i] and wp, [i] are the weights associated with

hashing technique—to significantly reduce the number tfe ith element of the malicious and us@rocessTraces

pairs that need to be considered. Each feature in the set (eegpectively. As in [10], we employ term frequency, inverse

“net.exe” for tokens or “et.” for trigrams) is hashed usinglocument frequency (TFIDF) weighting for the weighted

a hashing function and the minimum hash value (called tdaccard index version of our system wherepli] =

MinHash) is computed over the set. In our system, we use tNe[i]log (1.0/N¢[i]), Nc[i] represents the number of times

Jenkins hash, but alternate hashes such as the Murmur 3 itam i occurs in the corpus oProcessTracesand Npl[i] is

also be used. This process is repeateédimes to form the the number of times itemoccurs inProcessTrace PTFIDF

MinHash vector. The complexity of the MinHash algorithnweighting is chosen because it emphasizes infrequentpatte

is approximately linear in terms of the number of elementhat may be associated with targeted attack malware paths,

ZiEPM NPy mln(WPM [I ]’ WPU [I])




process names and command line parameter patterns wthile system administrator can tune a single threshgld, ;.
minimizing the contribution of very frequent patterns swsh which is used by all seeds.
the trigram feature “C:\". Discovery: For automatic account and network disabling,
Weighted, Squared MatchiVe next propose a neweighted the thresholdT; 4isap1e Must be set conservatively to avoid
squared matctsimilarity score §corgysy,) which is more too many false positives. MART can be further improved
robust to the mimicry and NOOP evasion techniques propodeyl analysts discovering new, related attacks which have a
by Wagner and Soto [8]. Two types of attacks against intruelatively high similarity score but do not exce@gdyisapie-
sion detection systems are for the attacker to insert benighere are several methods to aid the discovery process. The
commands, to mimic normal activity, or effective NOOPs, téirst is to generate aalert for analysts if the similarity score
alter the detection algorithm, into the stream of commanégceeds a second tuned thresh®ld;.,, for malicious seed
entered into the shell. Both the unweighted and weightédThe second method is to return the top K nearest neighbor
forms of the Jaccard Index are susceptible to these forifi®\N) results [11] for eactliProcessTracén the malicious set.
of evasion because the denominator in (1) and (2) depeMdART supports both methods. The first method is preferable
upon the set of commands entered by uSer.-. If the for operational deployment because it only notifies analgét
attacker inserts a group of benign commands into the attaekpossible attack depending on the seledésit threshold.
sequence, the number of denominator terms increases whitte second method can be used by analysts who want to
lowers both the unweighted and weighted forms of the Jaccaeharch for potential new attacks which are not highly sintda
index. To prevent these additional commands from affectimgirrently known attacks. The system then takes the feedback
the similarity score, we only consider features in the us&om the analysts to improve future detections. Any new
ProcessTrac€P;) which are also included in a malicious seedletections are added to the set of malicious seeds to detect
ProcessTrac€P,,). In other words, the insertion of additionalfuture intrusions by the same attacker or another attacker w
process creation events, subdirectories, or parametershia is using similar methods.
ProcessTraceloes not affect the weighted squared match sim- Malicious Seed Initialization: Since MART relies on
ilarity score. To achieve this objective, the weighted sqda the similarity computation between the incoming ugso-
match similarity score is defined as: cessTraceand the set of maliciouProcessTraceseeds, the
11 malicious seed set must first be initialized. There are séver
Scoreysy (Pas, Pu) = Z I Ovae 1/ Nwsae)2 (3) metho_ds for accgmphshmg this task. _Sec_unty companies ro
= tinely issue detailed reports on specific instances of tathe
attacks. One strategy is to initialize seeds based on the loC
provided in these reports. Another initialization methad i
to employ maliciousProcessTracegenerated by penetration
testers as the initial seed set. A third method is for securit
(4) experts to predict malicious activity related to targetttecks
and data exfiltration and add these behaviors to the intiadls
set. Instead of creating their own seed set, an organization
might choose to use a cybersecurity service that implements
MART to utilize known attacks across a number of customers

whereL is the number of features iRy, was[l] is the TFIDF
weight associated with thieh feature inP,,, and

Nwsm =

The indicator functionl[l] is 1.0 if Py contains a feature
which matches theth feature inP,;, and 0 otherwise. For
example,l[I] = 0 when Py does not contain théth feature . .
in Pys. Nwsas is a normalization term which ensures the final' order to provide better protection for everyone.

score ranges from 0.0 when no features match to 1.0 Whedzﬁ'(l:'elnt MaéJReduce Impr:emerjtanlon: To gr('\)ﬂc:;? ex
all features match. Withouly sy, MART cannot provide a tremely large datasets, we have implemente to run

consistent threshold for automated detection and blocking entirely on COSM_O_S’ Microsoft's internal MapReduce p_Iat-

Unweighted, Squared Matchive also propose the un_form [12]_. The individual components are |mplemented in a
weighted, square match (USM) similarity score, where t _mblréaélgr;Eof SC%PE [1? inlqk C?' Similar fto Hf?d_oo%s
Waraticious[!] Weights are set to 1.0 in (3) and (4) for &ll Ve, provides a SQL-like language for efficiently

The unweighted, squared match score reduces to processing large amounts of data. When an operation cannot
' ' be computed using SCOPE, we write a custom processor (i.e.

Ll mapper) or reducer in C#.
Scorgsy (Pm, Pu) = Z /L. (5)
1=0 [1l. DATASETS
Automatic Account and Network Disabling: MART is In this section, we describe the labeled small- and large-

primarily designed to work in an automated detection arstale datasets used for our evaluation of MART.

disabling mode. The threshold 4isap1e In Figure 1 can be  Small-Scale DatasetlThe organization initially provided
tuned to automaticallgisablenetwork access for the the com-+esearchers with a relatively small dataset including @ssc
promised user account and the compromised computer in tireation Windows event logs (i.e. Windows security event
event that the similarity score exceeds this threshold émhe 4688) from 1,473 computers collected over a two month
individual malicious seed or a group of seeds. Alternatively,period. During this time, 1,348 distinct users accessed the



computers and generated 7,849,838cessTracesThe com- Small-Scale Study: In the first experiment we conduct
puters were selected for close monitoring by analysts foraahindsight study on the small Datasetl. Beginning with 4
number of reasons including they were deemed to be higlrown maliciousProcessTracedisted in Table Il that are
value assets, had been the target of a previous attack,irgtially identified as the attack, we evaluate all eightalg
had been infected by malware. Often, network analysts wilthms, formed by the combinations of tokens versus N-Grams
monitor a suspicious computer for an extended length of tinsquared match versus Jaccard index, and unweighted versus
in order to understand the targeted attack activity, and theighted, on the two months of data to search for activityfro
logs included known attacks from two distinct threat actorthe same targeted attack as wellRrecessTracesrom other
All of these computers were equipped with operating systertasgeted attacks. The “Comp” column specifies the computer
including Windows 8 or older versions. Thus these computedentifier and indicates that the attacker visited threematers
were able to log the process command names and paths (gwgthis particular attack. The “Month”, “Day” and “Time”
C:\Windows\System32\net.exe), but none had the capabilit columns correspond to the relative date and local time where
logging process parameters. the computers are located. THrocessTraceis aggregated
Large-Scale Dataset2The second dataset was provided tfrom the attack data. Individual malware files are denoted as
the researchers because it also included a known attack 4@¢, , wherex is the ID of the threat actor angd indicates
consists of process creation Windows event logs collected f the malware executable file employed by the actor.
231,175 computers running on the same network as DatasetM/e compare th@rocessTraceimilarity scores of the 25 K
This large-scale dataset was collected over a single dagarest neighbors for the WSM and WJI models with N-Gram
approximately six months after Datasetl was collected. F@atures in Figure 2. The weighted squared match similarity
this dataset, 322,539 unique users accessed these cosmmpmedel offers a larger value for the highest ranked attaatetra
during the 24-hour period, and the numberRybcessTraces allowing easier threshold detection. It also provides ghsly
that were input to MART was 379,070,572. Some computenggher spread between the top ranked malicious and benign
on the network were running Windows 8.1 which supporitems compared to the weighted Jaccard index model. Based
process parameter logging. Thus in addition to the largaesc on these features and its robustness to mimicry attacks, the
the second dataset differs from the first because many WSM model outperforms the WJI model on this dataset.
the ProcessTracesnclude the command line parameters imhe top ranked items in all eight models include the seven
addition to the path and process name. ProcessTracefrom Targeted Attack 1 listed in Table Ill. The
Targeted Attack Labeled Traces: The labeled targeted weighted squared match similarity score in the table (colum
threat activity was provided by the organization’s networRVSM Sim”) is computed using the TFIDF weighted squared
analysts, and the two datasets contained three sepaiatksatt match model using N-Gram features.
All of the attacks were detected by specific IoCs associatedThe MART system is designed to detect similar, but new
with known targeted threat actors including connections #@itacks based on the malicious seeds. From the results in
their command and control networks as well as other specifigure 2, we see that the system performs as expected in
patterns employed by these threat actors. Additional @mdicthat one malicious trace from a second, unrelated threat act
tions that the attacks were targeted included the targetifigargeted Attack 2) is also ranked in the top 6 most suspgciou
of high value accounts and assets. Once the initial infectiredces. TheProcessTracefor this unrelated attack is listed
computers were identified, individual malicioBsocessTraces in Table IV and has a WSM Similarity Score = 0.4740. In
were then determined by manual inspection. addition to actual attacks, the system also detects gcfiain
Data Security and Privacy: This study was approved by penetration testers labeled as “Red Team”. We also include
our institutional review board. Several steps were taken t6ecurity Analyst” items in the figure which demonstratestth
protect the security and privacy of the datasets. The acc#ssir activity is often similar to that of the attackers.
to the raw data was restricted to the researchers. A separatéarge-Scale Study: After being able to discover highly
isolated MapReduce cluster was used to analyze the data eamtked attacks in the small-scale dataset, the organizaéxt
perform the experiments conducted in this study. provided the researchers access to the much larger Dataset2
for analysis. The details of th@rocessTracesised in the
attack are provided in Table VI. For the training set, we used
In this section, we evaluate the MART algorithm on thaine maliciousProcessTracesseven from Targeted Attack 1
two datasets described in Section Ill. For all experiments, from DataSetl and two from the attack in this dataset which
set the MinHash vector length to 10 and the band size toate highlighted in bold in Table VI. The test set contains
as discussed in Section Il, and we also chobke- 3 for the remaining 379 milliorProcessTraceén the dataset. The
the N-Gram (i.e. trigram) features. We calculate the k-estar parent process of the firBrocessTracés Powershell, and the
neighbors to the dataset's malicioBsocessTracesvith k = parent processes of all of the remaining entries are Windows
25. For items which are included in two or more lists, we retaibcommand shells. A C# file stored in the infected users’
only the instance which is the closest (i.e. has the highésppData local temp directory is first run. We cannot confirm
similarity score) to one of the seeds and filter the duplicateat this was part of the attack, but the C# file was stored in
entries. the same subdirectory as the malware that is later run by the

IV. DETECTION OFCONFIRMED TARGETED ATTACKS



Comp | Month | Day | Time ProcessTrace

1 2 19 6:22 AM C:\Windows\SysWOW64\OC |, 1 ;C:\Windows\SysWOW64\PING.EXE;C:\Windows\Temp@C| »>;
C:\Windows\SysWOW64\net.exe;C:\Windows\SysWOW64\pta. exe;C:\Windows\SysWOW64\nslookup.exe;
C:\Windows\Temp\£O C 3>;C:\Windows\Temp\£O C| _4>;C:\Windows\SysWOWe64\tasklist.exe;
C:\Windows\SysWOW64\HOSTNAME.EXE;

2 2 19 9:19 AM C:\Windows\SysWOW&64\ipconfig.exe;C:\Windows\SysWOWf4insta.exe;
C:\Windows\SysWOWe64\tasklist.exe; C:\Windows\SysWOWBlookup.exe;
C:\Windows\Temp\£O C 3>;C:\Windows\Temp\£O C| 4>;

2 2 19 9:32 AM C:\Windows\SysWOW64\HOSTNAME.EXE;C:\Windows\SysWOWewinsta.exe;C:\Windows\Temph© C 5>;
C:\Windows\SysWOW64\O C |, | ;C:\Windows\SysWOW64\ipconfig.exe;C:\Windows\SysWOWet.exe;
C:\Windows\SysWOW64\systeminfo.exe;C:\Windows\SysW&HPING.EXE;C:\Windows\Temp¥%O C »>;
C:\Windows\Temp\£OC 3>;

3 2 19 10:20 AM | C:\Windows\Temp\£OC ¢>;C:\Windows\SysWOW64\ 0 C|, 1 ;C:\Windows\SysWOW64\kO C| 5>;
C:\Windows\SysWOWe64\ipconfig.exe;C:\Windows\SysWOWi#t.exe; C:\Windows\SysWOW64\tasklist.exe;
C:\Windows\SysWOW64\NETSTAT.EXE;C:\Windows\SysWOW$¢steminfo.exe;
C:\Windows\SysWOW64\PING.EXE;C:\Windows\Temp@C_4>;

TABLE II: Initial four seeds used to discover other malicsoRrocessTracemn the Datasetl.

Comp | Month | Day | Time WSM ProcessTrace
Sim
4 1 1 1:58 AM 0.4731 c:\windows\syswow64\qwinsta.exe;c:\windows\syswo\pb.exe;
4 1 1 2:03 AM 0.86807 | c:\windows\syswow64\nslookup.exe;c:\windows\syswé\péhg.exe;c:\windows\syswow64\arp.exe

c:\windows\syswow64\net.exe;c:\windows\syswow64\mkieD C 7;c:\windows\syswow64\cmd.exej
c:\windows\syswow64\0C| 1;c:\windows\temp\£O C| > >;c:\windows\temp\£O C| 4>;
c:\windows\templOC g;

1 1 1 2:57 AM 0.8360 c:\windows\syswow64\kO C| ¢>;c:\windows\syswow64\find.exe;c:\windows\syswowaa'Cy i;
c:\windows\syswow64\0 C| s;c:\windows\temp\£O C| 3>;c:\windows\syswow64\ipconfig.exe;
c:\windows\syswow64\net.exe;c:\windows\syswow64sysnfo.exe;c:\windows\templO C) 5>;
c:\windows\temp\£OCj_ 19>;

1 1 9 5:41 AM 0.5026 c:\windows\syswow64\ping.exe;c:\windows\syswowegkiest.exe;

1 1 9 5:44 AM 0.5138 c:\windows\syswow64\ipconfig.exe;c:\windows\syswolpidg.exe;
c:\windows\syswow64\kO C| 7>;

4 2 20 12:13 PM | 0.5030 c:\windows\syswow64\tasklist.exe;c:\windows\syswdegvinsta.exe;
c:\windows\syswow64\systeminfo.exe;

4 2 20 1:02 PM 0.4537 c:\windows\syswow64\qwinsta.exe;c:\windows\syswoltggklist.exe;

TABLE I1I: Malicious ProcessTracesliscovered in Datasetl corresponding to the first targetadia

c:\windows\syswow64\net.exe;c:\windows\syswow6&liasexe;

c:\windows\syswow64\ping.exe; €0 C,; Path\IOC»;; é 20 :
c:\windows\syswow64\hostname.exe;c:\windows\syswhabexe; o
N ) - S | = I Targeted Attack 1| |
c:\windows\syswow64\ipconfig.exe;c:\windows\syswolgghtasks.exe; g 15 I Targeted Attack 2
S 10l I security Analyst
TABLE IV: A ProcessTracdrom the second targeted attac 2 Egedieam
) i S} L enign i
discovered in Datasetl. 5 5
Qo
E o .
>
Z 0 0.2 0.4 0.6 0.8 1 1.2

N N . Weighted Squared Match Similarity
attacker. The actor executes a “net use” and then entergea s

of commands running locally stored malware targeting firs
computer specified by an IP address and then another comy

40 T

I Targeted Attack 1
I Targeted Attack 2

30

specified by its hostname. The attacker deletes the ren [ security Analyst
; . - [ IRed Team
connections for both target computers, and then immeglia —JBenign |

10

appears to repeat the process.
We can make several observations from this attack I % 02 0a 06 08 n 12
The attack was highly targeted—the log indicates that t Weighted Jaccard Index
session was a return visit by the attacker to this particuiar
computer. The attacker knew the specific IP address of thig. 2: Comparison of similarity scores for the WSM model
first destination computer as well as the hostname of tk8corgysy) (top) and WSI model §corgy,;) (bottom) for
second targeted computer. The attack occurred at night whba Datasetl N-Gram features.
the majority of the system administrators were sleeping Th
second entry indicates that the attack was conducted, in par
by a human, and not a script, given that “use” is misspelled BART performs based on using the two malicio&so-
“ue” and then corrected on the next entry. Finally, the &ttagessTraceeeds in the table denoted in bold type plus the seven
is fairly concise with the majority of the activity spanniag seeds used from Datasetl. Although the attack was quickly
period of 46 minutes. detected and the computer disconnected from the network,
Using this large-scale dataset, we can now evaluate htwese results indicate how well the system might perforimisf t

Number of ProcessTraces
N
o
|



Model Targeted Attack 1 At large-scale, using TFIDF weighting is important for de-
SV Tokens 3 tecting targeted attac_ks. The T_FIDF_weighted systems !mostl
UJI Tokens 3 outperform the unweighted variants in the large-scaleyasisl
WSM Tokens 9 in Table V. Two main factors contribute to this result. First

U\g’,jl' NTO'G“:“;‘;S ‘3‘ the large-scale experiment includes almost 50 times more
U3l N-Grams 3 ProcessTraceallowing the rare attack features to have signifi-

WSM N-Grams 3 cantly higher weights compared to the small-scale exparime
WJI N-Grams ° where the attack traces arelatively more common. Second

the small-scale experiment does not contain any parameters
in the process creation logs which significantly reduces the
effectiveness of the weighting. Without including the para

s, the only features that are assigned higher weights ar
gjyvare executable names which are not frequently used in

TABLE V: Model statistics for Dataset2.

particular attacker managed to regain entry on a subsequ%
day and entered these commands. The weighted squared mﬁ]l

similarity score in the “WSM Similarity” column is indicade '€ attacks.
for items returned in the k-nearest neighbors with= 25. In general, the token features outperform the N-Gram

The items with a blank weighted squared match score are 'f%z{ltures in the large-scale e)fperiment. This re_sult s _to be
included in the ranked list. We include the seed with “ping.e expected peca_use t_hese. parhcular attacke.rs did not iclud
-4 -n 1" which is trying to ping a computer using IPV4 usinilolymorphlsm in their activity. As noted previously, thekém

only a single attempt. This parameter combination appe paiures yield higher precision. If the attaclfe.r re-usesa_ta s
to be unique where the number of network connections $: commands or parameters exactly or re-visits a previously
minimized infected computer, the token features can produce higher

The summary of the number of true positive detections %'milarity scores. However, we believe_ that itis more impot
given in Table V, including the unweighted models. The be robust to polymorphic behavior. In experiments not

results indicate that the token features can lead to mdpESented in this paper, we found that N-Gram features can
detections than N-Gram features at large scale assuming used instead of token features without sacrificing toohmuc

e .
attacker re-used the same commands in subsequent attacksPFECISION. Therefore we recommend using N-Gram features
example, the TFIDF WSM token-based model detects 6 mdﬂ?t,ead of token featgre_s.
attack traces than the WSM N-Gram version. In Figure 3, we Fmally the study indicates that the performances of the_
compare the KNN results for the WSM and WJI models fof¢19nted squared match systems are comparable to their

the N-Gram features. In general, the WSM similarity score J¥€ighted Jaccard index counterparts but offer additional r
much closer to 1.0 for the highest ranked attack tracesrigadPUSMess to mimicry and NOOP attacks. The best performing

to an easier task of tuning a detection threshold. No sqcurﬁyStem in Table Vis the TFIDF weighted squared match token

analyst activity is detected by any method presumably ecalyarnant. This system discovers almost twice the number of
the computer was taken off-line so quickly. maliciousProcessTracess the next best system.

Finally, running MART on a MapReduce system is very
efficient. For example, executing a highly optimized scfist
the UJI Token system on Dataset2 requires 1 hour 25 minutes

D
o

Il Targeted Attack 1

3

g

ta

2 a0l [ IBenign i to complete.

o

§20 V. EVASION

= 20| |

B H HH M A number of papers have investigated evasion techniques of
§ o > v OGH - : ” intrusion detection systems (IDSs) [13], [8]. We next cdasi

possible evasion methods identified by these researchieffor
related to the proposed MART system.

 powmm— MART relies on anal_yzmg process command Ilne evept
6ot C_JBenign 1 logs. If the threat actor is able to employ tactics which dvoi

Weighted Squared Match Similarity

80

Number of ProcessTraces

a0f 1 generating process creation events, MART will not be able to
detect this attack.
20 1 . .
O ﬂ ﬂﬁ Attackers can also attempt to evade detection by reordering
% 02 04 08 08 1 12 the sequence of commands as well as the input parameters
Weighted Jaccard Index for each command they type into the remote shell. One

important characteristic of MART is that, depending upon
Fig. 3. Comparison of similarity scores for the WSM modethe features, the algorithm is eitheompletelyinvariant or
(Scorgysa) (top) and WSI model §corgy,;) (bottom) for  mostlyinvariantto command and parameter reordering. During
the Dataset2 N-Gram features. the first stage of MART, the MinHash algorithm computes

the minimum hash value of all token or N-Gram features



Day | Time WSM ProcessTrace

Similarity

1 11:43 PM C:\Windows\Microsoft. NET\Framework64\v4.0.30319\es® /noconfig /fullpaths 2
“C:\Users\<infected user>\AppData\Local\Temp\<cgitaite>"";
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 3:50 AM C:\Windows\SysWOW&64\net.exe ue;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 3:51 AM C:\Windows\SysWOW&64\net.exe use;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 3:54 AM 1.0 C:\Users\<infected user>\AppData\Local\Temp\Lowm\d O C3;>
—host <IP Addr>—password <PW>-cmd info;
C:\WINDOWS\system32\conhost.exe Oxffffffff;

2 3:54 AM 1.0 C:\Windows\SysWOW64\ping.exe -4 -n 1 <HostName>;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 3:55 AM 0.9472 C:\Users\<infected user>\AppData\Local\Temp\LoA&C3;>

—host <IP Addr>—password <PW>-ens;
C:\WINDOWS\system32\conhost.exe Oxffffffff;

2 3:56 AM 1.0 C:\Users\<infected user>\AppData\Local\Temp\LoA&C3;>
—host <IP Addr>—password <PW>-cmd info;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 3:56 AM 0.8601 C:\Users\<infected user>\AppData\Local\Temp\LoA*C5;>
—host <HostName>—password <PW>-cmd info;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 3:58 AM 0.8601 C:\Users\<infected user>\AppData\Local\Temp\LoA&C3;>
—host <HostName>-password <PW>-cmd info;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 3:58 AM 0.8073 C:\Users\<infected user>\AppData\Local\Temp\LoA*C5;>
—host <HostName>-password <PW>-ens;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 4:00 AM C:\Windows\SysWOW&64\net.exe use \\<HostName>\<shaser:“";
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 4:01 AM 0.8601 C:\Users\<infected user>\AppData\Local\Temp\LoAB*C5;>
—host <HostName>-password <PW>-cmd info;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 4:01 AM C:\Windows\SysWOW&64\net.exe use;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 4:02 AM C:\Windows\SysWOW&64\net.exe use \\<IP Addr>\<sharedtete;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 4:02 AM C:\Windows\SysWOW64\net.exe use \\<HostName>\<shddelete;
C:\WINDOWS\system32\conhost.exe Oxffffffff;

2 4:03 AM C:\Windows\SysWOW&64\net.exe use \\<IP Addr>\<sharel>;

C:\Windows\SysWOW64\net.exe use \\<HostName>\<sharel>
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 4:04 AM 1.0 C:\Users\<infected user>\AppData\Local\Temp\LoA&<C3;>
—host <IP Addr>—password <PW>-cmd info;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 4:04 AM 0.5674 C:\Users\<infected user>\AppData\Local\Temp\LoA&<C3;>
—host <HostName>-password <PW>-cmd info;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 4:05 AM C:\Windows\SysWOW&64\net.exe use \\<IP Addr>\<sharedtete;
C:\Windows\SysWOW&64\net.exe use \\<HostName>\<shddelete;
C:\WINDOWS\system32\conhost.exe OXxffffffff;

2 4:36 AM C:\Windows\SysWOW64\net.exe user <Expired User Accofdamain;
C:\WINDOWS\system32\conhost.exe OXxffffffff;
2 4:36 AM C:\Windows\SysWOW&64\net.exe user <Current User Accaldioimain;

C:\WINDOWS\system32\conhost.exe OXxffffffff;

TABLE VI: Attack details for Dataset2. The twBrocessTraceslenoted inbold type were included as targeted attack seeds,
along with the four malicious seeds in Datasetl experim@ntthis analysis. Items with a blank Jaccard index were not
returned in the k-nearest neighbor results vtk 25.

which have been extracted from tReocessTraceFor token Malicious Seed | New Attack Trace | Ul | UsM
features, the computation does not depend on the order of thesing -n 2 -4 machinel| ping -4 machinel -n 2 | 0.810 | 0.895
ping -n 2 -4 machinel| ping -4 machinel -n 2 | 0.405 | 0.895

features, and therefore, is not affected by an attackedegimgy
the commands or parameters. On the other hand, N-Grams
produce a slightly different set of features depending an t ABLE VII: P T ¢ dering for N-G
parameter ordering. Consider the example in Table VII. &he, - rrocesiraceparameter reordering for ram
are two different trigrams for each of these two sequenc ggtures.

“ 27 and “2 -" for the first and “el ” and “1 -” for the

second. It is possible that these trigrams may be respensibl

for the minimum hash value for that particular instance a&fecond stage, the similarity score is also calculated based
the hash computation. However since we use a band sizethd set of features. For token features, the WSM or Jaccard
1, it is extremely unlikely that another hash computatioti wiindex computed for these two commands is 1.0. For N-Gram
not include the useProcessTracen the filtered set. In the features, the similarity score changes by a small amount.

dir c:\windows\system32




For example, the unweighted Jaccard index drops slightly tigpes of correlations help to provide a high WSM similarity
0.810 and the unweighted squared match score drops eseare. In other words, if the attacker changes the malware
less to 0.895 for trigrams, although these values will mokication and parameters, the malicidl®cessTracenay still
likely ensure that the unknowRrocessTracaemains highly be detected by the operating system usage as demonstrated by
ranked and detectable using either method. MART can bee results on Datasetl. It is important to note that MART is
extended to compute the N-Gram features in isolation foh eadesigned to operate in part by analyzing log files. Even if an
parameter given the command. Doing so would yield an Mitacker does change the malware names but still followgsom
Gram-based system which is completely invariant to paramepattern, MART can be run in a hindsight mode to detect past
reordering at the expense of increased complexity. In tlse cantrusions if the organization has saved their logs for some
of operating system process command usage, the attacker parod of time —the attackers cannot undo their past agtivit
also try to vary parameter and process execution ordersassuming they cannot overwrite the older log files.
avoid detection. However in this case, the MinHash sequence
and process parameter invariance described above will help
minimize missed detections. Very few papers have been published on the analysis and
A mimicry attack [8] has been proposed as a method fdetection of targeted attack activity. Balduzzi et al. [igpose
evading detection by intrusion detections systems. Iratroja system to cluster the hostnames and requests from URLs
malware, the attacker embeds malicious code in a benignd individual computers based on telemetry from Trend Mi-
program. Since execution of the program results in a mostiyosystem’s anti-virus engine. Next, they further grougsth
normal set of system calls, an IDS may fail to detect théwo types of URL clusters and machines for client machines
execution of the malicious code. In a mimicry attack [8], than related industries such as oil and gas or banking. By
malicious code simply generates a set of normal system cali@luating these URL clusters and machines within a pdaticu
directly instead of embedding malicious code into a beniggroup, they are able to detect potential targeted attackitgct
program. A similar attack proposed by Wagner and Soto [8]andiant published a white paper detailing cyber esponiage
is the NOOP attack where additional system calls are indert&ctivity by a group they call APT1 [14].
into the file in order to hide the malicious calls in the “ndise An early survey of intrusion detection systems was written
of the useless benign system calls. The WSM similarity scopy Brown et al. [15]. Anand [16] provides a more recent
is designed to be robust against mimicry and NOOP attacks logerview on intrusion detection. The most popular network
cause it only considers features which are contained wittén intrusion detection systems include Bro [17] and Snort [18]
attack; inserting additional benign system calls has neceff Two important early papers on applying the RIPPER rule-
on the score. Embedding benign commands into the Jacckaarning algorithm to intrusion detection include Lee e{H9]
index system can reduce the Jaccard index below the theesharhd Lee et al. [20]. Two highly cited intrusion detection
allowing the attacker to avoid detection. For example, & thsystems for unix systems include stide [21] and pH [22].
attacker adds the NOOP commathidc:\windows\system3® Portnoy et al. [23] investigated clustering in the contekt o
the desired attack in Table VII, the new unweighted Jaccairdrusion detection. A well known paper on event correlatio
index drops significantly from 0.895 to 0.405. However, th#or intrusion detection is by Debar and Wespi [24].
unweighted squared match score remains unchanged at 0.89BART falls into the general category of misuse host intru-
The attacker could attempt to cause false positive detexctiy  sion detection systems. Our system is most closely related t
entering commands which are highly similar to the malicioubat of Liao and Vermuri [10] which uses K-nearest neighbor
seeds without actually performing the true malicious dtgtiv clustering and TFIDF weighting for host intrusion detentio
This attack is, however, a dangerous game and will likely nbtowever, their system uses simple linear scan and does not
be pursued. An advanced attacker will most likely not want tatilize the MinHash algorithm for fast computation. It also
draw any attention from network analysts to computers whi@mnalyzes system calls from applications instead of procafs
have been successfully infected. as we do in MART. In addition, MART uses the new weighted,
Threat actors can also attempt to use different malwasgquared match similarity score. They analyze the 1998 DARPA
names and locations to avoid detection, but patterns in tBasic Security Model (BSM) dataset wiiimulatedattacks
operating system command usage can still aid in detectiahich is known to not be representative of real-world attack
of targeted attacks. The system relies on two broad types@fir system analyzes data with actual targeted intrusiovitgct
correlation between previously detected attacks and aimibn a large-scale organizational network. Furthermorey the
attacks occurring in incoming data streams including ay-opdook for similarity among all normal programs while MART
ating system command and parameter usage and b) malicidatects similarity to known attacks. Finally, their systemy
file names, paths, and parameter usage. For malware executedrds the name of the system calls and does not includs path
during a targeted attack, the correlation is reflected irptite, or parameters. In addition to the process names, our small-
filename, and parameters. For the operating system calls snale dataset includes the paths and both paths and paramete
volved in the attacks (e.g. net use), the correlation comten f were logged in many cases in our large-scale dataset.
the command names and parameter usage exhibited during thEhe unweighted Jaccard index was previously used to
other attacks. We see from the attack detailed in Table \th bacluster malware files in [5], [7]. Brode first introduced the
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