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ABSTRACT

Query logs have been successfully used to improve Web search.
One of the directions exploits user clickthrough data to extract
related terms to a query to perform query expansion (QE). How-
ever, term relations have been created between isolated terms
without considering their context, giving rise to the problem of
term ambiguity. To solve this problem, we propose several ways
to place terms in their contexts. On the one hand, contiguous
terms can form a phrase; and on the other hand, terms at proximi-
ty can provide less strict but useful contextual constraints mutual-
ly. Relations extracted between such more constrained groups of
terms are expected to be less noisy than those between single
terms. In this paper, the constrained groups of terms are called
concepts. We exploit user query logs to build statistical translation
models between concepts, which are then used for QE.

We perform experiments on the Web search task using a real
world data set. Results show that the concept-based statistical
translation model trained on clickthrough data outperforms signif-
icantly other state-of-the-art QE systems.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval; 1.2.6 [Artificial Intelligence]: Learning

General Terms
Algorithms, Experimentation

Keywords
Query Expansion, Search Logs, Clickthrough Data, Translation
Model, Phrase Model, Concept Model, Web Search

1. INTRODUCTION

One of the fundamental challenges in Web search is term mis-
match i.e., a concept is often expressed using different vocabular-
ies and language styles in Web documents and search queries.
Query expansion (QE) is an effective strategy to address the issue.
It expands a query issued by a user with additional related terms,
called expansion terms, so that more relevant documents can be
retrieved.
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QE is a long-standing research topic in information retrieval.
The QE methods based on automatic relevance feedback (e.g.,
explicit feedback and pseudo relevance feedback or PRF) have
been proved to be useful for improving the performance of infor-
mation retrieval (IR) on TREC datasets [3, 8, 26, 30, 34, 41, 43].
However, these methods cannot be applied directly to a commer-
cial Web search engine because the relevant documents are not
always available and generating pseudo-relevant documents re-
quires multi-phase retrieval, which is prohibitively expensive.

Recently, a number of log-based QE methods have been pro-
posed. A typical example is the correlation model proposed by
Cui et al. [9, 10], which is considered as the state-of-the-art. Simi-
lar to automatic relevance feedback, the method derives expansion
terms from (pseudo-)relevant documents, which are not generated
by initial retrieval but by previous user clicks extracted from
search logs. This enabled them to pre-compute the term correla-
tions offline. Comparing to other QE methods that use pre-
computed term correlations either from document collections [24]
or human-compiled thesauri [20, 32], the log-based method is
superior in that it explicitly captures the correlation between query
terms and document terms, and thus can bridge the lexical gap
between them more effectively. The log-based method has two
other important advantages [10]. First, since search logs retrain
query-document pairs clicked by millions of users, the term corre-
lations reflect the preference of the majority of users. Second, the
term correlations evolve along with the accumulation of user logs.
Hence, the QE process can reflect updated user interests at a spe-
cific time. These properties make log-based QE a promising tech-
nology of improving the Web search performance of commercial
search engines.

However, as pointed out by Riezler et al. 35, 36], Cui et al.’s
correlation-based method suffers low precision of QE due to two
reasons. First, the correlation model is affected by data sparsity
because the estimate is purely based on frequency counting. A
possible solution to this problem is to replace the correlation mod-
el with a statistical translation model. Second, the method treats
queries and documents as bag of words, and does not explicitly
capture context information'. For example, the word “book” can
appear in various contexts with different meanings. Some early
work tried to address the problem by identifying phrases accord-
ing to linguistic criteria [e.g., 24, 41]. Phrases are formed by con-
tiguous words such as “school book” or “hotel booking”. While
this approach can successfully recognize some phrases, we notice
that user queries in Web search do not follow strict linguistic rules.

"Cui et al. studied the impact of phrases in [10]. However, the
phrases are not used in QE, but as additional indexes.



In many cases, they are simply bags of words without a strict syn-
tactic structure. A typical example is “book paris hotel inexpen-
sive”. While the intent seems clear for a human being, applying
strict linguistic rules on such a query may result in wrong phrases
(e.g. “book paris”) that are not useful or even harmful, and miss
useful groups of terms (e.g. “hotel inexpensive”). Less strict ap-
proaches using bigrams [29] can solve the problem to some extent,
but will still miss the useful connections between non-contiguous
words such as “book ... hotel”. The experiments by Shi and Nie
[37] showed that legitimate phrases are indeed not always useful
for IR (because they do not add more information on top of single
terms) while non-legitimate word groups sometimes do (e.g.
“book ... hotel”). While Shi and Nie considered various connec-
tions (dependencies) between query words within documents dur-
ing the retrieval process, we consider them in the process of ex-
tracting term relations, so that the extracted relations are between
groups of terms rather than single words.

In this paper we extend the previous log-based QE method of
[9, 10] in two directions. First, we formulate QE as the problem of
translating a source language of queries into a target language of
documents, represented as titles. This allows us to adapt the estab-
lished modeling techniques developed for statistical machine
translation (SMT) to QE. Specifically, we replace the correlation
model with a statistical translation model, which is trained on
pairs of user queries and the titles of clicked documents using the
Expectation Maximization (EM) algorithm [7, 12]. Second, we
generalize the word-based translation model to a concept-based
model, where the concept is defined as an individual term, a con-
tiguous phrase or a pair of terms in proximity. We represent both
queries and titles of documents as bag of concepts rather than bag
of words so that term dependencies are explicitly captured and
utilized for QE. Both single-term and multi-term concepts can be
generated using the same model to expand an original query. Dif-
ferent from previous studies on word-based or phrase-based SMT
[7, 25, 31], our translation model also considers less strict con-
cepts formed by terms in proximity, which have proven to be
useful for IR.

Another important problem in IR is term weighting, especially
on how useful a group of terms is for IR. Shi and Nie used rele-
vance judgments to learn the usefulness of a group of terms. In
this paper, we exploit clickthrough data for it. The intuition is that,
if many users using the same query clicked on documents in
which a form of concept (e.g. phrase) frequently appears, we can
assume that this form of concept encodes well the user’s search
intent, thus is assigned a high weight. In this paper the above intu-
ition is used during the training of translation model in a princi-
pled way.

To investigate the relative contribution of translation models
and concepts to QE, we have developed a series of translation
models that are based on terms, phrases and concepts, respective-
ly. We evaluated these models on the Web search task using a real
world data set. Results show that the translation models signifi-
cantly outperform the correlation model, and that a new QE sys-
tem using a concept-based translation model achieves the best
results, outperforming significantly other state-of-the-art QE
methods that are used for comparison in our experiments.

In the rest of this paper, Section 2 reviews related work. Sec-
tion 3 describes in detail the new log-based QE method that uses
statistical translation models and concepts. Section 4 presents
experiments. Section 5 concludes the paper.

2. RELATED WORK

Many QE methods have been proposed for IR and Web search:
One can find a review in [2]. This section only discusses briefly
the QE methods that use search logs and concepts.

2.1 Log-based Methods

There is growing interest in exploiting search logs for QE in Web
search [e.g., 9, 15, 21, 35, 40]. Below, we review two log-based
QE methods that are closest to ours. Both methods are considered
state-of-the-art and have been frequently used for comparison in
related studies. The term correlation model of Cui et al. [9, 10] is,
to our knowledge, the first to explore query-document relations
for direct extraction of expansion terms for Web search. More
specifically, the correlation between a query term q and a docu-
ment term w is computed as the conditional probability defined as

P(wlq) = Z P(w|D)P(D|q), )

DED,

where Dy, is the set of documents clicked for the queries contain-
ing the term q and is collected from search logs, P(w|D) is a
normalized #f-idf weight of the document term in D, and P(D|q)
is the relative occurrence of D among all the documents clicked
for the queries containing q. Equation (1) calculates the expansion
probability for a single query term. Given a query @, n expansion
terms w with the highest scores are selected and added into the
original query to form an expanded query for retrieval. The score
of w is calculated as the cohesion weight (CoWeight) with respect
to the whole query Q by aggregating the expansion probabilities
for each query term P(w|q) as follows:

CoWeight(w|Q) = In nP(wlq) +1 | ()
qeQ

Cui et al. showed that the correlation-based QE method out-
performs state-of-the-art QE methods that do not use log data, e.g.,
the local context analysis method (LCA) [41]. In addition, unlike
LCA, Cui et al.’s method allows to pre-compute term correlations
offline by collecting counts from search logs. However, Riezler et
al. [35] argued that the correlation-based method does not explic-
itly use context information in QE and is susceptible to noise.
Riezler et al. thus developed a new log-based QE system by re-
training a standard phrase-based SMT system using query-snippet
pairs extracted from clickthrough data [35, 36]. Phrases are con-
tiguous words that can be “translated” into other continuous
words. The SMT-based QE system can produce cleaner, more
relevant expansion terms because rich context information useful
for filtering noisy expansions is captured. Furthermore, in the
SMT-based system all component models are properly smoothed
to alleviate sparse data problems while correlation model relies
only on frequency counting. However, in [35], the SMT system is
used as a black box in their experiments. Recall that techniques
for SMT are developed specifically for translation purposes. Alt-
hough QE bears a strong resemblance to SMT, it also has im-
portant differences due to the fact that related terms or concepts
obey less strictly to linguistic rules. While our method also uses
the principle of SMT, it allows for flexibilities necessary for IR.
We will show that the adapted statistical translation models out-
perform significantly the correlation model and the black-box
SMT system.

Notice that using statistical translation models for IR is not
new [e.g., 5, 23, 42]. The effectiveness of the statistical transla-



tion-based approach to Web search has been demonstrated empir-
ically in recent studies where word- and phrase-based translation
models are trained on large amounts of clickthrough data [e.g., 14,
15]. The original contribution of our work is that it further extends
these recent studies and constructs IR-oriented translation models
capturing more flexible dependencies.

2.2 Concept-based Methods

Representing queries and documents as a set of related concepts
rather than bag of individual words is a long-standing research

topic in IR. The related studies can be grouped into two categories.

The first focuses on how to identify concepts in queries and doc-
uments. In other words, concept identification is defined as a sep-
arate phase from the subsequent QE and document retrieval [e.g.,
28, 38]. The second introduces concepts as hidden variables in the
QE model as a means to capture term dependencies. Our work
belongs to the latter, and is closely related to latent concept ex-
pansion (LCE) [30]. LCE is a generalization of the relevance
model [26], which we will review first. In relevance models the
candidate expansion terms w for a given query Q are ranked ac-
cording to

P(wIQ)= ) PWID)P(DIQ), )

DED,

where Dy, is the set of pseudo-feedback documents retrieved with
Q. LCE assumes that a user query encodes a set of latent concepts,
which can consist of a single term, multiple terms, or some com-
bination of them. The goal of QE using LCE is to recover these
latent concepts given the original query. LCE first constructs a
Markov Random Field (MRF) model consisting of the original
query Q, the relevant document D, and the expansion concept e,
and then picks n expansion concepts with the highest likelihood
according to

P(elQ) x ) P(e,Q,D), @
DED,

where the joint probability P (e, @, D), under the MRF framework,
is proportion to a weighted combination of a set of potential func-
tions, each of which is defined over a clique in MRF based on a
specific term dependence assumption. Experiments on the TREC
datasets demonstrate that LCE provides a mechanism to model
term dependencies, and achieve superior retrieval results compar-
ing to other state-of-the-art QE methods, including relevance
models. Although LCE can generate both single and multi-term
concepts, the latter were not found to be useful for QE [30]. A
similar result is also reported on LCA [41]: phrase concepts do
not help much over single terms. An important reason is that
many concepts may have already been well described by single
terms for IR purposes. However, from a multi-term phrase or
concept, one can determine the related terms more precisely. It
may be useful to use multi-term concepts in translation models,
which will be confirmed in our experiments.

The latent semantic models, such as LSA [11], PLSA [19] and
LDA [6, 39], can also be viewed as QE methods. Instead of ex-
panding the original queries, these methods map different terms

occurring in a similar context into the same latent semantic cluster.

Thus, a query and a document, represented as vectors in the low-
er-dimensional semantic space, can still have a high similarity
even if they do not share any term. Latent semantic models are
also tested in our experiments for comparison.

In this paper we propose a new log-based QE method by com-
bining the strengths of two previous approaches: statistical trans-
lation models and LCE. We will show that a statistical translation
model based on concepts provides a mechanism to model correla-
tions between query terms and document terms in a principled
manner. Unlike reported in the previous studies, we find that both
single-term and multi-term concepts generated using our method
bring significant improvement in Web search, and combining
them yields the best result.

3. MODEL

We view search queries and Web documents as two different
languages, and cast QE as a means to bridge the language gap by
translating queries to documents, represented by their titles. In this
section we will describe three translation models that are based on
terms, phrases, and concepts, respectively. We will also describe
the way these models are learned from query-title pairs extracted
from clickthrough data.

3.1 Word Model

The word model takes the form of IBM Model 1, which is one of
the most commonly used lexicon selection models for machine
translation [6]. Let @ = ¢4 ...q)q| be a query and w a candidate
expansion term, the translation probability from Q to w is defined
as

P(wIQ) = ) P(IQ)P(qIQ) ®)
q€Q

where P(q|Q) is the unsmoothed unigram probability of term g
in Q. The word translation probabilities P(w|q) are estimated on
the query-title pairs derived from the clickthrough data by assum-
ing that the title terms of the clicked (thus possibly relevant) doc-
uments are likely to be the desired expansion terms of the query.
Our training method follows the standard procedure of training
statistical word alignment models proposed by [7]. Formally, we
optimize the model parameters @ by maximizing the probability of
generating titles from queries over the training data:

N
f* = argmaxg 1_[ P(D;]Q;,0), ©)
i=1

where both D and Q are viewed as bag of words. The translation
probability P(D|Q, ) takes the form of IBM Model 1 as

PIQ.0) = g7 | | D, POvla.). ™

wed geq
where ¢ is a constant, J is the length of D, and [ is the length of
title Q. To find the optimal word translation probabilities of Mod-
el 1, we used the EM algorithm, where the number of iterations is
determined empirically on held-out data.

3.2 Phrase Model

The word model is context-independent. The phrase model is
intended to capture inter-term dependencies for selecting expan-
sion terms. The model P(w|Q) is based on the following genera-
tive story where w is generated from Q in three steps:

1. Select a segmentation S of Q according to P(S|Q),

2. Select a query phrase q according to P(q|S), and

3. Select a translation (i.e., expansion term) w according to

P(w|q).



Summing over all possible segmentations and query phrases, the
phrase model is parameterized as

PWIQ) = ) ) P(SIQP(IS)P(wIa). ®)

S (qESs

Here, S is a sequence of phrases. We further assume a uniform
probability over all possible segmentations of phrases (contiguous

sequences of words). Since for a query of length |Q|, there are in

total 2191-1 possible segmentations, we then have P(S|Q) = L

2lQl-1°
P(q|S) is estimated by maximum likelihood estimation (MLE) as
C(q.5)
P(qlS) = IS5 ©)

where €(q, S) is the count of q in S, and |S] is the total number of
phrases in S (i.e., length of §). P(w|q) in Equation (8) is the
translation probability estimated on query-title pairs.

Let P(q|Q) = X5 P(qlS)P(S|Q), Equation (8) can be rewrit-
ten as

PwIQ) = ) P(wl)P(alQ), (10)
qeQ

which is of the same form as the word translation model of Equa-
tion (5), except on the choice of q. The inter-term dependency
information, captured in phrases, is useful for generating more
desirable expansion terms. For example, given a query “deal with
stuffy nose”, expansion terms such as “remedy” and “cold” are
more likely to be generated using a phrase model of Equation (10)
than using a word model of Equation (5) because although none
of the query terms has a high translation probability to generate
either of the expansion terms, the phrase translation probabilities,
P(remedy|deal with) and P(cold|stuffy nose), are likely to
be high.

In Equation (10), P(q|Q) is also called the expected count of
q. Assuming a uniform probability over S, the expected count can
be computed easily. For example, the expected count of “stuffy
nose” in the query “deal with stuffy nose” is the ratio of the num-
ber of S where “stuffy nose” is treated as a phrase and the number

of all possible S, i.e. P(stuffy nose|Q) = 2 025 (note that
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we consider that the stopword “with” is removed).

Now we describe the way P(w|q) is estimated. The method is
similar to the one we used to train the word translation model,
described in Section 3.1. The only difference is that both queries
and titles are represented as vectors. The query vector is a list of
(q,E(q|Q)) pairs, where q is a query phrase (i.e., any n-gram
substring of Q) and E(q|Q) is the expected count of q given Q.
The title vector is a list of (w, C(w, D)) pairs where w is a title
term and C(w, D) is the count of w in D. Similar to the case of
word translation model, we use the EM algorithm to learn the
phrase model.

The phrase model could be improved on several aspects. For
example, a better phrase model could be developed by using a
high-quality query segmentation system. Instead of assuming a
uniform probability over all possible segmentations, we might use
the N-best segmentations produced by the system and compute the
expected counts more precisely according to the probabilities or
scores assigned by the system. However, in our pilot experiments
we tried several in-house query segmentation systems, but found
none of them outperform significantly the simple model described
above. This may be due to the short length and the flexible struc-
ture and word order of queries.

3.3 Concept Model

The concept model is a generalization of the word model, where
the expansion terms and the query terms are generalized to con-
cepts. The model is of the form

P(e?1Q) = ) P(eleDP(e?0) an
eleQ

where e is a query concept, which can be one of the following
three types: a term concept which consists of a single query term,
a bigram concept which is a contiguous term bigram (q;, q;+1),
and a proximity concept which consists of an unordered term pair
(qi, q;) where the two terms occur within a pre-defined window
size in Q, and eP is a candidate expansion concept, defined simi-
larly as that of 2. The above types of concept are found useful in
[37].

Now we describe the way the two probability terms in the
right hand side of Equation (11) are computed. Similar to the
word model, P(e?|Q) is the unsmoothed unigram probability of
the concept e? in Q. For example?, assuming that the window size
is the whole query, for a query of length J, there are J term con-
cepts, /] — 1 bigram concepts, and J(J — 1) proximity concepts.
Then, the query can have at most J2 + ] — 1 unique concepts, in

. Q —_1
which case P(e?|Q) = 41

The translation probabilities P(eP|e?) are estimated on the
query-title pairs derived from the clickthrough data. The method
is similar to the one we used to train the phrase model: We repre-
sent both queries and titles as vectors. The query vector is a list of
(e?,C(e?, Q) pairs, where e? is a query concept and C(e?|Q) is
the number of e? that can be derived from Q. The title vector is a
list of (eP; C(eP, D)) pairs where e” is a title concept and
C(eP, D) is the count of €? in D. Similarly, we performed the EM
algorithm.

It is instructive to compare the concept model and the phrase
model. On the one hand, the two models are similar in that both
try to capture context information by identifying multi-term
groups (concepts or phrases) based on the intuition, which states
that if many users using the same query click on a set of docu-
ments in which a form of multi-term group frequently appears,
then this form of multi-term group is likely to encode well the
user’s search intent. The intuition is incorporated in the EM train-
ing of these models. For example, the trained translation models
only retain those query concepts or phrases that can translate or
map, frequently enough, to a term or concept in titles of the doc-
uments which are clicked for the query.

On the other hand, the context model and the phrase model
differ in ways the context information is captured. The concept
model views a query as a bag of concepts whilst the phrase model
views a query as an ordered sequence of words. The EM-based
training of phrase model can be viewed as a special case of unsu-
pervised query segmentation, where a contiguous term n-gram in
a query that is more likely to translate to a title term as a unit than

2 As pointed out by the reviewers of the paper, for simplicity, we
implicitly assume a uniform distribution of different types of
concepts. However, the assumption may be suboptimal because,
for example, a bigram concept is intuitively more important
than an unordered proximity concept. In future work we will in-
vestigate the impact of the assumption.



as its individual terms is extracted as a phrase in the trained trans-
lation model. Comparing to previous work on query segmentation
[e.g., 38], the phrase model tends to segment the queries in a way
that good expansion terms can be generated. Long-span term de-
pendencies that are beyond adjacent terms can be captured by
setting a maximum length of phrase (at the price of a higher com-
plexity), as we will discuss in Section 4.1. The concept model
captures non-local term dependencies using word pairs, in which
aspect our model is analogous to the cross-lingual trigger model
proposed in [18]. We will show that the concept model can effec-
tively incorporate long-distance dependencies that go beyond
local context of phrases without suffering much the data sparse-
ness problem.

Notice that although the concept model and the phrase model
would have the same model form if proximity concepts are not
allowed in the former and the phrases limited to unigrams and
bigrams in the latter, the values of the parameters of the two mod-
els would still be different due to the different vector representa-
tions they use for EM training. In Section 4 we will demonstrate
empirically the impact of these different modeling techniques on
QE.

We could come up with a large number of variants of the con-
cept model described in Section 3.3, for example, by defining a
new concept consisting of an ordered word pair. The model pre-
sented above is the one that achieves the best results in our exper-
iments.

4. EXPERIMENTS

In this study the effectiveness of a QE method is evaluated by
issuing a set of queries which are expanded using the method to a
search engine and then measuring the Web search performance.
Better QE methods are supposed to lead to better Web search
results using the correspondingly expanded query set.

Due to the characteristics of our QE methods, we cannot con-
duct experiments on standard test collections such as the TREC
data because they do not contain related user logs we need. There-
fore, following previous studies of log-based QE [e.g., 9, 10, 35,
36], we use the proprietary datasets that have been developed for
building a commercial search engine, and demonstrate the effec-
tiveness of our methods by comparing them against several state-
of-the-art QE methods that are originally developed using TREC
data [41, 26, 30]. We also reproduce on our datasets the results of
two previous state-of-the-art log-based QE methods [10, 35] and
the methods that are based on latent semantic models [14]. Thus,
this paper in a sense provides a much-needed comparative study
of a set of well-known QE methods that are developed on differ-
ent settings and whose previously published results are not direct-
ly comparable.

Our relevance judgment set consists of 20,000 English queries.
On average, each query is associated with 15 Web documents
(URLs). Each query-document pair has a relevance label. The
label is human generated and is on a 5-level relevance scale, 0 to 4,
with 4 meaning document D is the most relevant to query Q and 0
meaning D is not relevant to Q.

The relevance judgment set is constructed as follows. First, the
queries are sampled from a year of search engine logs. Adult,
spam, and bot queries are all removed. Queries are “de-duped” so
that only unique queries remain. To reflex a natural query distri-
bution, we do not try to control the quality of these queries. For
example, in our query sets, there are around 20% misspelled que-
ries, and around 20% navigational queries and 10% transactional
queries, etc. Second, for each query, we collect Web documents to

be judged by issuing the query to several popular search engines
(e.g., Google, Bing) and fetching top-10 retrieval results from
each. Finally, the query-document pairs are judged by a group of
well-trained assessors. In this study all the queries are prepro-
cessed as follows. The text is white-space tokenized and lower-
cased, numbers are retained, and no stemming/inflection treatment
is performed. We split the judgment set into two non-overlapping
datasets, namely training and test sets, respectively. Each dataset
contain 10,000 queries.

The clicked query-document pairs used for translation model
training are extracted from one year query log files using a proce-
dure similar to [16]. In our experiments we use a randomly sam-
pled subset of 100 million pairs that do not overlap with the que-
ries and documents in the training and test sets.

Our Web document collection consists of around 2.5 billion
Web pages. In the retrieval experiments we use the index based on
the content fields (i.e., body and title text) of each Web page.

The performance of Web search is evaluated by mean Nor-
malized Discounted Cumulative Gain (NDCG) [22]. We report
NDCG scores at truncation levels 1, 3, and 10. We also per-
formed a significance test, i.e., a t-test with a significance level of
0.05. A significant difference should be read as significant at the
95% level.

4.1 Expansion with Single Terms

We begin by evaluating how well our statistical translation mod-
els perform when expanding using only single terms. Before we
present experimental results, we describe the way the expansion
terms are generated and their term weights are computed using the
models described in Section 3.

4.1.1 Systems

Following [10], the log-based QE system used in our experiment
takes the following steps to expand an input query Q to a new

query Q"
1. Extract all query terms q (eliminating stopwords) from

2. Find all documents that have clicks on a query that con-
tains one or more of these query terms.

3. For each title term w in these documents, calculate its
evidence of being selected as an expansion term accord-
ing to the whole query via a scoring function
Score(w, Q).

4. Select n title terms with the highest score and formulate
the new query Q' by adding these terms into Q.

5. Use Q' to retrieve Web documents.

The QE methods compared in this section differ in the models
used to assign Score(w, Q) in Step (3). For example, using statis-
tical translation models, the score is a translation probability
P(w|Q) assigned by the word model, the phrase model, or the
concept model.

We also use the translation models to assign the weights of the
expansion terms. The weight for an expansion term w is comput-
ed as

P

max w|Q) (12)
g:cqw)>0 P(q1Q)

where C(gq,w) is the number of query-title pairs in training data

where g occurs in the query part and w occurs in the title part, and
P(q|Q) is the translation probability from Q to one of its original

Weight(w; Q) =



# |QE Models NDCG@1 | NDCG@3 NDCG@10
1 NoQE 0.2786 0.3429 0.4193
2 |LCA (PRF) 0.2801 0.3478 0.4260
3 [TC 0.2992 0.3626 0.4384
4 SMT 0.3003 0.3618 0.4362
5 |S2Net 0.2993 0.3628 0.4367
6 WM 0.3054 0.3672 0.4400
7 [PM, 0.3203 0.3797 0.4505
8 [PM; 0.3203 0.3806 0.4496
9 |CMyp 0.3190 0.3778 0.4473
10 |CMr1.p, 0.3178 0.3760 0.4459
11 |CMr1p.p3 0.3214 0.3783 0.4474
12 |CMr1.p.ps 0.3245 0.3815 0.4500
13 |CMy.p.ps 0.3249 0.3817 0.4500
14 IM-CM g pg 0.3253 0.3830 0.4500

Table 1: Document ranking results using BM25 with different QE
methods.

# |QE Models | NDCG@1 | NDCG@3 | NDCG@10
1 |NoQE 0.2803 0.3430 0.4199
2 |RM (PRF) 0.2842 0.3506 0.4278
3 |TC 0.2992 0.3621 0.4382
4 |SMT 0.3002 0.3617 0.4363
5 |[BLTM-PR 0.2983 0.3607 0.4331
6 WM 03117 0.3717 0.4434
7 [PM, 0.3261 0.3832 0.4522
8 [PM, 0.3263 0.3836 0.4523
9 [CMyp 0.3208 0.3786 0.4472
10 [CMy.p, 0.3204 0.3771 0.4469
11 [CMyp.ps 0.3219 0.3790 0.4430
12 [CMyp.ps 0.3271 0.3842 0.4534
13 |CMypps 0.3270 0.3844 0.4534
14 [M-CMy.p ps 0.3271 0.3843 0.4533

Table 2: Document ranking results using unigram language model
(Jelinek-Mercer smoothing) with different QE methods.

query term q. Notice that P(q|Q) is used as a normalization factor,
and we define Weight(q; Q) = 1 for all the original query terms
q.

We use two document ranking models, BM25 and the unigram
language model with Jelinek-Mercer smoothing (LM-JM) [44], to
perform Web document retrieval. Notice that in this series of ex-
periments, multi-term phrases or multi-term concepts are only
used in QE (i.e., in phrase models and concept models, respective-
ly), but not in retrieval. Therefore, only single terms of the docu-
ments are used as indexes. In retrieval, the document ranking
models treat both queries and documents as bag of words.

4.1.2 Results

Tables 1 and 2 show Web document ranking results using differ-
ent QE methods, evaluated on the test set described above.

NoQE (Row 1) is the baseline that uses the raw input queries
without expansion. Rows 2 to 5 are the QE methods proposed
previously, used in our experiments for comparison. Rows 6 to 14
are the QE methods using different statistical translation models
presented in Section 3.

LCA (Row 2 in Table 1), local context analysis [41], is the
state-of-the-art PRF methods on the framework of vector space
model. In our experiments the number of expansion terms and the
number of top-ranked documents used for QE are optimized on
the training set, and the smoothing factor § is set to 0.1, as sug-
gested by [41]. RM (Row 2 in Table 2), relevance model [26], is
one of the state-of-the-art PRF methods developed for the lan-
guage modeling framework. Similar to LCA, the number of ex-
pansion terms and the number of top-ranked documents used for
QE are optimized on the training set.

TC (Row 3) is the QE method based on our implementation of
the term correlation model [10]. For each query Q, we added
n = |Q| X 10 expansion terms, where |Q| is the length of the
query. We see that both TC and PRF methods improve the effec-
tiveness of Web search significantly, and the log-based method
outperforms significantly the RPF method that do not use query
logs. The results confirm the conclusion of [10].

SMT (Row 4) is a SMT-based QE system. Following Riezler
et al. [35], the system is an implementation of a standard phrase-
based SMT system with a set of features derived from a transla-
tion model and a language model, combined under the log linear
model framework [25, 31]. Different from Riezler et al.’s system
where the translation model is trained on query-snippet pairs and
the language model on queries, in our implementation the transla-
tion model is trained on query-title pairs and the language model
on titles. To apply the system to QE, expansion terms of a query
are taken from those terms in the 10-best translations of the query
that have not been seen in the original query string. The results
show that the SMT-based QE system is also effective (Row 4 vs.
Row 1). However, it does not outperform significantly TC in
NDCG at all levels (Row 4 vs. Row 3). This result differs from
what is reported in Riezler et al. [35]. A possible reason is that
Riezler et al. used the training data of different types (they used
query-snippet pairs while we used query-title pairs) and of differ-
ent sizes (their training data consists of 3 billion pairs while ours
only 100 million pairs).

Both TC and SMT, considered state-of-the-art QE methods,
have been frequently used for comparison in related studies. It has
been proved in many previous studies that the number of expan-
sion terms sometimes has a significant impact on the QE results.
The numbers of expansion terms used for TC and SMT, de-
scribed above, are optimized on training data. For a fair compari-
son, all the proposed translation models (Rows 5 to 11 in Tables 1
and 2) use the same number of expansion terms as TC does, i.e.,
for a query Q, we added n = |Q| X 10 expansion terms. We will
come back to this problem in Section 4.1.3.

The latent semantic models can also be viewed as QE methods.
Instead of expanding the original queries, they deal with term
mismatch by mapping terms into latent semantic clusters. Gao et
al. [14] compared a number of latent semantic models trained on
clickthrough data on the task of Web search. In our experiments
we compare our QE methods with the best latent semantic models
reported in [14]. For a fair comparison, these latent semantic
models are trained using the same clickthrough data described
above.

S2Net (Row 5 in Table 1) [14] is a linear projection model
that maps a sparse, high-dimensional term vector into a dense,
low-dimensional space through a simple matrix multiplication.
S2Net is a significant extension to latent semantic analysis (LSA)
[11] in that the projection matrix is discriminatively learned using
pairs of queries and relevant/irrelevant titles, extracted from click-
through data, in such a way that the learned model assigns higher



similarity scores to relevant titles compared to irrelevant ones for
the same query. In our experiments we ranked documents based
on a weighted linear combination of two BM25 scores, computed
respectively in the original term space and in the projected seman-
tic space.

BLTM-PR (Row 5 in Table 2) [14] is the bilingual topic
model with posterior regularization. BLTM-PR is an extension to
probabilistic LSA [19] and latent Dirichlet allocation (LDA) [6]
that views a query and its paired titles as having a shared topic
distribution. In our experiments, MAP inference was used to learn
the model parameters. We also used posterior regularization [13]
to constrain the paired query and title to have similar fractions of
terms assigned to each topic. BLTM-PR is a generative model,
and can be incorporated naturally into the language modeling
framework of document ranking. Given a learned topic-word dis-
tribution ¢,, we fold in unseen documents to learn their docu-
ment-topic distributions 8. Then, for a given query Q, BLTM-
PR ranks the documents as:

pIp) = [ D pale)pi6,)
qeQ z
In our experiments we linearly interpolated BLTM-PR and LM-
JM at the term level for document ranking.

Our results confirm the effectiveness of the two latent seman-
tic models. Their performances are significantly better than the
baseline models without QE (Row 5 vs. Row 1), and are statisti-
cally on par with the baseline log-based QE methods which are
considered state-of-the-art (Row 5 to Rows 3 and 4). Although the
latent sematic models cannot beat the improved log-based QE
methods in Rows 6 to 13, it is interesting to investigate how to
best combine latent semantic models and QE, assuming that the
two approaches use different strategies to bridge the lexical gap
between search queries and Web documents, and thus are com-
plementary. We leave it to future work.

WM (Row 6) uses the word model described in Section 3.1
for QE. The models used in WM and TC (Row 3) are context-
independent and differ mainly in training methods. For the sake of
comparison, in our experiment the word model is EM-trained with
the term correlation model as initial point. Riezler hypothesize
that translation model is superior to correlation model because the
EM training captures the hidden alignment information when
mapping document terms to query terms, leading to a better
smoothed probability distribution. We observe that WM outper-
forms TC significantly as shown in Row 6 vs. Row 3. This result
confirms Riezler’s hypothesis.

PM,, (Rows 7 and 8) are the QE systems using phrase models,
where the subscript n specifies the maximum length of query
phrase that is allowed. On the one hand, we see that incorporating
context information is useful for QE. The phrase models outper-
form significantly the word model (Rows 7 and 8 vs. Row 6). On
the other hand, although we set the maximum phrase length to 8
(Row 8), less than 5% of the translation pairs contain phrase(s)
longer than 3 in the resulting phrase model, which is pruned to a
manageable size by dropping translation pairs whose translation
probabilities are lower than a pre-set threshold. As a result, simply
using longer phrases does not always lead to significant improve-
ment due to the data sparseness problem (Row 8 vs. Row 7).

CM; (Rows 9 to 13) are the QE systems using different con-
cept models, where the subscript f'specifies the concept types that
define the model. For example, /= T-B-P3 in Row 11 indicates
that the model consists of term concepts (T), bigram concepts (B),

and proximity concepts consisting of term pairs within a window
of size 3 (P3). The results suggest several conclusions. First, we
see that PM, significantly outperforms CMr.g, demonstrating that
using expected counts (as in PM,) for EM training is more effec-
tive than using raw counts (as in CMry.). Second, word order is
useful information for generating better expansion terms. This is
demonstrated by the fact that although CMy.p, and CMy._g cover
the term dependencies within the same span, the latter, in which
word order is captured via bigram features, significantly outper-
forms the former. Third, long-distance context that goes beyond
local context of phrases is still useful to improve the effectiveness
of QE. The use of proximity concepts based on word pairs turns
out to be a simple and robust way of capturing such information
without suffering the data sparseness problem. Unlike PM, the
improvement of using word pairs within larger window sizes is
visible until the window size is increased to 8 (Rows 9 to 13).
Although there is no significant difference between CMry_p_ps and
CMr_p.pg in Table 2, using BM25 the latter still brings small but
significant improvement in NDCG@]1, as shown in Rows 12 and
13 in Table 1.

M-CMy.ps (Row 14) uses the same model as CMy.g_pg, €X-
cept that the former can generate multi-term concepts. As de-
scribed earlier, BM25 and LM-JM treat both queries and docu-
ments as bag of words. Thus, although multi-term concepts are
added to an original query, they are broken into terms in retrieval.
As a result, we did not observe any significant difference by using
multi-term concepts (Row 14 vs. Row 13), except for NDCG@3
in Table 1. To take advantage of QE using multi-term concepts, it
is desirable to treat both queries and documents as bag of concepts
rather than bag of words. This motivates us to use MRF as docu-
ment ranking model for the comparison experiments, which we
will describe in detail in Section 4.2.

In conclusion, the results up to now show that the best QE sys-
tem is the one using a concept-based translation model, which,
trained on query-title pairs via EM, provides a principled mecha-
nism to capture local and global term dependencies and thus ef-
fectively bridge the lexical gap between queries and Web docu-
ments.

4.1.3 Impact of Weighting Expansion Terms

Two typical questions that need to be answered when developing
a QE system are (1) how to determine the best number of expan-
sion terms and (2) how to weight these expansion terms, with
respect to the original query terms. The experiments presented in
this section will show that there is one answer to both questions.

Recall that the statistical translation models select expansion
terms w of a query Q by ranking all candidates via P(w|Q). We
thus use this probability to weight each selected expansion term,
as Equation (12). Figure 1 plots the value of NDCG@]1 achieved
by the system using LM-JM and a QE method based on word
model, as a function of the number of expansion terms. The solid
line is the result using the term weighting function of Equation
(12) and the dot line is the result of the un-weighted system where
the weights of all expansion terms are set to 1. The results show
that the QE system with term weighting not only achieves better
NDCG scores but is much more robust. That is, its performance is
not as sensitive to the number of expansion terms as the un-
weighted system does. Term weighting is particularly useful when
many expansion terms are added. This is in agreement with our
intuition because term weights, computed by Equation (12), tend
to penalize the lower-ranked, noisy expansion terms, avoiding
possible query drift.
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Figure 1: NDCG@]1 using LM-JM and a word model based QE,
as a function of the number of expansion terms.

We repeated the experiment using phrase models and concept
models, and observed very similar results.

4.2 Expansion with Multi-Term Concepts

This section discusses QE results using concept-based models
where a query is expanded by both single-term concepts and mul-
ti-term concepts (i.e., bigram concepts and proximity concepts).
We begin our discussion with a description of the document rank-
ing model that is based on the Markov Random Field (MRF)
framework under which multi-term concepts can be used for doc-
ument retrieval.

4.2.1 Systems

The MRF approach to IR [29] models the joint distribution of
PA(Q, D) over a set of query term random variables @ = q; ... qjq|
and a document random variable D. It is constructed from a graph
G consisting of a document node and nodes for each query term.
Nodes in the graph represent random variables and edges define
the dependence semantics between the variables. An MRF satis-
fies the Markov property, which states that a node is independent
of all of its non-neighboring nodes given observed values of its
neighbors, defined by the clique configurations of G. The joint
distribution over the random variables in G is defined as

1
@D =7 [ | o@n (13)

A ceC(G)
where C(G) is the set of cliques in G, and each ¢(c; A) is a non-
negative potential function defined over a clique configuration ¢
that measures the compatibility of the configuration, A is a set of
parameters that are used within the potential function, and Z,
normalizes the distribution. For document ranking, we can drop
Za and simply rank each document D by its unnormalized joint
probability with Q under the MRF. It is common to define MRF
potential functions of the exponential form as ¢@(c;A) =
exp(A.f(c)), where f(c) is a real-valued feature function over
clique values and 4. is the weight of the feature function. Then,
we can compute the posterior P, (D|Q) as

py(D|Q) = PA@D e S e
PA(Q) ceC(G) (14)
DG

ceC(G)

which is essentially a weighted linear combination of a set of fea-
ture functions, identical to the linear discriminative model for IR
[17]. In our experiments, we used three feature functions, each for
one concept type defined in Section 3.3: individual terms, contig-
uous bigram phrases, and proximity. They are defined as

tf(@.D)  cf(q.0) s
EIRRT o

fr(q.D) = log| (1 — ar)

i qi+1), D
f5((q1, 4i41), D) = log [(1 SNOACCIETEEVE))
cf((9i,9i41), C)
S G

frs((a1, i41), D) = log [(1

tfuuws (3 Gi+1), D) (17)
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In Equations (15) to (16), |D| and |C| indicate respective token
counts of the document and the entire collection, «'s are interpola-
tion weights whose values are empirically tuned via cross-
validation, and tf(.) are document frequencies for different types
of concepts: tf (g, D) is the number of times that g matches in D,
tf((qi, gi+1), D) is the number of times that the bigram phrase
(i, qi+1) matches in D, and tfyuws((qi, qiv1), D) is the number
of times that both terms q; and q;,4 occur within a window of 8
positions in D. The collection frequencies cf(.) are defined anal-
ogously. These feature functions have been successfully used by
other researchers [4, 27, 30]. as are smoothing parameters. Fol-
lowing [17], the weights A are optimized for NDCG using the
Powell Search algorithm [33].

Similar to the QE system that generates single-term expan-
sions as described in Section 4.1.1, the QE system based on con-
cept model, representing both queries and documents as concept
vectors, takes the following steps to expand a query:

+ apg

1. Extract all query terms g (eliminating stopwords) from

2. Find all documents that have clicks on a query that con-
tains one or more of these query terms.

3. For each title concept in these documents e® calculate
its evidence of being selected as an expansion concept
according to the whole query via the concept model
P(e®|Q) defined in Equation (11).

4. Select n = |Q| X 10 title concepts with the highest
probabilities and formulate the new query Q' by adding
these concepts into Q.

5. Use Q' to retrieve documents using the MRF model.

We also use the concept-based translation model to assign the
weights of the expansion concepts as

D
max P(e”|Q) (18)

a:c(q.e®)>0 P(qlQ)

where P(q|Q) is the translation probability from Q to one of its
original query term q assigned by the concept model of Equation
(11), C(q,eP)is the number of query-title pairs in training data
where q occurs in the query part and the concept e occurs in the
title part. We define Weight(q; Q) = 1 for all the original query
terms q.

Weight(eP; Q) =



# |QE Models NDCG@1 NDCG@3NDCG@10
1 I[MRF (NoQE) 0.2802 0.3434 0.4201
2 [LCE (PRF) 0.2848 0.3509 0.4280
3|1 + M-CM1y.p.psg 0.3293 0.3869 0.4548
4 IMRF (Term Feature) 0.2803 0.3430 0.4199
5 IMRF (Bigram Feature) 0.2478 0.3124 0.3950
6 |[MRF (Proximity Feature)| 0.2536 0.3178 0.3992
7 |4 + M-CMy.p_pg 0.3270 0.3844 0.4534
8 |5 + M-CMp.pg 0.3144 0.3730 0.4434
9 |6 + M-CM._p.pg 0.3216 0.3770 0.4471

Table 3: Document ranking results using MRF with different QE
methods using multi-term concepts.

4.2.2 Results

Table 3 shows Web document ranking results using MRF and
different QE methods, evaluated on the test set described earlier.
MRF (Row 1) is the baseline that uses raw input queries without
QE. LCE (Row 2) is latent concept expansion, the state-of-the-art
PRF method developed for the MRF framework [30]. It is easy to
see that just as the MRF can be viewed as a generalization of uni-
gram language modeling (Row 1 in Table 2), so can LCE be
viewed as a generalization of RM (Row 2 in Table 2). The gener-
alization is due to the explicit modeling of term dependencies.
Unfortunately, in our experiments the generalization does not lead
to any significant improvement in retrieval results (Rows 1 and 2
in Table 2 vs. Rows 1 and 2 in Table 3). On the other hand, the
QE method that uses the concept-based translation model trained
on clickthrough data leads to significant improvement (Row 3 vs.
Rows 1 and 2). A comparison of this result with M-CMry._g_pg in
Table 2 confirms that it is advantageous to bind the word-term
expansion terms together during search rather than breaking them
into bags of words. To better understand our results, we perform
the following additional analysis.

Since the MRF model of Equations (14) to (17) is essentially a
linear combination of three feature functions, we can easily inves-
tigate the effectiveness of individual features and their combina-
tion for document ranking. Rows 4 to 6 in Table 3 are the results
of three MRF models, each of which uses an individual feature.
Row 4 uses the term concept and is identical to LM-JM (Row 1 of
Table 2). Results in Rows 5 and 6 are significantly worse than that
in Row 4, showing that the language gap between documents and
queries is substantially bigger when only multi-term phrases or
word pairs are used as indexing units because these multi-term
units encode language difference not only in word distribution but
also in language structure. The result is consistent with that re-
ported in [21]. Due to the bigger language discrepancy using mul-
ti-term features, the MRF model combining all three feature func-
tions is not significantly better than the term-based model (Row 4
vs. Row 1). Our result is different from the previous results re-
ported in [27, 29]. The possible reason is that these previous stud-
ies test MRF on TREC collections, where the language difference
between queries and documents is much smaller than that on our
datasets.

In Rows 7 to 9, we try to bridge the language gap using QE
based on concept model. Notice that for different MRF models,
we only expanded the original queries with the concepts whose
type is consistent with that of the features defined in the corre-
sponding MRF model. That is, the expansion concepts are only
terms in Row 7, bigram phrases in Row 8, and proximity concepts

in Row 9. Results show that the QE method using the concept-
based translation model significantly improves the document
ranking results for all three feature functions. In particular, the
improvement on the multi-term feature functions (Row 8 vs. Row
5 and Row 9 vs. Row 6) is much bigger than that on the single-
term feature function (Row 7 vs. Row 4). The results demonstrate
that the proposed QE method using the concept-based translation
model trained on clickthrough data is an effective means to fully
utilize term dependence to improve Web document retrieval re-
sults.

S. CONCLUSIONS

This paper combines two techniques to improve the log-based QE
method based on term correlations proposed by Cui et al. [9, 10]
for Web search. First, we replace the term correlation model esti-
mated purely on raw term frequencies with statistical translation
models. We select expansion terms for a query according to how
likely it is that the expansion terms occur in the titles of docu-
ments that are relevant to the query. Assuming that a query is
parallel to the titles of documents clicked for that query, the trans-
lation models are trained on query-title pairs, extracted from click-
through data, using the EM algorithm. We showed in our experi-
ments that a term-based statistical translation model, trained using
the EM algorithm, outperforms significantly the correlation model.
Second, we extend the term-based model that is context-
independent to context-dependent models that incorporate term
dependence information useful for generating more precious ex-
pansions. We confirmed empirically that a phrase-based model,
which captures adjacent term dependencies, significantly im-
proves the performance of word-based QE. We demonstrated that
a concept-based model, which incorporates term, bigram and
proximity features, is able to fusion local and global context in
such an effective way that achieves the best QE performance in
our experiments. We also showed that the new, improved log-
based QE system outperforms significantly other state-of-the-art
QE systems, including the one based on SMT [35, 36] and ones
using latent semantic models [14].

In future work, we intend to explore strategies of combining
log-based QE methods and latent semantic models for Web search.
For example, we might learn topics on multi-term concepts rather
than on single terms. We will also explore more sophisticated
methods of identifying phrases and concepts for building the
phrase model and the concept model, respectively. Another inter-
esting area is to apply the similar models on the document side.
That is, instead of expanding queries, we expand a document by
adding terms or concepts that are likely to occur in the relevant
search queries. Since both log-based QE and document expansion
can be performed offline, each of them, or some combination of
the two, might provide a promising approach to cope with term
mismatch for commercial search engines.
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