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SPECIAL ISSUE ON 3D DATA ACQUISITION, DISPLAY AND COMPRESSION

3D Data Acquisition, display and Compression
Irene Cheng, University of Alberta, Edmonton Alae@anada
locheng@ualberta.ca

Developing and appreciating 3D graphics andperformance of stereo algorithms.
animations has become a requirement not only in
research projects, but also in many practicalThe first paper, co-authored by Dr. Wenwu Zhu,
applications and daily activities, such asDan Miao and Hongzhi Li (Microsoft, Asia),
advertising, movies, games, TV, training anddiscusses the challenges and trends of
rehabilitation. 3D content has also been integratedmplementing real-time 3D applications on hand-
into many social web applications such as Secontheld devices. The challenges involve bandwidth,
Life, GOOGLE and so on. Evolving from latency, computational capability, memory size,
traditional 2D videos, the current developmentbattery life and delivered quality. A possible
trend aims toward enriching human viewing solution of using cloud-based 3D rendering
experience by introducing higher dimensionapproach is suggested. Free viewpoint TV/video is
domains. Other than a totally immersive virtual used as an example to illustrate the concept.
reality environment, such as the CAVE utilizing
comparatively heavy head mounted and sensin@tereo vision can enhance human viewing
devices, wearing light-weight 3D glasses isexperience. It can also improve the detection,
becoming commonplace, with the addedtracking and identification of objects, such as
convenience of enjoying 3D movies at ease inrecognizing people in surveillance systems. In the
IMAX theatres and even watching 3D televisionssecond paper, Dr. Gabriel Taubin (Brown
leisurely at home. Initiated as research goals,ymanUniversity) and Dr. Yong Zhao (Google), discuss
3DTV hardware and software have been deliveredising 3D sensors to help solving computer vision
as commercial products. problems traditionally based on 2D sensors, and
describe a real-time stereo vision system to
Viewing in 3D perspectives can provide additional perform object identification tasks.
insight in the understanding and interpretation of
multimedia contents. Given the increasedWhile efficient processing and rendering are
popularity and interests in 3D movies and 3DTV important, compatibility of 3D hardware, software
technologies in academia, industries and theand multi-modality data, as well as effective
general public, the goal of our 3D Rendering, network/storage usage are also attributed factors t
Processing and Communications Interest Group ishe success of 3DTV. The third paper authored by
to provide an international forum for researchersDr. Frederic Dufaux (Telecom ParisTech) reviews
developers, manufacturers, students and end-usecsirrent and discusses forthcoming standards of
to exchange knowledge, discuss R&D resultsvideo compression — which is one of the key issues
explore the latest state-of-the-art methodologieto be addressed in order to ensure interoperability
and study the effectiveness of these findings inrand hence mass adoption of the emerging 3D
terms of time, space and quality. We have speciastereo and multi-view video technology.
interest in multi-view video and stereoscopic 3D
data. Our target areas also include 3D datdt the end, Dr. Stefano Mattoccia (University of
acquisition,  registration,  visualization  and Bologna) and Leonardo De-Maeztu (Public
transmission, as well as data quality and standardsUniversity of Novarre) present a paper to discuss
the challenges in finding correspondence points in
There are two special issues proposed by oustereo images. They propose a framework that
Interest Group in 2011. We dedicate this issue tantegrates block based and point based incremental
feature the theme oBD data acquisition, display calculation schemes to obtain accurate disparity
and compressianThe four position papers are maps with dramatic reduction in execution time.
contributed by world class researchers, who discuss
many interesting and challenging problemsUndoubtedly, there are other challenging R&D
covering real-time 3D applications on hand-heldissues to resolve. By coordinating this specialéss
devices, object identification using stereo vision,we intend to inspire further discussions on 3DRPC
multi-view video compression standards and therelated topics, and thus make technological
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advances. In association, our Interest Group alsecorporating human perception — JND- following
coordinates a J-STSP special issue on “Emergngsychophysical  methodology, to improve
Techniques in 3D: 3D Data Fusion, Motion multimedia, graphics and computer vision
Tracking in Multi-View Video, 3DTV Archives techniques. She completed her PhD at the
and 3D Content Protection.” We invite your high University of Alberta and conducted postdoctoral
quality submissions. The call for paper wasresearch at the University of Pennsylvania. Before
published in the E-Letter April, 2011 issue. joining academia, she was a regional Information
Technology executive in Lloyds Bank International
On behalf of the 3DRPC |G, special thanks to allFar East Division. She received an Alumni
contributors and the E-Letter Editorial Board in Recognition Award in 2008 from the University of
coordinating this special issue. Alberta for her R&D contributions. She has
received, or been offered, many scholarships and
fellowships from NSERC, iCORE and others. Dr.
Cheng is the Chair of the IEEE Northern Canada
Irene Cheng, Section, EMBS Chapter (2009-2011), Board
SMIEEE, is the Member of the IEEE System, Man and Cybernetics
Scientific Director of (SMC) Society, Human Perception in Vision,
the iICORE Multimedia Graphics and Multimedia TC, and the Chair of the
Research Centre and IEEE Communication Society, MMTC Interest
an adjunct faculty in Group on 3D rendering, processing and
the Faculty of Science communications (2010-2012). She is a General
as well as the Faculty Chair in IEEE ICME 2011 and is a visiting
of Medicine &  professor funded at Institut National des Sciences
Dentistry, University of Alberta, Canada. Her Appliquees (INSA) de Lyon, France 2011. She has
research interests, among others, includeover 100 publications including two books.
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Real-time 3D Applications on Handheld Devices: Challengesand Trend
Wenwu Zhu, Dan Miao, and Hongzhi Li, Microsoft Reske Asia
{wenwuzhy v-danmia,v-ansli}@microsoft.com

1. Introduction and Challenges of Real-time 3D 2 Cloud-based Real-time 3D Rendering for
Applications on Handheld Devices M obile Devices
With the development of computer vision, graphicsfFor a 3D application system, the entire processing
and display technology, 3D applications havechain is mainly composed ofcapturing
drawn great attentions and are getting into pesple’compression transmission rendering and
daily life. Real-time 3D applications usually focus representationDue to page limitation, we omit the
on the interaction with users, and render a 3Ddetails. Various technical challenges and state-of-
scene with objects in real-time according to usersthe-art solutions can be found in [3-8].
action, thereby providing richer user experience
comparing with those 2D applications. In the pastEven with recent advances in the above
decades, most 3D applications run on the fat dienttechnologies, it is still not easy to build reah
who have strong computing ability (e.g., PC).3D application systems on mobile phones, which
Thanks to the researchers’ efforts, many of thecan capture, store, and process a large number of
challenges in real-time 3D applications, such as 308D data in real-time, due to the limitation of
reconstruction and rendering, etc., on the fantdie wireless network bandwidth and computing
have already been solved or made good progress. capability of mobile phones. To overcome the
limitations, people started to work toward a trend
As the result of rapid developments in wirelessof using server/proxy to do view-rendering
communications and mobile devices, there hasomputation for mobile phones. For example, Shi
been an increasing demand to view real-time 3Det al. proposed to use proxy to do 3D rendering for
applications on handheld devices. Real-time 3Dmobile devices [9].
applications on handheld devices can be roughly
grouped into the following categories: 1) Multimedia cloud computing is an emerging
augmented / virtual reality applications; 2) 3D technology aiming to provide a variety of
image applications; 3) 3D video applications. Thecomputing and storage services over the Internet
first category includes the applications toand wireless networks [10]. To address the
reconstruct a virtual or real+virtual 3D world, buc challenges mentioned above, in this paper, we
as Telepresence [1], second-life present a new trend of real-time 3D applications on
(http://secondlife.con)/ etc. The second category mobile phones based on multimedia cloud
includes stereo images and 3D scenes which areomputing. This is motivated by the fact that
built using images as the source media, such amobile phones have limited computation capability,
Photosynth  Ifttp://www.photosynth.ngt street-  battery life, and memory size while cloud has
side fttp://www.bing.com/maps or street view abundant computation and storage resources. To
(http://maps.google.com/mgpdn the last category, demonstrate this concept, next we will use cloud-
3D video applications include stereo video and freebase rendering of free viewpoint TV/video
—view / multi-view videos [2]. (FTVIFVV) as an example. FTV/FVV is an
innovative visual media that enables us to view a 3
To develop real-time 3D applications on handheldD scene by freely changing our viewpoints. The
devices is not a simple extension from thearchitecture of FTV/FVV based on multimedia
traditional 3D applications on PC, and presentscloud computing is shown as follows.
new challenges.First, real-time 3D media is
usually of great volume, imposing requirements onin this architecture, Media Edge Cloud (or Media
real-time processing and high-bandwidth & low- Edge Cloudlet) is proposed, in which media
latency delivery. Second, mobile devices havecontents and computation are pushed to the edge of
limited computational capabilities, memorize size,the cloud to reduce latency. MECs can be managed
and battery life, which makes 3D computing onin a centralized way or in a Peer-to-Peer (P2P)
mobile phone difficult. Third, wireless networks’ manner. Encoding and rendering computation of
characteristics change dynamically, caused by TV/FVV or multi-view video can be executed in
fading, etc., and network bandwidth of mobile CPU and GPU clusters in an MEC. Traditionally,
phones is usually narrow. rendering is conducted at client side. However,
rendering on mobile devices or computationally
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constrained devices impose great challenges due thallenges. Then we presented cloud-based 3D
limited battery life and computing power as well asrendering on mobile device as a future trend, and
narrow wireless bandwidth. In essence, an optimatelated research directions were discussed.
resource allocation strategy between the cloud and
mobile devices is needed such that some portion dReferences
rendering task can be shifted from client to cloud [1] T?'??resechei O?rléinéoée cotntrollez%lrgboticumt

; R : eclal Issue report, ectrum, .
Considering the tradeoff between computing an%ﬁ’ Tanimato M. Prehrani M.Pl.o, Fuji T, Yendo T, -
communication, there are two types of cloud-base

. . . ~ Viewpoint TV,” IEEE Signal Processing Magazine, pp.
rendering. One is to conduct all the rendering |n67_7g Jan. 2011, g g Mag PP

cloud; the other is to conduct part of the rendgrin 3] g. Stoykova, A. Alatan, P. Benzie, N. Grammialjd
in cloud while the rest in client [10]. In the foem s Malassi-otis, J. Ostermann, S. Piekh, V. Sairf@v,
case, cloud will do all the rendering computing. e. Theobalt, T. Thevar,and X. Zabulis, “3-D Time-Vargi
for the case of thin-client. In the latter case, klky ~ Scene Capture Technologies - A Survey,” IEEE
problem is how to allocate rendering task betweernfransactions on Circuits and Systems for Video
clients and cloud, which will involve client-cloud T€chnology, vol. 17, no. 11, pp. 1568-1586, 2007.
resource partition / optimization for multimedia [41 A- Smolic, K. Mueller, N. Stefanoski, et alCbding

. . . algorithms for 3DTV - A survey,” IEEE  Trangans
computing. Rendering allocation ~ could be on Circuits and Systems for Video Technology, 4],

performed based on different criteria. How to ., 11 pp. 1606-1620, 2007.
formulate the resource allocation problem and finds; G. B. Akar, A. M. Tekalp, C. Fehn, and M. R.

an efficient and dynamical rendering task Civanlar, “Transport methods in 3DTV - A survey,”
allocation algorithm between mobile devices andIEEE Trans. Circuits and System for Video Technglog
the cloud to optimize QoE (Quality of Experience), vol. 17, no. 11, pp. 1622-1630, Nov. 2007.
such as video quality and interaction delay, is ond6] S.C. Chan, H.Y. Shum, and K.T. Ng, “Image-based
of our current researches. rendering and synthesis,” IEEE Signal Processing
Magazines, pp. 22—-33, Nov. 2007.
[7] P. Benzie, J. Watson, P. Surman, |. Rédkken,
K. Hopf, H. Urey, V. Sainov, C. von KopylowA
Survey of 3DTV Displays: Techniques and
Technologies," IEEE Transactions on Circuits and
Systems for Video Technology, vol.17, no.11, pp7:64
1658, Nov. 2007.
[8] Alatan, A., Yemez, Y., Gudukbay, U., Zabulis,, X
Muller, K., Erdem, C., Weigel, C.2007. “Scene
Representation Technologies for 3DTV—A Survey,”
IEEE Transactions on Circuits and Systems for Video
Technology, vol. 17, no. 11, pp.1587-1605, Nov.200
[9] Shu Shi, Won J. Jeon, Klara Nahrstedtd &Roy
H.Campbell, “Real-time remote rendering of 3d wide
for mobile devices,” in MM '09. 2009, pp. 391-400,
ACM.
. . [10] Wenwu Zhu, Chong Luo, Jianfeng Wang, Shipeng
Fig. 1. Architecture of cloud-_based FTVIFVV for [ “Multimedia Cloud Computing: Application and
handheld devices. Direction”, to appear, Special Issue on Distribute
Image Processing and Communications, IEEE Signal
Processing Magazine, May 2011.

The bandwidth limitation problem could also be
solved by cloud-based rendering, in that rendering

task is performed mainly in the cloud; while just Wenwu Zhu is a Senior
novel view or some parts of multi-view streams are Researcher at Internet Media
needed to transmit to user. Moreover, the rate Group of Microsoft Research
adaptation could be performed from an MEC's = = Asia currently. Prior to his
proxy to different clients in heterogeneous network g current post, he was a
for achieving better QoE. = Principal Architect at
A Microsoft Advanced
- m . Technology Center from 2008
3. Conclusions : to 2009. He was the Director

In this paper, we first introduced real-time 3D and Chief Scientist. of Intel Communication
applications on mobile devices and presented thdechnology Lab China as well as an Intel's
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Principal Engineer from 2004 to 2008. He was withTPC co-chair for IEEE ISCAS 2013. He is a
Microsoft Research Asia’s Internet Media Group Fellow of the IEEE.

and Wireless and Networking Group as Research

Manager from 1999 to 2004. He was with Bell Wenwu Zhu received the B.E. and M.E. degrees
Labs at AT&T/Lucent Technologies as a Memberfrom National University of Science and
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communications and networking. He participatedfrom Polytechnic Institute of NYU, New York, in
in the IETF ROHC WG on robust TCP/IP header1993 and 1996, respectively, in Electrical and
compression over wireless links and IEEE 802.16mComputer Engineering

WG standardization. He is inventor or co-inventor

of over 40 patents. His current research interest i
in the area of multimedia communication and
computing.

Dan Miao received the B.E.
degree from University of

) ) Science and Technology of
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Using Stereo Vision to Detect, Track and I dentify People
Yong Zhao and Gabriel Taul, Brown University, Providence, Rhode Island, |
{yong_zhao, taubin}@brown.e

1. Introduction

This article briefly describes aeal-time stereo
vision system usedo detect, track, and identi
people for surveillanceapplication. The use of
stereo visionresults in a dramatic performai
improvement inthis traditional computer visio
application compared with traditional syste
based on monocular sensofie additional dept
information provided by theatereo visionsystem
transforms a 2D imagdemain problem into
decision-making problenm the 3D world

2. Capturethe 3D Scenein Real-time
Surveillance systems uslal operate withou
interruptions 24 hours a day. In additiorthese
systems ofte need to respond immediately
certain events which require prompt handliWe
argue that a sensor able to capture the 3D stru
of a scene in redlme is required to accomplis
these tasks.

¥z Resol ation
Fig.1 Progressive refinement of disparity r

¥ Resolution

In order to meet the speed requireme GPGPU-
based real-time ehse stereo matching algoritt
was developedThe basic idea of this algorithm
illustrated in Fig.1. A stereo pyramid is genere
from the captured stereo image pair, and the s
matchingprocess is started at very low resoluti
Based on the low resolution result, the dispe
values are progressively refined at hig
resolutions. The underling matching algorithn
the “adaptive window” approach [1] because ¢
high accuracy with tatively small matching
window. Taking the advantage of the fact that ¢
moving objects are of interest for surveillat
applications, an appearance baseackground
modelis used to limit the processing to the reg

http://www.comsoc.or g/~mmc/
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composed of image pixels labeled foreground.
By carefully mapping the computation an off-
thesshelf commodity graphics ceé with GPGPU
architecture, our implementatias able to perfor
7200M disparity evaluations per second, wt
leads to a speed of 36Hz for theereo matchin
algorithm on 1024 x 768 stereo video wi
disparity range of 256 pixelawhich is very fine
compared with earlier competing algorith

3. People Detection and In-camera Tracking
Shadows of moving objects change

photometric appearance background pixelut
they do not affect their depths. Therefore
appearanctased background model is unable
handle moving shadows. Fig.2 illustrates how
algorithm, which uses a depliased backgroun
model, detects a real moving foreground object
its shadows.

c \

Fig.2 (a) A moving persoand his shadows casted on furnit
and floor. (b) Foreground regions detected by thgearanc-
based background model. (c) Pneasured depth map
background. (d) Foreground regions detected byh-based
background modeShadows are highlighted with black cc

After the shadows are removed, a 3D point cl
can be generated from the foreground pixels
the estimated depth map. Like some prev
works [2,3], our algorithm then projects the

point cloud on a top-down plariew coordinate
system for further processing. The justification
this step is that it is much easier to segn
individuals who are typically standing from suc
view point, regardless of their distances to

camera and occlusions amongsem. The top-
down view also provides a good direct summ
impression of the objects’ behaviors in wa
coordinates. Fig.3 illustrates this process. -

Voal.6, No.6, June 2011
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technique works very well, even in very crowdedthan other ones. Besides, the height, view-point
scenes in which objects are tightly connected an@nd physical size of the feature are used to eghanc
individual part. Experiments have shown that these
..
T=0s | T=8s

partially occluded in the camera-view. the strength of the original HoG based SIFT feature
descriptor. 3D information is also used to split an
3D enhanced visual cues significantly improve the
)] @] tracking performance. Fig.5 shows an example of
=
L
7 q , 1 4 Qﬁi}
h i} T=16s “ 7 [1=28s
Fig.5 In-camera tracking of multiple moving persons

object into multiple parts based on the height.riThe
the color histograms are computed for each

] tracking multiple moving persons in both the
camera view and the top-down plan-view.

Fig.3 (a) 3-d point clouds of foreground objectshwshadows
being removed. (b) Objects are detected by segngehtobs on
plan-view occupancy map. (c) The camera-view vigatibn of
segmentation results. (d) A very crowded scene withple
detection results highlighted with circles on h@aditions. (e)
The plan-view occupancy map of the crowded scene.

After objects are detected, the algorithm performs4. Person Identification

in-camera tracking. In-camera tracking meansldentifying people is necessary for tracking and
tracking objects which are observed from the pointsearching individuals in a sparsely deployed
of view of one camera node. A simplified camera network. Compared with in-camera
Maximum  Likelihood Estimation (MLE) tracking, tracking objects across spatially
framework is used to obtain the most likely disconnected camera fields of view is more
connections  of objects’ identifications in difficult because: 1) there is no spatial contipui)
consecutive frames. The likelihood in the color histograms are less stable due to the lightin
framework is approximated by a similarity score variations across different camera locations; and 3
which is defined by the spatial continuity, and object matching has to be performed on a larger
similarity of visual cues. Two kinds of visual cues database.

are used here: 3D local feature and 3D localized
color histogram. For cross-camera tracking, each object is

represented by an object descriptor which contains
a set of distinctive 3D local features and their
spatial relationship. The idea is that for two
instances of the object to be matched, not only the
features, have to be largely matched, but also the
spatial structures of features must agree with each
other.

However such object descriptor contains many
local features which are not effective when used in
a large scale database. We address the scalability
problem with a multi-resolution compression
(b) scheme for object descriptors. First the high
Fig. 4 (a) 3-d enhanced SIFT feature. (b) 3-d Iaedl color ~ dimensional HoG-based feature descriptor is
histogram. compressed to 1D index using the technique
developed in content-based image searching [5]. A
Fig.4 illustrates the 3D enhanced visual cues usetbw resolution object descriptor contains only a
for object tracking. SIFT features [4] are detectedsubset of the 1D index. A medium resolution object
on 2-d image. 3D information is used to select adescriptor contains the 1D index set and the dpatia
subset of features that are from a relatively flatstructure of features. And a full resolution object
surface with a nearly head-on direction to thedescriptor contains the 128D HoG descriptor and
camera. These features are much more repeataliige spatial structure of features. When matching
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object in a large database, low resolution ot
descriptors are first used to find a small se
candidates. Median and full resolution obj
descriptor are then udeto progressively find th
best match.

We have conducted an experiment to test the o
identification using low, medium and fi
resolution descriptors. Object descriptors
created for 20 people in a supervised environn
We then ask each perstmshow up again in fror
of the camera and to try to i@entify them. Fig.t
shows the performance using three diffel
resolutions of object descriptors.

Fig.6 (a) A database of pgenerated object descriptors for
people. (b) A new instance pkrson #3. (c) Similarity scor
computed between the new instance and 20 objectatabase
using low, median and full resolution object dgsini. All
three resolutions give correct answer. The fullok$on
performs with highest confidence. (d) m left to right, the
confusion matrixes of object identification experiment o
every person using the low, median and full resmtubbject
descriptors.

6. Conclusion

We have shown that 3D information can be use
handle the problem of shadows, occlusion
crowdedness in object detection and tracl
applications. 3D information also helps to enhs
the strength of 2D local image features and c
histograms, redting in significant performanc
improvements in object identification tasks. '
believe that using 3D sensors will ultimately h
to solve many computer vision proble
traditionally based on 2D sensors.
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Emerging 3D Stereo and Multiview Video Compression Standards
Frédéric DufauxCNRS UMR 5141 — LTCI, Télécom ParisTech, Parisnéea
frederic.dufaux@telecom-paristech.fr

1. Introduction are sub-sampled and combined into a single frame,
Interest for three-dimensional (3D) video ise.g. in side-by-side or top-bottom formats.
steadily gaining momentum. With the expectationAuxiliary information is required in order to
of greatly enhanced user experience, 3D video igorrectly interpret frame-compatible formats. For
widely perceived as the next major advancement inhis  purpose, Supplementary = Enhancement
video technology. Information (SEl) has been standardized in the
framework of H.264/MPEG-4 Advanced Video
Several 3D video formats, coding schemes, andCoding (AVC) to correctly distinguish the samples
display technologies currently coexist. corresponding to the left and right views.
Standardization is one of the key issues to be
addressed in order to ensure interoperability andHowever, this representation suffers from two
hence mass adoption of such technology. MPEGevere drawbacks. First, spatial or temporal
has previously standardized and brought to theesolution is decreased, possibly resulting in
market several 3D video formats. For instancereduced quality and user experience. Second,
industry is already deploying products and servicedegacy 2D devices are not able to correctly decode
based on Multiview Video Coding (MVC) and SEI messages and hence fail to correctly interpret
frame-compatible stereoscopic formats. the interleaved data. In particular, this is a key
issue in broadcast environment where it is costly t
However, new market needs are emerging alongipgrade devices.
with advances in 3D displays and services [1].
Efficient 3D video representations, which enableThe 2D video plus deptliormat is another useful
the reconstruction of an arbitrarily large numb&r o representation. Depth information results in a
views prior to rendering, are proposed in [2][3]. display-independent representation which enables
Free Viewpoint Video (FVV), which allows for synthesis of a number of views. Two
interactively varying the viewpoint, is presented i straightforward advantages of this representagon i
[4]. that the 2D video stream provides backward
compatibility with legacy devices and it is
To address these new requirements, MPEG independent of underlying coding formats. Depth
initiating a new phase of standardization for 3Ddata has different characteristics when compared to
Video Coding (3DVC), with the objective to go natural video data, usually resulting in better
beyond the capabilities of existing standards. Acompression performance. However conventional
Draft Call for Proposals has been recently releasedoding methods may not be optimal and coding
[5], and the Final Call for Proposals will be artifacts also impact the quality of synthesized
formally issued in March 2011. More specifically, views. ISO/IEC 23002-3, more commonly known
3DVC aims at supporting the synthesis of multipleas MPEG-C Part 3, is a specification for the
views and enabling advanced stereoscopistandardized representation of auxiliary video data
processing. including depth map. Its drawback is that it isyonl
capable of rendering a limited depth range.
2. Existing 3D Video For mats
A few standardized formats already support 3DMultiview Video CodingMVC) [7] is an extension
video applications. We briefly discuss them of the AVC standard [8]. It addresses multiview
hereafter, along with a discussion on theirvideo representation resulting from multiple
respective advantages and shortcomings. cameras capturing the same scene from different
viewpoints. This typically generates a tremendous
Frame-compatible stereoscopic formats, also amount of data, and therefore efficient compression
known as stereo interleaving, consist in a muliiple is paramount. Since multiview video also exhibits
of the left and right views into a single frameaor significant inter-view statistical redundancies,
sequence of frames [6]. With temporal MVC combines conventional intra-view temporal
multiplexing, successive frames correspond to therediction and inter-view prediction from
left and right views respectively. Alternatively, neighboring views [9]. Moreover, MVC streams
with spatial multiplexing, the left and right views must include an AVC base layer for backward
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compatibility with legacy 2D devices. Subjective Technology requirements for 3DVC are detailed in
quality assessment tests have shown that MVC cafi0]. Regarding data format, the uncompressed
achieve a substantial bit rate saving whendata format shall support stereo video as well as
compared to AVC simulcast for the same visualother configurations beyond stereo. To enable
quality. efficient and high quality view synthesis,
supplementary data, including depth maps,
Auto-stereoscopic displays, requiring a largesegmentation information, transparency or specular
number of views, are one of the primary targets ofreflection, and occlusion data, shall be supported.
MVC. However, a major shortcoming of the design
is that the bit rate essentially grows proportignal In terms of compression, the bit rate for video and
to the number of encoded views. As a consequencsypplementary data should not exceed twice the bit
channel bandwidth constraints typically prevent arate of state-of-the-art compressed 2D video.
large number of views. Moreover, 3DVC should outperform state-of-the-
art multiview coding. Compression should not
Nevertheless, MVC still proves useful for stereoadversely impact the visual quality of synthesized
video content delivery. Indeed, it has been adoptediews. The compressed data format shall include
for stereo coding on the 3D Blu Ray Disc format.forward compatibility with AVC and the
Both the good coding efficiency and backwardforthcoming High Efficiency Video Coding
compatibility are essential features. When(HEVC). It shall also include a mode that enables
compared to frame-compatible formats, MVC simple stereo and mono compatibility.
maintains full resolution. In addition, it usually
achieves better rendering quality than 2D videoWith respect to rendering, 3DVC should support

plus depth format. superior rendering capability when compared to
current state-of-the-art representations. In agldljti
3. Forthcoming 3D Video Coding it shall be display-independent and support various

With the goal to go beyond existing standards,types and sizes of displays. Finally, 3DVC shall
MPEG has initiated a new phase of standardizatiosupport a variable stereo baseline and an
for 3D Video Coding (3DVC). appropriate depth range.

Two major objectives are targeted [1]. The firseon A Draft Call for Proposals has been released in
is to support advanced stereoscopic displayanuary 2011 [5]. The Final Call for Proposals is
processing, in order to allow stereo devices teecopscheduled to be issued at thd'96PEG meeting in
with diverse display types and dimensions as welMarch 2011. Technologies are sought for efficient
as varying viewing conditions. It includes the 3D video compression as well as high quality view
adjustment of depth perception by controlling synthesis. Proponents should make available coded
baseline stereo distance, a feature which provetest material before October 2011, and submit
useful to improve user viewing experience and todocuments describing the proposals by November
prevent fatigue. The second objective is to improve2011. Subjective assessment starts in October and
support for high quality auto-stereoscopic evaluation will take place at the O8MPEG
multiview displays. More specifically, 3DVC aims meeting in November-December 2011.
at enabling the synthesis of many high-quality
views with a limited bit rate. For example, with a In the development of 3D video technologies,
representation based on stereoscopic video anguality assessment is a significant challenge [11].
respective depth maps, the bit rate is decouple@iVhile subjective evaluation of 2D video quality
from the number of views. has reached some maturity with several
methodologies recommended by ITU, subjective
It is expected that 3DVC enhances the 3Dassessment of 3D video raises new issues. In
rendering capabilities, when compared to theparticular, the viewing experience becomes multi-
limited depth range supported with frame- dimensional and involves not only visual quality,
compatible formats. Moreover, 3DVC does notbut also depth perception and viewing comfort.
trade-off resolution. When compared to MVC, Finally, the specific 3D display technology als® ha
3DVC is expected to significantly reduce the bita significant impact. To evaluate 3DVC
rate needed to generate the views required fosubmissions, MPEG intends to carry out subjective
display. tests on both stereoscopic and auto-stereoscopic
displays.
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4. Concluding remarks [10] ISO/IEC JTC1/SC29/WG11, “Applications and
3D video is a very hot topic nowadays. In this Requirements on 3D Video Coding”, N11829, Daegu,

article, we first reviewed existing standardized 3DKorea, Jan. 2011. N
formats. We then discussed the forthcomingl}l] Q- Huynh-Thu, P. Le Callet, M. Barkowsky, *Video

standard for 3D stereo and multiview video Quality Assessment: from 2D to 3D - Challenges and

. . Future Trends”, Proc. IEEE Int. Conf. in Image
compression currently under development INpocessing, Hong Kong, Sept. 2010.
MPEG, with the objective to go beyond the ' '

capabilities of current solutions.

On a parallel path, MPEG is also exploring a
Frame-Compatible Enhancement (FCE) for AVC,
which targets compatible transmission of
stereoscopic video at high definition resolution.

Frederic Dufaux is a
CNRS Research
Director at Telecom
ParisTech. He is also
Editor-in-Chief of
Signal Processing:
Image Communication.
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A Discussion on the Accuracy and Performance of L ocal Stereo Algorithmsfor
Stereo Correspondence
Stefano Mattoccia, University of Bologna, Bologialy
Leonardo De-Maeztu, Public University of Navarrpat®
stefano.mattoccia@uniba.leonardo.demaeztu@unavarra.es

1. Introduction accuracy and performance.
Stereo vision aims at inferring 3D information
from two images of the same scene simultaneouslg. Local algorithms for accurate stereo
acquired from two different viewpoints. Due to the correspondence based on adapting weights
large number of application scenarios that can takéocal algorithms that shape their support by means
advantage of 3D information, this topic received aof an adapting weightstrategy outperform other
lot of attentions in the last decades and arocal approaches (see [4, 5] for a recent evalngl}io
extensive review can be found in [1, 2]. enabling to obtain results comparable to global
methods.
Given two images, referred to as reference (R) andlgorithms based on the adapting weight strategy,
target (T), if we are able to find correspondingoriginally proposed in [6], aggregate costs on a
points (i.e. projections of the same scene poi in fixed squared support and assign to each point a
and T) stereo vision allows obtaining depth byweight computed, with respect to the central point
means of a simple triangulation [1]. However, of each support, according to the image content.
finding corresponding points in the two images is aThe Adaptive Weight (AW) approach [6], inspired
challenging task and many algorithms have beeiby Gestalt theory, encodes the relevance of each
proposed. According to [1, 2] most approachesmatching cost according to a proximity and color
perform four steps cfpst computation cost distances. The former assigns higher scores to
aggregation disparity optimizatiorandrefinement points closer to the central point while the latter
and algorithms can be roughly classifiedlacal  assigns higher confidence to points with similar
approaches anglobal approaches. colors with respect to the central point. This basi
The former class mainly relies on cost aggregatiorprinciple, depicted in Figure 1, is applied to each
and in most cases ignores disparity optimizationpoint of reference and target supports (and
deploying, on a point basis, a simpénner Takes corresponding weights are then multiplied).
All (WTA) strategy. Although the simplest Although very effective [4, 5, 6] this method is
approach aggregates cost on a fixed area (referrembmputationally expensive (it requires several
to as suppor) centered in the points under minutes with standard test images [3]).
examination, more sophisticated and effective
methods that aggregates costs according to image :H
content have been proposed. In general, local
algorithms have a very simple computational
structure and a small memory footprint.
Nevertheless, most accurate algorithms are -
computationally expensive.
On the other hand, global algorithms perform a
disparity optimization on the whole image by
means of an energy function that jointly enforces
photometric consistency between images and &igure 1Adapting weightsstrategy: the matching
smoothness term that models the evidence thagost of point g is weighted according to its sgatia
scenes are piecewise smooth. Most globafistance and color distance wrt to the central tpoin
algorithms do not perform cost aggregationP-
focusing only on disparity optimization. Despite
their effectiveness these algorithms are in mosthe Segment Support (SS) [7] approach improves
cases computationally expensive and have a largeW deploying segmentation as additional cue.
memory footprint. These drawbacks render thesd his method discards the proximity constraint (i.e.
algorithms not suited to most practical applicasion spatial distance) and computes weights with the
In the next section we’ll focus our attention on following strategy (for reference and target
recent local state of the art algorithms that adapsupport): if point g belong to the same segment of
their supports to image content discussing thei® g receives the highest weight, otherwise point g
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is weighted according to the color distance wrt t
Unfortunately, despite its effectiveness, 1
method [4] doubles the execution time of the ,
approach.

A further improvement based on the adap
weight strategy was proposed in [8]. Similarly
SSthis approach discards the proximity constr.
and computes weight (for points belonging to
support in reference and target images) accol
to the geodesic distance between p and q.
geodesic distance for point q is defined as tha
with the ninimum cost between q and the cen
point p. The cost between two adjacent point
computed as the Euclidean distance in the |
color space. The execution time of this metho
high and comparable to those of the previ
approach.

Despite their effctiveness, methods based on
adapting weight strategy are computation
expensive and not suited to most pract
applications. Nevertheless, a computatic
framework that combines the effectiveness of
adapting weight strategy with the efficcy of
traditional correlation based approaches

proposed in [9]. This method, referred to as |
Bilateral Stereo (FBS), computes approxime
weights for reference and target images on a t
basis assigning to each point within a bloc
single vale assuming as reference for the bl
the central point . The weight assigned to ¢
block is computed according to the spatial

color distance between the center of the block
the central point p. On the other hand, matcl
costs are computed gmisely on a block basis |
means of incremental calculation schemes suc
box-filtering [10] or integral image [11]. The
block-based strategy for weight computat
deployed by FBS is depicted in the followi

figure.
e

Figure 1 Block-based adt@pg weight strateg
deployed by the FBS approach: the matching
of point gq is weighted according to the spa
distance and color distance of the block contai
g wrt to the central point p.
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The strategy deployed by FBS enables to ot
resultscomparable to [6] and [7] at a fraction of 1
time required by these algorithms. For example
standard stereo pairs, the execution time d
from minutes to seconds [9].

3. Experimental results

According to the metric defined in [4] (i.e. ovér
sum of errors in non occluded and discontin
regions) the overall error computed on the 4 st
pairs of the Middlebury dataset [2, 3] for AW
83.32 for SS is 67.03 and for FBS is 67.55. ~
measued execution time according to [4] for A
and SS is, respectively, 20 minutes and 39 min
On the other hand, the measured execution tim
FBS [9] is 29 seconds.

The following figures report the raw disparity me
computed on the Tsukuba stereir [2, 3] by AW,
SS and FBS with 3x3 blocks. A qualitative anal
of these disparity maps shows that the |
approach enables to obtain results comparable
even better in some circumstances, to AW and
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Figure 3: From top to bottonleft image of the
Tsukuba stereo pair, disparity map computec
AW, disparity map computed by SS and dispe
maps computed by FBS. Disparity maps
detailed experimental results are available on
web site accompanying paper [4].

In FBS the optimal size of the blocks was foun
be 3x3; however, by increasing this paramet
further speedip can be obtained thus enabling
trade efficiency for accuracy.

3. Conclusions

Recent local algorithms based on the adar
weight stratey enable to obtain very accure
disparity maps. Unfortunately, due to their h
execution time, these approaches are often
suited to most practical applications. Neverthel
a framework that computes weight on a block b
and matching cost on aimt basis by means
incremental calculation schemes enables to ol
equivalent accuracy dramatically reducing
execution time.
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TECHNOLOGY ADVANCES
Mobile Multimedia Networks
Guest Editor: Hongbo Jiang, Huazhong Universitysofence and Technology, China
hongobjiang2004@gmail.com

In the past few years, we have seen a global flurrgoding platform. We briefly survey video coding
of the Internet in the rapid roll-out of multimedia requirements for mobile applications, as well as
the commercial products such as PPlive, YouTubesome of the commonly adopted solutions to
and Skype have occupied a large portion ofcomply with such requirements in this paper.
Internet bandwidth.  Meanwhile, advances inFinally, we discuss the future directions on the
wireless communication technologies havedesign of the future multimedia embedded systems
contributed to an explosive growth of video for mobile networks.

applications over wireless mobile networks in

recent years. However, subject to the lowerln the fourth paper, titled ‘Mobile Vision:
bandwidth, higher latency, a higher burst erroerat Opportunities and Challenges’, we summarize
and user’s mobility in wireless networks comparedseveral research opportunities or topics, as veell a
to wired networks, the end-devices in wirelessthree major challenges, in an emerging research
networks are more heterogeneous than in wirecrea, namedobile vision This emerging area will
networks. This E-letter presents five papers,be evolving with the interaction among the mobile
providing some technologies in designing efficientecosystem, the internet ecosystem, and the
mobile multimedia networks. computing cloud.

In the first paper, titled ‘Resource Utilization in The last paper is to overview the key issues and
Internet Mobile Streaming’, we shows a research trends in satellite networking, a next
measurement study on the power efficiency ingeneration network.

receiving streaming services under different

streaming delivery architectures. One observation

in this article is that the existing P2P streaming Hongbo  Jiang
service still lacks power-efficient design and received the B.S.
device heterogeneity handling capabilities, and and M.S. degrees
deserves further optimization. from  Huazhong

University of
The second paper, titled ‘Scalable Video Coding Science and
with Compressive Sensing for Wireless Videocast', Technology,
focuses a newly technology of compressive sensing China. He
(CS) on how it facilitates video coding . We received his Ph.D.
discuss many open issues that worth further from Case

investigation, e.g., how to optimize the Western Reserve
guantization level and the bit allocation for each University in 2008.
layer; how to reduce the decoding; how to enhancéfter that he joined the faculty of Huazhong
network protocols to support SVCCS with evenUniversity of Science and Technology as an
lower cost and better performance. associate professor. His research concerns

computer networking, especially algorithms and
In the third paper, titled ‘Video Coding Platforms architectures for high-performance networks and
for Mobile Multimedia Networks’, we study video wireless networks.
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Resour ce Utilization in Internet M obile Streaming
Yao Liu, Fei Li, Songqging Chen, George Mason Usingr
Lei Guo, Microsoft Corporation
{yliud,lifei,sqchen}@cs.gmu.edu, leguo@microsoftco

1. Internet M obile Streaming To address the heterogeneous challenge, services
Recent years have witnessed a quickly increasingsing the C/S architecture would pre-code the
demand for Internet streaming to mobile devicescontent into several formats, and supply the
For example, both iIOS and Android have nativeappropriate format based on the supported formats
support for Youtube [1]. More and more contentof mobile devices; on the other hand, in the C/P/S
providers today also allow their customers toarchitecture, the online transcoding is performed
access multimedia content on their mobile devicesvith the help of the intermediate proxy; and the
via wireless connections. However, delivering highP2P architecture lacks efficient transcoding in the
quality Internet streaming to mobile devices facesdesign.
several challenges due to inherent constraints of
mobile devices. To study battery power consumption under these
different architectures for Internet mobile
First, mobile devices are very heterogeneousstreaming, we have conducted measurements with
differing from each other in screen sizes, coloriPod Touch, focusing on the two major power
depth, etc. Thus, streaming content must beonsumption sources: CPU and the WNIC.
customized to appropriate resolution, size, frameWe studied three representative streaming services:
rate, bit rate, and encoding format for different SPBtv [5] (C/S), Orb [3] (C/P/S), and TVUPIlayer
types of mobile devices. Such customization could6] (P2P).
either be done in advance or at runtime. For
example, Youtube transcodes the contents int@. Battery Power Consumption by CPU
several versions while they are uploaded. On th&he CPU cycles in a streaming session are mainly
other hand, Vuclip [2] performs the transcodingused for two purposes: decoding the received data
upon request. Placeshifting systems like Orb [3]Jand transcoding for the mobile device. Our
and AirVideo [4] also transcode the content storedmeasurement results show that, for SPBtv, the
at home computers and allow users to access vigideo is encoded in H.264 standard, which has
their mobile devices. native support on iPhone and iOS, and can be
decoded by hardware. As a result, decoding the
Second, mobile devices have limited resourcesstreaming content leaves about 80% idle CPU
including slower CPU speed, smaller memory andcycles.
storage sizes, and limited battery power. For
Internet streaming, the battery power poses @rb, however, transcodes and delivers the
fundamental constraint, as it often demandsstreaming content in flv format, which requires the
continuous operations of the wireless networkmobile device to resort to software for decoding.
interface card (WNIC) to receive the streamingAnd about 40% more CPU cycles are spent
data, CPU to decode the data, and screen to displaympared to SPBtv.
scenes.
For P2P based TVUPIlayer, which delivers the
Today there are mainly three architectures beingame streaming content to different platforms
used to deliver Internet mobile streaming servicesincluding Windows, Mac OS, and iOS, we found
namely (1) the Client-Server (C/S) architecture,that the streaming content is encoded in ASF
where a mobile device requests streaming datformat. This requires TVUPIlayer to perform online
from a dedicated server, (2) the Client-Proxy-transcoding from ASF to the supported codec at
Server (C/P/S) architecture, where a transcodinglient side. And our measurement results show that
proxy is deployed to customize the content atTVUPlayer leaves less than 10% CPU cycles idle.
runtime, and helps deliver the content to a mobile
device, and (3) the Peer-to-Peer (P2P) architecturé®ur results show that while all three architectures
where a mobile device shares its uploadingcan handle device heterogeneity, the CPU usage by
bandwidth. hardware- and software-based decoding and
transcoding is significantly different, which would
result in different battery power consumption.
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3. Battery Power Consumption by Streaming
Data Transmission

Receiving streaming data on mobile devices
requires the wireless network interface card
(WINC) to be work continuously. This is believed
to be another large source of battery power drain
[7. To save the power consumed by data
transmission, commodity WNICs today all have ‘ ‘
power saving mode (PSM) supported. 100 1220 1240 1260

Time (second)
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Figure 3: Inter Packet Delay (ms) of
Figure 1 gives an overview of the percentage of TVUPlayer (CDF)

time the WNIC spends in PSM (sleep mode)
during 1-hour streaming sessions. This confirmsFurthermore, for TVUPIlayer, the inter-packet delay
that PSM does take effect in all these streamingleviates significantly from the inter-streaming-
services. However, the sleep time percentage alspacket delay as shown in Figure 3. Our
differs significantly. For example, P2P basedexamination reveals that in addition to streaming
TVUPIlayer can sleep for less than 40% time, whiledata, the mobile device also needs to exchange
C/S based SPBtv can sleep for more than 80% timhighly frequent control packets (buffermaps and
which further lead to different total power fine-grained data chunk requests) to neighbors. It
consumption. also needs to share its uploading bandwidth. The

frequent control packets (twice more frequent than
In 802.11 PSM, if there’s no network activity for a streaming data packets) and the additional
pre-defined time period, the WNIC would switch uploading packets significantly change the traffic
to PSM to save power. Thus, the inter-packet delaypattern, and further aggravate the power
plays an important role in saving power during consumption on a mobile device.
streaming data transmissions.

Because of the high CPU usage due to transcoding,
Figure 2 shows a snapshot of traffic pattern ofand less WNIC sleep time, P2P based TVUPlayer
receiving data from SPBtv. Because of the trafficconsumes much more power than C/S based SPBtv.
shaping technique used in SPBtv, the streamin@ur stress test results show that, starting with a
data are sent in burst, the WNIC can switch to PSMully charged battery, the streaming can last fdr 6
before the next burst arrives. This results thatours when watching SPBtv, and only 3 hours
SPBtv allows the WNIC to sleep for over 80% time when watching TVUPlayer.
for power saving.

4. Conclusion
For TVUPIlayer, on the other hand, Figure 3 showOur study shows the different power efficiency in
that traffic shaping is not used as the inter packereceiving streaming services under different
delay does not show any bi-modal pattern, and onlgtreaming delivery architectures. While C/S and
about 2% packets have an inter-packet delay largeC/P/S based Internet mobile streaming have
than 100 ms, resulting in much less battery poweadopted techniques for power saving and
saving during streaming. heterogeneity handling, the existing P2P streaming

service still lacks power-efficient design and
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device heterogeneity handling capabilities, and

deserves further optimization.
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Scalable Video Coding with Compressive Sensing for Wireless Videocast
Siyuan Xiang and Lin Cai, University of VictoriaCBCanada
{ siyxiang,cai}@ece.uvic.ca

1. Introduction layer is composed of a small portion of discrete
Channel coding such as Reed-Solomon (RS) andosine transform (DCT) coefficients. The
convolutional codes has been widely used toenhancement layer consists of compressive sensed
protect video transmission in wireless networksmeasurements. While in the enhancement layer, the
where the communication channel has inherenCS measurements provide fine granular quality
impairments due to fading, shadowing, andscalability. Then, we study the performance of
interference, etc. However, this type of channelSVCCS and the contribution of each component of
coding is not flexible. It can correct the bit @go the codec. We also compare the performance of
only if the error rate is smaller than a given SVCCS and MJPEG in wireless video multicast.
threshold. Therefore, it is hard to find a single
channel code suitable for unknown or varying?2. Background
wireless channels. Can we find a flexible channelSuppose that a signal € R can be transformed
coding? That is, for a wide range of channel erroto a coefficient vecto with some basi¥, i.e.,
rate, the effectiveness of channel coding degradeg = ¥8. ¥ can be any representing basis such as
gracefully when the channel condition becomesDCT or wavelet. The measurements of
worse. compressive sensing, € R™, are obtained by
multiplying signalx with a measurement matrix
Thanks to the recent advance in signal processingb € R™*", i.e.,y = ®x. Sincem <n, (1) is an
the newly developed compressive sensing (CShnder-determined system with infinite solutions.

technologies can help to achieve the above goalJsing the reverse operation in (1) to recoweis
Compressive sensing or compressive sampling [3infeasible.

1] has been proposed as a new data acquisition y = OF (1)
framework which can sample and compress sparsgowever, [6, 2] have shown thatminimization
or compressible signals in a single operationmay recover the original signal with high
Besides, in the research community, peopleprobability, which can be formulated as

become more and more interested in the min 9]

characteristics of the acquired measurements [2, 6] ) b

With CS, random linear projection of signals not subject to |y —A6||/2§e , )
only makes the encoder very simple but also makewhere A = ®¥ ande is the noise energy in the
the acquired measuremendemocratic [5], i.e.,  measurements. Then the recovered sign#*d,
they are equally important. where¥" is the ajoint of¥’ andd is the solution to

) ] ) (2). In order to make recovery stable and accurate,
If we only treat compressive sensing as an imag@ensing matrixA must satisfy the restricted
compression method, there is a huge gap in termgometry property (RIP).

of coding efficiency between compressive sensing

and conventional coding methods [4]. Although Reference [1] showed the methods of generating
compressive sensing has the advantage of be'ngs%nsing matrix holding RIP. One of them is to

joint source and channel coding, its codingrandomly select rows from the Fourier matrix.
efficiency needs to be improved, since minimizing\ynen condition

bandwidth consumption is one of the most m > CS(logn)* ©)

important goals_ in_ codec design, particularly for;g satisfied, the sensing matmxobeys RIP with
wireless transmissions. overwhelming probability, wheré is a constant.

) ) ) There are four important observations which are
A low-complex, scalable video coding archltectureeprited in this paper. 1) The sufficient conditio

b"?‘sed on _compressive _sensing (S\,/C,CS) for3) for RIP only cares about the number of rows
wireless unicast and multicast transmissions hags = rier matrix instead of which row is selette
been proposed [7]. SVCCS achieves good other words, CS measurements are equally

scalability, error resilience and coding efficiency important. The property is also called democracy
A SVCCS encoded bitstream is divided into a bas 8]. 2) Compressive sensing is scalable. The more

and an enhancement layer. The layered Structurgoaqyrements, the smaller recovery error is. 3)
provides quality and temporal scalability. The baseg;jye 5 fixed number of measurements, the faster
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the signal decays, the smaller the recovery ésr
4) The recovery error is proportional to no
energye. The noise may include quantization ¢
transmission errors, which should be caref
managed.

3. Layered Architecture  and
Performance

Fig 1 and 2 illustrate the proposed video enci
and decoder architecture, respectively. As show
1, video frames are divided into two categories,
| frames and P frames. | frames are C
transformed and coefficients are extracted in
zigzag ader, then uniformly quantized and entrc
encoded. Although the number of these coeffici
is small, they contain the majority energy of

image. Therefore, after these coefficients

inversely quantized and inversely Dt
transformed, the resultaimage provides modera
image quality and can be used as a reference fi
Then the difference between the reference fr
and the | or P frame, called the difference frais
fed into the compressive sensing bl

Inverse
Reference DCT
frame g8y quantize
_J ocT
Entroj coefficients
‘ DoCcT H Quantize mdmpgy }—<
zigzag

1 frame

. Entropy
_— S N uantize "
1,PmeeC—J Sensing @ coding | measurements

Fig. 1 Encoder

Coding
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Entropy
quantize {Bg
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frame
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Inverse frame

quantize

.| Entropy
Measurements | decoding

uonez)ujujw
m

Fig. 2 Decoder

s
Measurements

T
'
'

5 él DCcT

T coefficients
1
L =
1

e

\
\

—_—
,

Fig. 3 GOP Structure

Fig. 3 shows the layered structure of frames.
GOP size is four. The arrowed dashed li
indicate the dependence between frames. Fror
figure, we can see that P frames are depende
the closest | frame(s)' reference frame(s). Tt
frame in the riddle is dependent on the average
the two reference frames to better exploit temp
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redundancy.

We study the performance of wireless multic
with SVCCS. We compare the convolutional ci
protected MJPEG bitstream and SVCCS.

frames are encodeditw MJPEG and SVCC¢
respectively. The SVCCS encoded bitstrean
obtained from the joint source and channel cor
approach, so we do not apply channel coding.
MJPEG coded bitstream, we apply convolutic
code (code rate is 1/2). After channel cqg, the
doubled average frame size of MJPEG is ¢
larger than that of SVCCS; thus, SVCCS can -
less channel bandwidth. We assume that
communication channel is AWGN and modulat
scheme is DBPSK. Assume that the base lay
SVCCS can be correcthgceived. This assumptic
is acceptable as the base layer only counts fo
of the coded bitstream, which can be protected
very low cost. The average PSNR of the base |
is 21.45 dB. Fig. 4 shows the advantage of SV(
which is strongly adaptiv® channel condition:

35

W

7 7.5 8

SNR(dB)
Fig. 4 PSNR vs. SNR
4. Conclusions
CS based video coding is overall a promis
direction with many open issues that worth furt
investigation, e.g., how to optimize t
guantization level and the bit allocation for e
layer; how to reduce the decoding; how to enhe
network protocols to support SVCCS with e\
lower cost and better performance.
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Video Coding Platformsfor Mobile Multimedia Networks
Tiago Dias, INESC-ID / IST-TU Lisbon / ISEL-PI Last) Portugal
Nuno Roma, INESC-ID / IST-TU Lisbégrtugal
Leonel Sousa, INESC-ID / IST-TU LisbBoytugal

{ Tiago.Dias, Nuno.Roma, Leonel.Sousa }@inesc-id.pt

1. Background and M otivation 2. Video Coding in M obile Devices
Recently, mobile networking infrastructures haveModern video standards (e.g., H.264/AVC [3]) are
experienced profound changes owing not only tostructured in a Video Coding Layer (VCL) and a
the expansion of the Internet to this specializedNetwork Adaptation Layer (NAL). Such approach
domain, but also to an ever increasing user demandot only allows achieving high compression
for more innovative and better quality interactive efficiency in the VLC, which defines the video
multimedia services. As a result, several difficul representation, but also optimal “network
challenges have been posed to network andriendliness” in the NAL. While the NAL is of
computer architects, owing to the huge amounts o€rucial importance to transmit video over a large
data that are processed in such class of senases, variety of networks, it is the VCL that poses most
well as to its quite restrictive constraints imterof  challenges to mobile system designers, especially
processing rate, latency and QoS. Nonetheles$or real-time operation [4].
applications based on digital video services, like
video telephony, Internet video streaming, or 3GPPThese challenges mostly result from the limited
IMS mobile multimedia telephony, are nowadayscomputing power and reduced memory capacity of
already supported up to some extent by existingguch embedded systems, which hardly comply with
mobile networks, in order to comply with the latestthe computational requirements of the highly
user requirements. complex algorithms adopted in the block-based
hybrid video coding scheme of the VLC (see
This important breakthrough results not only fromFig. 1). In such predictive coding approach, an
all the technological innovations and novelimage is processed in groups of pixels
techniques that have been successfully applied ifmacroblocks) using motion compensated temporal
multimedia networks over the last few years, butprediction based on Motion Estimation (ME). Then,
also from the proposal of newer video standardshey are transformed to the frequency domain,
capable of providing high coding efficiency (e.g., quantized and entropy encoded to reduce the
H.264/AVC, AVS, VC-1) [1]. Moreover, several amount of data to be transmitted.
other advances have been achieved in the computer
architecture domain (e.g., VLIW, SIMD and muilti- ;?;:;F”Q_'{ Transform Houanﬁzaﬁon}—l—n{ Sy | Quet
threading organizations), which allowed to design .
state-of-the-art processors capable of fulfillitg t
huge computational requirements of these high
complexity and data intensive coding algorithms.
Even though, several different challenges stilleurg
to be tackled in the design of current and future
embedded systems for mobile multimedia ‘
applications, so that such portable and handheld J“—{
battery supplied products are capable of supporting
the next generation of high definition, and |
interactive video applications [2]. st Hioton Data
Motion
-Eslimation
Video coding requirements for mobile applicationsFig. 1 — Generic block diagram of a video encoder.
are briefly presented in the following sections, as
well as some of the commonly adopted solutions toAmong these operations, the ME, the deblocking
comply with such requirements. Finally, future filtering, the intra prediction and transform coglin
trends for the design of the next generation ofprocesses are the ones that more severely constrain
network oriented multimedia embedded systemshe implementation of video encoders and decoders
are also discussed. in mobile systems [4]. As an example, ME requires
about 80% of the total computational power of a
video encoder, while the deblocking filtering

Deblocking
Filter

Intra-Frame
Prediction

Frame
Memory

MC
Prediction
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contributes in about 32% to the complexity of thestructures, thus providing increased performance in
decoder. Hence, processors adopted in mobila broader range of applications. For example, the
embedded systems often include specialized ofl OMAP series of processors includes a C64x
dedicated hardware structures to fulfill the DSP that allows it to efficiently support multiple

processing of these operations. video standards.

3. Multimedia Architectures for Mobile :

Embedded Systems SEU \L‘ m‘eer?f:;ve

Most current processors for mobile embedded Audio

systems consist of highly efficient Systems-on-

Chip (SoCs), _that not only offer several processing P GPP S—_—

elements to implement the general purpose and Processor Peripherals

several multimedia algorithms commonly used in oRv

mobile applications, but also to do the interface

with the system peripherals (e.g., touch screen oolas e

LCDs, video cameras, etc). Typically, these

processing structures are of different classes, so

that the flexibility and the performance levels & e ) High Speed
. . . igh Speed Interfaces

required by such diverse algorithms can be Bus Controller

efficiently met.

Fig. 2 — Block diagram of a typical mobile multiniad

As it can be seen from Fig. 2, a General PurposgImbeOIOIeOI system.

Processor (GPP) is always available in most

multimedia mobile architectures to support the4' Future Trends
uitimed DI tectu upp . ~The forthcoming multimedia architectures for
generic operations, as well as the tasks involvin

| . lqorith Whil Id Ynobile  embedded systems promise impressive
gggi_g;iglir?crlugrec:jciﬁ;ng sﬁlglc:enprgféssingl ior:z (?reperformance levels, to account for all the new and

4 ““even more demanding computational and
the TI OMAP2 Series, the Apple A4 or the andwidth requirements of the next generation of
Samsung Hummingbird processors), the mos

. ultimedia applications that will be soon made
recent ones are alre_ady shared-memory mUIt''Corgtvailable in mobile multimedia networks (e.g., HD
architectures with either two (e.g., the Samsun !

Yideo streaming, video conferencing, on-line
Exynos, thetAppre A5da!1d ttr?e Intetl Moorest'Fown aming, and so on). However, other challenges still
processors o be used in the next generation Qi 5155 grise. Namely, the diversity and

moplle phones) or four cores (e.g., the Tl O'\/I'A‘P5heterogeneity of the involved applications should
Series processqrs). AQdmonaIIy, such cores r‘OV\fequire the dynamic adaptation of the hardware
operate at relatively hlgher_ clock frequenples (.a”structures to the specific properties of the
above ;GHZ)adtLr']e to the |n|cr§as?d mu(;t"taSk'ngaIgorithms to be implemented at any given time
processing an e more elaborate and computg . For example, the hardware structure of the

intensive interactive applications that have beerbmbedded system can be reconfigured to support

introduced. the playback of video sequences coded using

. ifferent standards.
Conversely, these SoCs often include severaﬁj

specialized processing cores, in order to effityent |
support the realization of the most time and
performance critical tasks. Among such operation
are ME, intra prediction and filtering in video
coding, whose underlying algorithms present
different degrees of regularity. Consequently,
dedicated processors with algorithm specific

n this scope, silicon areas comprising

reconfigurable logic are expected to become a very
%mportant feature of future embedded systems for
mobile applications. Such processing structures
shall still be based on heterogeneous multi-core
architectures using multi-core GPPs and bus
centric interconnection topologies based on
: . . (?‘nultiple hierarchical buses. This approach shall no
implementation of the tasks with more regular dataOnly significantly increase the flexibility of

flow processing [5], while Application Specific multimedia embedded systems, but also greatly
Instruction set Processors (ASIPs) are generall;]'mprove its hardware ef‘ficier'my and power

thoseiﬂ lto Squ.E{)OIrtS. thel Premalnmg ItDaSsI;s [6]'consumption levels. These are very important
onetheless, Ligital signa rocessors ( S) ar ctors in the design of portable and battery
also often included in this class of heterogeneous
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supplied multimedia devices for the electronic (IPL), where he lectures courses on embedded
consumer market, since they directly influencesystems and computer architectures. His current
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Moabile Vision: Opportunities and Challenges
Gang Hua, IBM T. J. Watson Research Center
ghua@us.ibm.com

1. Introduction
Ten years ago, it was difficult to imagine that oneMixed/augmented reality mobile video gaming is
day digital camera would become a standarcanother area which has caught a lot of attention.
peripheral of mobile phones. Nowadays, smartBlair's group [8] has done extensive work in this
phones have not only been equipped with camerapace and there is a lot of potential to renovage t
sensors, but also various other sensors such asdeo game market.
accelerometer, gyroscope, and even GPS, etc.
With the increased quality and pixel resolution of
The ubiquitous high quality phone cameras and themart phone cameras (e.g., Nokia N8 is equipped
ever increasing computational capacity they havewith a 12-megapixel camera sensor), one would
along with other rich sensors equipped, provide avonder why we would need additional digital
lot of new opportunities for accurate location lthse cameras. Besides, smart phone usually has much
and user centered services using state of the amiore computational capacity, which enables
computer vision technologies. mobile computational photography on the fly, such
as panoramic stitching [9].
This has largely fostered an emerging research area
namely mobile vision in the past several years. Visual motion based gesture interface on mobile
Although it is still in its starting stage, theaition  devices is another area that has been studiecin th
from both industry and academia are enormouspast years. The TinyMotion [10] and PEYE []
This is not a surprise since we are indeed in the e system are the representatives, where the mobile
of transition from PC based computing to mobilephone camera is utilized as a input sensor by
and cloud based computing. capture the motion gesture based on light weight
computer vision algorithms.
In this short paper, we will briefly summarize
emerging research opportunities in mobile vision,In addition to these four major sub-areas in mobile

and discuss about challenges we are facing. vision, there are also many other topics that may b
of interest to the research community in different
2. Opportunities mobile and user centered experiences. Here we list

Location based service, and mixed/augmentecome of them, including the four discussed above,
reality have been the buzz words in the past skveravithout getting into more details:

years, where user centric visual computing ise Mobile mixed/augmented reality

essential. We've observed a series of efforts ine Mobile and internet vision

industry which is trying to leverage visual image « Mobile video games

recognition for these applications, including « \pobile perceptual interfaces
SnapTell [1], Nokia Point & Find [2], and Google , pMultimodal vision system

Goggles [3]. « Mobile computational photography

i » Mobile visual search
In essence, all these applications start from a o . .

. . e Mobile visual computing for social networks
shapshot photo taken by the users using their smart Multinle-vi vsi 4 3D model
phones. This photo will then be matched against an utipie-view an<|';1 ysis an Modets
pre-annotated image database to extract useful Inter_actlve V|s_ua pa_rsmg& annotation
information to be provide to the users, be it movie* Mobile Soft-biometrics

reviews, restaurant menus, and historical® Emotion, gesture, expressiona analysis
description of the buildings, etc.. « Audio-visual personal identification

» Mobile visual assistant
The image search is often achieved by efficient
indexing and matching of modern local image 3. Challenges
descriptors such as SIFT [4], DAISY[5], and Besides the common concern on the battery life of
CHoGJ6], some of which leveraged efficient mobile devices in supporting of mobile vision

indexing and matching scheme such as visuagpplications, there are three prominent challenges
vocabulary tree [7]. in mobile vision when compared with traditional
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computer vision applications. [3] http://www.google.com/mobile/goggles/#text

First of all, although the computational capacity o [4] D- G. Lowe, “Distinctive Image Features fromafe
smart phones has become more and more powerfifffvariant Keypoints’JJCV, 2004 o

it is still not sufficient to handle large scaleswal tﬁ(]a g'e:t' ;AYé'$dg:/§R I-Zlgg,gand M. A. Brown, "Picking
computing tasks. For this perspective, migrating '

. o . . J[6] V. Chandrasekhar, G. Takacs, D. M. Chen, J.s4i,
major of the computing into the cloud is essential.g” Gr7eszczuk. and B. Girod. "CHoG: Compressed

This links the mobile ecosystem with cloud pistogram of gradients A low bit-rate feature dgsor",
computing. How to ensure real-time responses t@vpPR 2009

users’ interaction will be a major issue to bef[7] D. Nistér and H. Stewénius, "Scalable Recdgnit
tackled. with a Vocabulary Tree'CVPR 2006

[8] http://www.augmentedenvironments.org/lab/
Secondly, most of the mobile vision applications[®] Y- Xiong and K. Pulli, "Fast image stitching din.
are driven by large amount of annotated visual.dat§diting for panorama painting on mobile phones,” in

. - EE Workshop on Mobile Vision, 2010
For example, to enable vision based Iocatlon[lo] J. Wang and J. Canny, "TinyMotion: Camera Rhon

recognition, large collection of street-view imagesg qeq Interaction Methods", in ALT.CHI of ACM CHI,
is a prerequsite. How to acquire such data wilkbe pontreal, Canada, 2006

challenge. One potential way is to harness thg11] G. Hua, T-Y. Yang, S. Vasireddy: PEYE: Toward
massive user generated visual data on the internetjsual Motion Based Perceptual Interface for Mobile
such as those online image/video sharing system®evices. ICCV-HCI 2007.

This links the mobile ecosystem with the internet
ecosystem, where a large amount of users activitie
are driven by the enormous amount of visual data.

Dr. Gang Hua is a
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a Senior Researcher at
Nokia Research Center,
Hollywood (09-10), and a
Scientist at Microsoft Live

Labs Research from (06-09).
He received the Ph.D.
XN N, g} degree in Electrical and
Computer Engineering from Northwestern University i

Last but not least, as a intrinsic human centere
problem, how to leverage the rich contextual
information in a visual computational model to
make more robust mobile vision system and bette
satisfy the users’ need and intention is a very
important problem to research. Essentially the kind =
of semantic information the users would like to
extraplate from the visual data may be evolving
with the change of the context infor.matio.n' This is2006. He is an Associate Editor of IEEE Trans.moade

often refered asem_ergent semantlcsl_t IS not . Processing, an Associate Editor of IAPR Journal of
unreasonable to claim that all semantics in mobil&achine Vision and Applications, a Guest Editor of

vision applications are emergent — the modeling ofEEE  Trans. on Pattern Analysis and Machine
which is difficult and hence a great problem to Intelligence onReal-world Face Recognitipnand a

research on. Guest Editor of International Journal on Computer
Vision on Mobile Vision He has also served as Chairs,
4. Conclusions TPC Members, or Reviewers for a large number of

In this paper, we reviewed research opportunitie®restigious international conferences and journéts.
pap PP articular, he is an Area Chair of IEEE Internasibn

or tOp'.CS’ as well as three major (_:hall_e_nges, in a@onf. on Computer Vision, 2011, an Area Chair ofAC
em_erglng resegrch area., dUbh'Bdb'IG_’ vision We_ Multimedia 2011, and a Workshops and Proceedings
believe that this emerging area will be evolving chair of IEEE Conf. on Face and Gesture Recognition
with the interaction among the mobile ecosystem2011. He received the Richter Fellowship and thétata
the internet ecosystem, and the computing cloud. P. Murphy Fellowship from Northwestern University i
2005 and 2002, respectively. He is a member of IEEE
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Satellites Networking: Research Trendsand Open | ssues
Junfeng Wang and Wei Dong, College of Computen8ejeSichuan University,
Chengdu, P.R. China
wangjf@scu.edu.cn

The global Internet has experienced explosiveadopt either on board routing scheme or dynamic
growth in the past decades. Moreover, therouting protocol. In the former case, system period
proliferation of bandwidth-intensive multimedia is divided into a serial of snapshots in which a
services and massive expansion in the number ddtatic topology is assumed and a routing table is
serviced users impose new challenges to th@re-computed corresponding to each snapshot.
development of the global Internet. With the Consequently, the length of the snapshot, i.e., the
capacity of providing ubiquitous connectivity dynamics, determines the amount of memory to
seamlessly and continuously to any part of thestore the routing table. On the other hand, if
world, satellite network will become an integral dynamic routing protocol is utilized, frequent
part of next generation networks (NGNSs). topological changes will incur significant signain
overhead. Moreover, understanding of LEO
While the first generation of satellite systemg(e. satellite topological dynamics is also the basis fo
Iridium, ICO, Globalstar, Odyssey) proposed in thepredictable mobility management and satellite link
early 1990s only provide voice service and low-handover management for quality of service (Qo0S)
speed data traffic [1], the second generation ofjuarantees.
satellite communications (SATCOM) networks
have been proposed with the aim of offering high-In [5], the dynamical activities of regular LEO
speed Internet access and multimedia informatiorsatellite network topologies are systematically
services.  Astrolink, Cyberstar, Spaceway, quantified, and the number and length of network
SkyBridge, Teledesic, and iSky are among thissnapshots are formulated concisely. However, the
generation of satellite communication networks [2]dynamics of random networks (e.g., hybrid multi-
These satellite networks will provide a wide rangelayered satellite networks) still deserves further
of services such as video on demand, multimediatudy.
data, high-speed Internet access, interactive yideo
as well as other existing Internet-based applioatio Handover
However, the need to support these multimedisHandover in satellite systems is due to the
services places new challenges on satellite systenasynchronous movement of the satellite relative to
and networks. Earth.From the point of view of the network layer,
handovers can be classified into three categories:
In this letter, we discuss the key issues andink-layer handover, network-layer handover, and
research trends in satellite networking. transport-layer handover.

Topological dynamics While link-layer handover schemes have been
With the merits of shortened propagation latencyinvestigated in depth (refer to [6] and the
and smaller signal attenuation needed comparetkeferences therein for more information), there are
with geostationary (GEO) satellite systems, lowfew research conducted about the other two
earth orbit (LEO) satellite networks have attractedhandover schemes. Due to the movement of the
much attention from academic and industrialsatellites, the communication endpoints may have
communities. to change their IP address, resulting in network
handover. Mobile IP [7][8] is an IETF standard to
However, LEO based networks suffer from thecope with this problem, and it allows nodes to
topological dynamics considerably [3][4]. First, maintain all ongoing communications while
topological dynamics is crucial to the design ofmoving. However, Mobile IP suffers from a
LEO constellation. With a better understanding ofnumber of drawbacks such as high handover
the dynamics, satellite constellations can bédatency, high packet loss rate, requirement for
designed and optimized with the least topologicalinfrastructure change [9][10]. Furthermore, the IP
dynamics [5]. Second, the underlying topologicaladdress change may also impose an impact on TCP
features of satellite networks are of greatperformance, and [11] presented some results by
importance in routing protocol development. simulation.
Current routing protocols for satellite networks Consequently, future research should focus on
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network-layer handover schemes and transporbalancing to the networks, reliability improvement
layer schemes. More precisely, more intelligentover lossy link. With an emphasis on multicast
handover schemes should be designed in such wapplication, these merits have been demonstrated in
that the handover process has few impacts on tha lot of research papers [12][13][14]. However,

network layer and transport layer. most of the researches assume specific network
topologies. How to apply network coding to
Routing satellite networks deserves future research.

Classical terrestrial Internet routing protocolscts

as Open Shortest Path First (OSPF) and Routingnhanced TCP

Information Protocol (RIP), update the routing While TCP performs quite well in wired networks,

table based on the exchanged topological dynamicis suffers from significant performance degradation

between neighbor routers. Therefore, thesalue to the characteristics of satellite links. To

protocols are not suitable for satellite networksimprove the performance of TCP in satellite

because some satellite systems, such as LE@etworks, several problems must be solved.

constellations, experience frequent topological

changes. Applying such protocols in satellite First, a mechanism should be developed to

network will incur substantial overhead. differentiate between the reasons of packet loss.
TCP interprets all packet drops as signals of

The usual solution is that the periodic andcongestion and reduces its transmission rate to

predictable nature of the constellation topology ismitigate the congestionand this situation can be

utilized when routing protocols are  designed. ven worse because satellite channels exhibit a
Based on the periodicity, network state can be see igher bit error rate (BER) than typical terrestria

as a finite state machine (FSM) and a routing tabl etworks
corresponding to each state is calculated” '
beforehand. When the network shifts from one . . .

Second, TCP source increments its window too

state to a new state, the corresponding routinig tab slowly in slow start phase, and decrements it to0

is loaded accordingly. However, this approach is ’ : : .
! . ._drastically responding to congestion. If the window
not scalable. Moreover, a fixed routing table is. ; .
i ' . in the slow phase is too slow, the bandwidth of
utilized and current traffic status is seldom LT o
; ; satellite link is not fully utilized. On the othband,
considered when such routing protocols ar

; : . ®because the window reduction is too drastic when
designed. More flexible routing protocol should be . ST X
responding to congestion, it will take a long titoe

developed to cope with above-mentioned pmblemsrécover from a single packet loss. These

inefficiencies are aggregated because satellite

Reliable multicast routing network has a large bandwidth-delay product.

Many applications take advantage of multicast
dglivery, such as video on Qemand, in?eractive.l_hird the RTT dynamics of satellite network
video, tele-education. Considering the merits ef th maybe affect the performance of TCP. TCP

broa_dcast nat_ure_of satglhte links, Supportlngthroughput is limited by the following formula:
multicast service in satellite networks are more

natural and attractive. Throughput,, = window size RT (1)
In some satellite environments the RTT varies over
However, there are several challenges to be facetime due to topological dynamics of satellite
when multicast protocols are designed for satellitenetwork. For instance, in LEO constellation the
networks. Scalability is one of the issues to be propagation delay to and from the satellite varies
considered. While a simple multicast applicationover time, resulting in variable RTT. From
sends data to only a group of receivers, in soméquation (1), we can see that the dynamics of RTT
application there may be hundreds of receiversmay have a major impact on throughput
Moreover, with explosive multimedia traffic, the performance of TCP.
demand for supporting tens of millions of receiver
in a single will be necessary. The first two problems of TCP in satellite networks
are fully understood and many schemes are
Recently, applying network coding to satellite proposed to solve these problems [15][16][17].
networks has been attracted a lot of interests bothlowever, how the RTT dynamics affect the
from the academic and industry. The advantages gberformance of TCP needs further study.
Network Coding include increasing the network’'s Another research trend is the design of multi-
throughput, saving bandwidth, and providing loadpath transmission protocol. Since in satellite
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networks, especially in non-GEO constellations,[6] P. K. Chowdhury, M. Atiquzzaman, andW. Ivancic,
there are typically several equivalent routing path“Handover Schemes in Satellite Netv_vork_s: St?tehef—t
of next hop when a packet is forwarding, multi- At and  Future Research Directions,” IEEE

ath transmission is attractive. However, there ar&ommunications Surveys, vol. 8, no. 4, 4th QuAZGIE.
P - 7] D. Johnson, C. Perkins, J. Arkko, “Mobility Suqt
some challenges to develop multi-path. "
. . . in IPv6,” RFC 3775, 2004.
transmission protocol. First of all, the compatitil [8] C.E. Perkins, “IP Mobility Support.” [ETF RFC334,

problem must be taken into account. Since TCP is\yg. 2002.

the dominant transmission protocol, new multi-[9] |.W. Wu, W.S. Chen, H.E. Liao, and F.F. Yourig,

path transmission protocol must be compatibleseamless handoff approach of Mobile IP protocol for

with  TCP. In addition, since multi-path mobile wireless data networks,” IEEE Transactions o

transmission protocol may rely on routing abilify o Consumer Electronics, vol. 48, no. 2, pp. 335-34dy

lower layer (i.e., network layer), cross-layer gesi 2002 -

methods are probably employed to design mor 10] S. Fu et al.,, “Architecture and Performance of
- . IGMA: A Seamless Handover Scheme for Data

efficient protocol. As for the multi-path protocol

i . i Networks,” IEEE ICC, Seoul, South Korea, . 3249-
design itself, the focus should be on the resikenc 3253, May 2005. PP

of the protocol. For instance, the protocol should[11] H. Huang and J. Cai, "Improving TCP performanc
be aware of routing situations where one routingduring soft vertical handoff,” Proc. IEEE AINA'05,
path becomes unavailable. Furthermore, with theraipei, Taiwan, Mar 2005.

current traffic status of each paths considered, th[12] R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. 0w,
protoco| should distribute the traffic on all “Network information flow,” IEEE Trans. on Info.
available paths evenly (e.g., the amount ofTheory, vol. 46, no. 4, pp. 1204-1216, Jul 2000.
distributed traffic on each path is proportional to13! Y-Wu, P.A. Chou, and S.-Y.Kung, “Information
the available bandwidth). At last, since RTT delayexchange in wireless networks with network codind a

. .2 physical-layer broadcast,” Microsoft Research, Tech
of each path may be different, the SACK option Rep. MSR-TR-2004-78, Aug. 2004,

should be enabled to cope with out of order[14] c.Fragouli, J.Widmer, and J.-Y.L.Boudec, “Oret

problem. benefits of network coding for wireless applicaign
Proc. WiOpt, Boston, USA, pp. 1-6, Apr. 2006.
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