
Insight Types Specification 
Introduction 
We have developed 12 different types of insights, corresponding to 12 different perspectives commonly 

adopted in practice. They are:  

1. Attribution 

2. Outstanding No. 1  

3. Outstanding Top 2  

4. Outstanding Last 

5. Evenness 

6. Change Point  

7. Outlier 

8. Seasonality  

9. Trend 

10. 2DClustering  

11. Correlation  

12. Cross-Measure Correlation  

These 12 insight types can be grouped into 3 categories according to their definitions and semantics, as 

depicted in Table 1.  

5 insight types fall into the category of SinglePointInsight. SinglePointInsight refers to the insights with 

single subspace and single measure, and breakdown by a non-ordinal dimension.  

4 insight types belong to the category of SingleShapeInsight, which only differs from SinglePointInsight 

by the use of ordinal breakdown dimension. Semantically, SingleShapeInsight refers to the insights 

related to time series.  

3 insight types belong to the category of CompoundInsight. CompoundInsight refers to the insights with 

multiple subspaces or measures, which provides relatively richer semantics. Specifically, Correlation 

insight compares two subspaces in the insight subject; Cross-Measure-Correlation and 2DClustering 

compare two measures in the insight subject.  

Table 1. Insight Categorization 

Insight 
Category 

SinglePointInsight SingleShapeInsight CompoundInsight 

Insight types 

Outstanding No. 1 
Outstanding No. Last 
Attribution 
Outstanding Top 2 
Evenness 

Change Point 
Trend 
Seasonality 
Outlier 

Correlation 
Cross-Measure-Correlation 
2DClustering 

#Types 5 4 3 
 



Insight Type Specification 

SinglePointInsight 

 

Figure 1.  Description of SinglePointInsight 

The significance calculation of SinglePointInsight shares similar logic. Take Outstanding No. 1 as an 

example: 

Significance of Outstanding No. 1: Given a group of non-negative numerical values {𝑥} and their biggest 
value 𝑥𝑚𝑎𝑥, the significance of 𝑥𝑚a𝑥 being Outstanding No.1 of {𝑥} is defined based on the p-value 



against the null hypothesis of {𝑥} obeys an ordinary long-tail distribution. The p-value will be calculated 
as follows: 

1. We sort {𝑥} in descending order; 
2. We assume the long-tail shape obeys a power-law function. Then we conduct regression analysis 

for the values in {𝑥}\𝑥𝑚𝑎𝑥 using power-law functions 𝛼 ∙ 𝑖−𝛽, where 𝑖 is an order index and in our 
current implementation we fix β = 0.7 in the power-law fitting; 

3. We assume the regression residuals obey a Gaussian distribution. Then we use the residuals in the 
preceding regression analysis to train a Gaussian model 𝐻; 

4. We use the regression model to predict 𝑥𝑚𝑎𝑥 and get the corresponding residual 𝑅; 
5. The p-value will be calculated via 𝑃(𝑅|𝐻). 



SingleShapeInsight 

 

Figure 2. Description of SingleShapeInsight 

Since all SingleShapeInsights are time series related insights, we can follow the standard statistical 

hypothesis testing procedure for time series data. Take Change Point as an example: 

Significance of Change Point. A change point is typically modelled as a mean-value change point. 



1. A change point candidate is evaluated against its left window of 𝑛 preceding points and its right 

windows of 𝑛 successive points, denoted as {𝑋𝑙𝑒𝑓𝑡,  𝑌𝑙𝑒𝑓𝑡} and {𝑋𝑟𝑖𝑔h𝑡 ,  𝑌𝑟𝑖𝑔h𝑡} respectively. The 

entire window surrounding the change point candidate is denoted as {𝑋,  𝑌}. 
2. For mean-value change point 

a. 𝑌̅𝑙𝑒𝑓𝑡 =
∑ 𝑦𝑙𝑒𝑓𝑡

𝑛
, 𝑌̅𝑟𝑖𝑔h𝑡 =

∑ 𝑦𝑟𝑖𝑔h𝑡

𝑛
 

b. 𝜎𝜇𝑌
=

1

√𝑛
𝜎𝑌 =

1

√𝑛
√∑ 𝑦2

2𝑛
− (

∑ 𝑦

2𝑛
)

2
 

c. 𝑘𝑚𝑒𝑎𝑛 =
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and we define the significance based on the p-value of 𝑘𝑚𝑒𝑎𝑛 against Gaussian distribution 
𝑁(0,  1). 
 

CompoundInsight 

 

Figure 3. Description of CompoundInsight 



Significance of Correlation. The significance of two time-series signals 𝑋 and 𝑌 being correlated is 
defined based on testing using Student’s t-distribution with Pearson’s correlation coefficient r, where r is 
defined as 
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Following are the detailed steps for significance calculation 
1 – specify the null and alternative hypotheses: 
Null hypothesis 𝐻0: 𝜌 = 0 
Alternative hypothesis 𝐻𝐴: 𝜌 ≠ 0 
2 – calculate the value of test statistic 

𝑡 = 𝑟√
𝑛 − 2

1 −  𝑟2
 

3 – use the resulting test statistic t to calculate the p-value, which is determined by referring to 
a t-distribution with n-2 degrees of freedom. 
4 – the p-value is translated into significance. The lower the p-value, the higher the significance. 
 
 
 
 
 


