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ABSTRACT

The concentric mosaic offers a quick solution to congtruct a virtual copy of ared environment, and to navigate
in that virtua environment. However, the huge amounts of data associated with the concentric mosaic are heavy
burdens for its gpplication. A 3D wavelet based compressor has been proposed in the previous work to com-
press the concentric mosaic. In this paper, we greatly improve the compression dficiency of the 3D wavelet
coder by a data rearrangement mechanism cdled “smart rebinning”. The proposed scheme firgt digns the con
centric mosaic image shots aong the horizonta direction and then rebins the shots into multi- perspective pano-
ramas. Smart rebinning effectively enhances the corrdation in the 3D data volume, trandating the data into a
representation that is more suitable for 3D wavelet compression. Experimental results show that the perform-
ance of the 3D wavelet coder isimproved by an average of 4.3dB with the use of the smart rebinning. The pro-
posed coder outperforms MPEG-2 coding of the concentric mosaic by an average of 3.7dB.
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1. INTRODUCTION

Image-based rendering (IBR) techniques have received much attention in the computer graphics redm for
redistic scenes/objects representation. Instead of referring to the complicated geometric and photometric prop-
erties as the conventiond model-based rendering does, IBR requires only sampled images to generate high
quality nove views. Furthermore, the rendering speed for an IBR scene is independent of the underlying spatid
complexity of the scene, which makes IBR attractive for the modeling of highly complex red environments. The
concentric mosaic[1] enables quick congruction of a virtud copy of a red environment, and navigation in the
virtua environment. By rotating a Sngle camera mounted at the end of a leve beam, which is pointing outward
and shooting images as the beam rotates, a concentric mosaic scene can be quickly constructed. At the time of
rendering, we just Solit the desired view into verticd ray dits, and reconstruct each dit through amilar dits cgp-
tured during the rotation of the camera

Though it is easy to create a 3D wakthrough, the amount of data associated with the concentric nosac is
tremendous. As an example, a concentric mosaic scene from [1] includes 1350 RGB images with resolution
320x240 and occupies atotal of 297MB. Efficient compression is thus essentia for the gpplication of the con-
centric mosaic. In [1], a vector quantization approach was employed to compress the concentric mosaic scene
with acompressionratio of 12:1. However, the Sze of the compressed bitstream is ill 25MB, far too large for
ether storage or transmisson Since the captured concentric nmosaic shots are highly corrdated, much higher
compression ratio should be expected.

Since the data structure of the concentric mosaic can be regarded as a video sequence with dowly panning

cameramotion, it is natural to apply exigting till image/video compression technologies to the concentric mosaic.
However, the concentric mosaic bears unique characteristics, which have led to new challenges in compression.

Firs, the concentric mosaic is a 1D image array, with highly structured cameramotion among images. The
-2-



Submitted to |EEE Trans. On Multimedia, EDICS: 1-CPRS

cross-frame corrdation is stronger than that of atypica video sequence. Second, the distortion tolerance of the
concentric mosaic issmdler, because each rendered image of the concentric mosaic isviewed daticdly, and the
human visud system (HV'S) is much more sengtive to gatic distortions than to time-variant distortions. Since a
rendered view of the concentric mosaic isformed by the combination of the image rays, certain HV'S properties
such as spatia and temporal masking may not be used, because neighboring pixels in the concentric mosaic
dataset may not be rendered as neighboring pixes in the find view. Most important, a compressed image bit-
gream is usudly decompressed to get back the origind image, a compressed video bitstream is played frame by
frame, however, a compressed concentric mosaic bitstream should not be fully decompressed and then ren-
dered. In fact, the decompressed concentric mosaic is 0 large that most hardware today has difficulties
handling it. It is therefore essentid to maintain the concentric mosaic in the compressed form, and decode only
the contents needed to render the current view.

We can classfy existing concentric mosaic compression agorithms into two categories. The first category is
the reference / prediction based coder. Such coders, as the reference block coder (RBC) proposed in [14],
resemble existing video coding standards such as MPEG-2 and H.263, and use motion compensated prediction.
The image shots in the concentric nosaic are classified into anchor and predicted frames. The anchor frame is
independently encoded, just asan | framein MPEG-2. The predicted frame is motion compensated with regard
to one of its neighboring anchor frames, and only the prediction resdue is encoded. The processis smilar to P
frame coding in MPEG-2, though the predicted frame in RBC only refers to the anchor frame o that the com-
pressed RBC hitstream can be flexibly accessed. A two-leve hierarchicd index table is dso embedded in the
RBC bitstream for random data access. Magner et. al. [16] proposed a modd-aided coder for the compres-
son of the Lightfidd, which isa 2D image array. Five images, one a the polar and four at the equator, are intra

coded. The other images are predictively encoded with reference to the intra- coded frame.
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The second category is the high dimensond wavelet coders, which explore the cross frame redundancy via
wavdet filtering. Luo et. al. [7] proposed a 3D wavelet coder for the compression of the concentric mosaic.
The mosaic images are dligned and wavelet filtered both within the mosaic image and across the mosaic images.
After that, the wavdet coefficients are solit into fixed sze blocks, which are then quantized, entropy encoded
and assembled into the compressed bitstream. Magner et. al. aso propose a 4D Haar wavelet coder with
SPIHT coefficient coding in [17] to compress the Lightfield. One attractive property of the high dimensond
wavelet coder is its spatid, tempora and qudity scaability. Here the term scaability means that a high dimen-
sona wavelet coder can compress the scene into a Single bitstream, where multiple subsets of the bitstream can
be decoded to generate complete scenes of different oatia resolution/tempord resolution/quaity commensurate
with the proportion of the bitstream decoded. This is extremey useful in the Internet sreaming environment
where heterogeneous decoder/network settings preval. Furthermore, snce wavelet coders avoid the recursive
loop in the predictive coders, they perform better in an error prone environment, such as awireless network.

One common chalenge with the high dimensond wavelet compresson schemesisthat the cross imege wave-
let filtering does not achieve efficient energy compaction In other words, the coherence in the cross-image d-
rection is not strong, resulting in many large high frequency coefficients in that direction. As a result, the 3D
wavelet coder of the concentric mosaic [7] and the 4D wavelet coder of the Lightfield [17] lag behind in com+
pression performance compared to the predictive concentric mosaic coder [14] and the predictive Lightfield
coder [16]. The sameisthe case if the compression performance of the 3D wavelet video coder [2][3][4][5] is
compared with that of a state-of-the art video compression standard such as MPEG-4 or H.263++. In a pre-
diction-based video / concentric mosaic coder, local motion can be specified on a per block bass, thus inter-
frame correlaion due to the moving object / camera can be efficiently explored which is very beneficid to the

coding performance. However, locad motion cannot be easly incorporated into the framework of 3D wavelet
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compression. Due to the nature of tempord filtering, each pixd has to engage in one and only one transform
Therefore, a pixel without matching correspondence (e.g., a pixe which is newly covered by a foreground db-
ject) il hasto be filtered with certain other pixels. And tricks such as hdf pixd motion compensation cannot be
used in a3D wavelet coder.

There was work to improve the cross frame correlation (coherence) before the wavelet filtering. In the 3D
wavelet concentric mosaic codec| 7], a panorama dignment module was used to rotationdly shift the mosaic
panorama. This module is smilar to the pan motion compensation incorporated in [2]. The aigned concentric
mosaic is then transformed and encoded. The 4D waveet coder of the Lightfield [17] morphed individud m-
ages onto a common texture plane, which were then waveet filtered. For video compression, Wang et al. [3]
proposed to register and warp dl image frames into a common coordinate system and then apply a 3D wavedet
transform with an arbitrary region of support to the warped volume. To make use of the loca block motion,
Ohm [4] incorporated block matching and carefully handled the covered/uncovered, connected/unconnected
regions. By trading off the invertibility requirement, Tham et al. [5] employed a block-based motion registration
for low motion sequences without filling the holes caused by individua block motion.

In this paper, a smart rebinning operation is proposed as a novel preprocessing technique for the 3D wavelet
compression of the concentric mosaic. Rather than adapting the compression agorithm or the filter structure to
the mosaic image array, we modify the data structure for easy compresson by the 3D wavelet. Conceptudly
speaking, the proposed scheme improves the inter-frame coherence by explicitly dustering smilar contents to-
gether. The proposed scheme begins with pair-wise dignment of the image shots. Then the origind concentric
mosaic scene is rebinned to form multi- perspective panoramas. The rearranged data mantain the high correla-
tions ingde the image shots, meanwhile gregily improve the correlation across the shots. Therefore they can be

compressed more efficiently by the 3D wavelet coder.
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This paper is organized as follows. The background for the acquistion and display of the concentric mosaic is
provided in Section 2. The smart-rebinning operation and its rationde and potentid benefits for the 3D wavelet
codec are detailed in Section 3. The 3D wavelet coding and rendering of the rebinned concentric mosaic vol-
ume, which is no longer of rectangular region of support, is discussed in Section 4. Experimenta results are pre-

sented in Section 5. Findly, we conclude the paper in Section 6.

2. BACKGROUND: THE CONCENTRIC MOSAIC
A concentric mosaic scene is captured by mounting a camera at the end of alevel beam, and shooting im-
ages a regular intervals as the beam rotates. We show the capturing device in Figure 1. Let the camera shots
taken during the rotation of the beam be denoted as F,={f(n,w,h)|w,h}, where n indexes the camera shot, w
indexes the horizonta position within a shot, and h indexes the vertical postion. Let N be the total number of
camera shots, W and H be the horizontal and vertical resolution of each camera shot, respectively. The entire
concentric mosaic database can be treated as a series of camera shots F,, or dternatively be interpreted as a
series of rebinned mosaics P,,={f(n,w,h)|n,h} where each individud nosaic consists of verticd dits a postion
w of al camera shots. Three rebinned mosaics at different radii are shown in Figure 2. Mosaic P,, can be con
Sdered as taken by avirtuad dit camerarotating along a circle co-centered with the origind beam with a radius
d=Rsing, where R is the radius of the rotation beam, d is the equivaent radius of the dit camera, and q isthe
angle between the tangent of the mosaic P,, and the camera norm. Since the entire data volume P,,, w=0,*,W-1
can be considered as a stack of co-centered maosaics with different redii, it is caled the concentric mosaic[1].
The concentric mosaic is able to capture a redigtic environment and render arbitrary views within an inner
circle of radius r=Rsin(FOV/2), where FOV is the horizonta field of view of the cgpturing camera. Rendering

the concentric mosaic involves reassembling dits from the captured dataset. Shown in Figure 3, let P be a nove
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viewpoint and AB be the fidld of view to be rendered. We split the view into multiple verticd dits, and render
each dit independently. A basic hypothesis behind the concentric mosaic rendering is that the intendity of any ray
does not change dong agraight line unless blocked. Thus, when adit PV is rendered, we smply search for the
dit P’V in the captured dataset, i.e., either in the captured image set F,, or equivdently in the rebinned mosaic
st Py, where P’ isthe intersection point between the direction of the ray and the camera track. Because of the
discrete sampling, the exact dit P’V might not be found in the captured dataset. The four sampled dits dosest to
P’V may be P1Vi1, P1V12, P2V, and P,Vy,, where P, and P, are the two nearest captured shots, P,Vy; ad
P,V arethe dits closest to P,V in direction in the shot P;, and P,V and P,V,, are closest to P,V in the shot
P,. We may choose only the dit that is closest to P’V from the above four to gpproximate the intengty of PV.
Such ascheme is cdled point sampling interpolation. However, a better approach is to use bilinear interpolation,
where dl four dits are employed to interpolate the rendered dit PV. The environmenta depth information may
ass g the search for the best gpproximating dits and dleviate the vertical distortion. More detailed description of

the concentric mosaic rendering may befoundin [1].

3. SMART REBINNING: A CROSS-SHOT DECORRELATION APPROACH

The framework of the smartly rebinned 3D wavelet concentric mosaic coder can be shown in Figure 4. Our
proposed smart rebinning technique serves as a preprocessing stage which rearranges the origind data volume.
The rearranged data volume is then decomposed by 3D wavelet transform. After that, the wavelet coefficients
are cut into cubes, and each cube is quantized and compressed independently into an embedded bitstream. F-
naly, aglobd rate-distortion optimizer is used to assemble the bitstream.

This framework is smilar to the 3D wavelet concentric mosaic compression scheme we have proposed in

[7]. A key contribution of this paper is an efficient data reorganization drategy that greatly improves the effi-
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ciency of cross-shat filtering (equivaent to the tempord direction in video, as there is no time domain in the con-
centric mosaic), while maintaining about the same filtering efficiency dong the other directions.

In recognition of the sgnificant role of motion compensation in the 3D wavelet compression, we look for an
efficient de-correlation scheme aong the cross-shot direction. In the previous work [7], the concentric mosaic is
aigned through globa panning of the mosaic P,,. However, this approach doesn’t improve the compresson effi-
ciency much because the mgor discontinuity of the dataset happens insde each mosaic. Thus the compression
performance of the 3D wavelet codec suffers. In this work, we begin by digning the image shots and forming a
new data volume of non-rectangular region of support. Since the concentric mosaic assumes gatic scenery and
the camerais dowly swinging within aplanar circle, the motion between two successve images is predominantly
horizontd trandation, with little or none vertical motion. We can easlly cdculate the horizonta trandation vector
between each pair of consecutive shots. Let X, denote the calculated horizontal displacement between shot F,
and F.1. Since the shots are circularly captured, shot Fy is right next to shot Fy.;. We thus denote xy.; as the
displacement vector hketween frame Fo and Fy.1. Note that the horizontal displacement vectors may not be
equa for dl frames. They are inverse proportiona to the distance of the object, i.e, larger for shots with a
close-by object, and smdler for shots with the far away background. We can maximize the correation between
neighboring shots by horizontaly aigning them according to the caculated digplacement vector, as shown in
Fgure 5. We term this approach horizontal shot alignment. We use 7 concentric mosaic image shots Fo, F,
-, Fgas an example. Each black region on the horizonta line in Figure 5 corresponds to one captured image.
An additiond virtud image Fo isdrawn right after the last image F¢ to show the circular capturing activity of the

camera. The gray area contains no data, thus the digned image shot forms a dataset of non-rectangular region of

support.
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After the horizontd shot dignment, the corrdation across image shots is expected to improve, however, since
the resultant data volume is highly sparse and not rectangular, the compression efficiency may be compromised.
Our proposed smart rebinning goes beyond the horizontal shot dignment one step further. The ideais to cut
and paste (i.e., to rebin) the skewed dataset into panoramas by pushing the skewed data volume downward in
Fgure 5, and form smartly rebinned panoramas. The details of the smart rebinning operaion are shown in
Fgure 5. The 7image shots are rebinned into 5 panoramas. The digned frame boundaries are shown with
dashed lines. We divide the origind shots into groups of digned dits according to the horizonta displacement
vectors, which are called stripes. The stripe is the smdlest integra unit in the smart rebinning. Let the sripe be
denoted as s, j, where n indexes the image shot F, that the stripe belongs to, and j indexes the stripe within F,.
The length of the firgt dripe s, o IS X, the horizonta displacement vector between frame F, and F.;. Thelength
of the jth Stripe S, IS X(n+j) mod N, COrrespondingly. The number of dripes is not congtant for dl frames; it is -
versdy proportiona to the horizonta displacement vector. Therefore, there are few gtripes for the frame with a
close-by object (fast moving), and more stripes for that with the faraway background. We then downward
stack the stripes and form the rebinned panorama set. We warp the right part of the data volume to the left due
to the circular nature of the camera shots. Let the maximum number of dripes for dl framesbe S A totd of S
panorameas are obtained with equd horizontd length Xg+ X3+ ...+ Xy.1. The firgt rebinned panorama Py is con
sructed by concatenating the first stripes of al frames, or by stripes $0,S10, ™, Ss,0- The second panorama Py is
conssted of the second dripes from dl shots. To dign the firs and the second panoramas in the cross
panorama direction, the second panoramais rotationdly shifted so that the stripe from frame F 4 is at the head.
In generd, a smartly rebinned panorama P; congsts of the ith stripes of dl frames cut and pasted sequentidly,

with the ith gripe of frame Fq a theith dot:

Pi={S:)modn,i » S+ modN,i 7y SeieN-mmodn i}, 120, 1,7, S,
-9-
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Anillugration of the resultant rebinned panoramais shown in Figure 6. Some portions of the stripes in pano-
rama P, contain no data, as the corresponding image shot do not have afull 5" stripe. In this specific example,
every dripeis a least partidly filled. However, for an actud concentric mosaic scene with a larger variation of
scene depth, severd end stripes may be completely empty. The smartly rebinned panoramas are thus not of rec-
tangular region of support. Specid handling for coding those empty regions will be addressed in the next section.
Note that in order to reverse such a rearrangement, only the horizontal displacement between each pair of
neighboring shots needs to be recorded, adding minor overhead to the compressed bitstream.

Examining the smartly rebinned panorama, the unfilled regions of the skewed dataset are largely reduced,
which makes the compresson much more efficient and the implementation much more convenient. 3D waveet
filtering of the rebinned panoramais gill very efficient. Fltering across the panorama is exactly equivaent to fil-
tering across the image shots in the horizontal shot aignment approach shown in Figure 5. However, filtering
within the panoramais changed from filtering within an image shot to filtering within the rebinned panorama. The
newly generated panorama P; is highly corrdated interndly, because each stripe congsts of successve ditsin
oneorigind shot image, and two neighbor sripes are smoothly connected because they are from the matching
gripes in neighboring concentric mosaic image shots. Consequently, horizontd filtering isdill very efficient.

A degenerated approach of the smart rebinning isto redrict dl horizontd trandation vectors to be exactly the

Same

We cdl this gpproach smple rebinning. All image shots now have the same number of gtripes. If there are ur
filled dits at the last stripe, we Smply fill them by repegting the lagt dit. Rebinning the Stripes into panoramas, a

st of panoramas with arectangular region of support is formed. The gpproach is smilar to the formation of the
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concentric mosaic P,,={f(n,w,h)|n,h} in[1]. The difference liesin that multiple dits are obtained from each shot
to generate the rebinned panorama.

We show the volume of the origind concentric mosaic in Figure 7. The rebinned concentric mosaic forms a
cube, with the front view showing a concentric mosaic panorama, the Side view a camera shot, and the top view
across-section dice a a certain height. We then show the smartly rebinned panoramavolume in Figure 8 as a
comparison. The smartly rebinned panorama forms a volume of non-rectangular support, and the black region in
Figure 8 identifies the unsupported region. We note that the area with a smaller region of support is closer to the
capturing camera, because it has alarger horizontal displacement vector, and thus contains a smaler number of
gripes. In comparison with the concentric mosaic, the smartly rebinned panorama appears to be smoother and
more naturd looking, as it adjudts its sampling dendty according to the distance of the shot to the object, and
mantains a reldive uniform doject Sze as seen by the camera. The smartly rebinned panoramas have strong
correlation across the panoramas. A set of rebinned panorameas at the same horizontal location is extracted and
shownin Figure 9. We observe that most objects in the rebinned panoramas are well digned. Only afew do-
jects, such asthe light bulb at the upper-Ieft corner and the baloons behind the girl, show differences due to the
gradud pardlax trandtion among the rebinned panoramas. Such a well-digned data volume can be efficently
compressed by a 3D wavelet transform.

In fact, the smartly rebinned panorama belongs to a generd category of multi-per spective panorameas that
become popular recently in the computer grgphics ream, such as manifold mosaicq 8], multiple-center-of-
projection image[9] and circular projectionf10]. Multi-perspective panorama extends the conventiond
panorama by relaxing the requirement of having one common optical center and dlows severa camera
viewpoints within a panorama. The idea of multi-perspective panorama congtruction via cutting and pasting
sripeswasfirg introduced in [8]. It has dso been extended to enable stereo viewing in [10], where the stripes

taken from the left Sde of each image shot generate tﬁe]&ght eye panorama and those from the right generate the
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left Sde of each image shot generate the right eye panorama and those from the right generate the | eft eye view.
However, in contrast to the work of [8][9] and [10], where only one or two panoramas are generated for their
gpecific graphic application, we generate a whole set of rebinned panoramas to provide a dense representation

of the environment, and to efficiently compress the concentric mosaic data set.

4. 3D WAVELET CODING OF REBINNED PANORAMAS

We further encode the rebinned panoramas with a 3D wavel et coder. Though other coders, such as the refer-
ence block coder (RBC) in [14] can aso be applied, 3D wavelet coding isidea because good aignment across
multiple image shots can be more efficiently explored by the 3D waveet coder. For the smple rebinning,
sraightforward 3D wavelet encoding may be adopted. We use the 3D wavelet cdec with block aithmetic
coding as proposed in our previous paper [7]. The data volume of the concentric mosaic is decomposed by
multi-resolution 3D wavelet transform. The wave et coefficients are then cut into fixed sze blocks, embeddedly
encoded, and assembled with a rate-digtortion optimization criterion. For details of the 3D wavelet coding ago-
rithm, we refer the reader to [7].

For the smartly rebinned panoramas, a 3D wavelet coding algorithm that handles a data volume with an arbi-
trary region of support must be developed. Fortunatdly, there are wavelet algorithms designed to encode arbi-
trary shaped objects in the literature, most developed in the standardization process of MPEG-4[11]. There are
two categories of approaches. padding the data to a rectangular volume and then using a rectangular codec, or
using an arbitrary shape wavelet transform and coder. Both approaches are investigated.

A smple approach isto pad the arbitrary shaped region of support to the tightest rectangular volume contain-
ing it and apply the rectangular 3D wavelet transform and coding agorithm to the padded data volume. The

purpose of padding is to generate as many zero coefficients as possible in the unsupported region, because zero
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coefficients consume fewer bits in the subsequent entropy coder. In this work, we extend the low-pass extrapo-
lation (LPE) adopted in MPEG-4 for the padding. The unsupported regions are fird filled with the average pixe
vaue of the boundary of the supported/unsupported region, and then a low-pass filter is gpplied to the unsup-
ported region severd times. Since in the unsupported region, al pixel vaues are initidized with the same average
vaue, the effect of the low-passfilter is primarily a the boundary, where agradud trangtion is built up. After the
wavdet transform, coefficients in the unsupported regions will be mostly zeros, except at the boundary. The
padded data volume is then compressed with the 3D wavelet codec described in [7]. Since the number of
waveet coefficients after padding is till more than the number of pixels in the supported region, the padding
increases the coding rate, and therefore the compresson performance is affected. The advantage is that the
padding involves the least change in the 3D wavelet codec, and is very easy to implement. Moreover, dthough
the padding operation adds complexity in the encoder, it does not affect the decoder, which decodes the entire
data volume and smply ignores the decoded pixels in the unsupported region.

Another feasble solution is to use an arbitrary shape waveet transform [12] directly on the arbitrary shaped
region of support. For each directional wavelet transform, a set of straight lines pardld to the axis intersects the
supported region and creates severd segments. Each segment is then decomposed separately using a bi-
orthogond symmetric filter with symmetric boundary extenson into the exact number of wavelet coefficients.
We then store the coefficients in the wavelet domain, and record the region of support for the wavelet coeffi-
cients. The process can be recursvely gpplied for multi-resolution decompostion, and can transform the arbi-
trarily sheped concentric mosaic volume into an exact number of wavelet coefficients as that of the origind data.
For details of the scheme, we refer the reader to [12] and [13]. A block arithmetic coder with an arbitrary
shaped region of support in the wavelet domain is then used to code the transformed coefficients. We cdl this

codec the 3D arbitrary shape wavelet codec. It is observed that the arbitrary shape wavelet transform and cod-
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ing isdightly superior in compression performance to padding the unsupported region. However, it dows down
the decompressing speed. It is dso more complex to implement, as we need to add support of the arbitrary
shape region to both the transform and entropy coding modules.

The smartly rebinned and 3D wavelet compressed concentric mosaic can be efficiently rendered as well. The
rendering engine is very amilar to the progressve inverse wavelet synthesis (PIWS) engine that we have pro-
posed in [15]. Instead of decompressing the entire compressed concentric mosaic and then rendering it, the en
tire concentric mosaic can be kept in the compressed form, and only the part of the bitstream necessary to ren-
der the current view is decoded and rendered. This not only reduces the memory requirement of the render, but
aso avoids a long decoding delay a the beginning. The working flow of the sdective rendering engine can be
shown in Fgure 10. According to the current viewing point and direction of the user, the rendering engine gen-
erates a set of ditsthat need to be accessed from the concentric mosaic data set. It then figures out the position
of the accessed dits in the rebinned panorama set. Note that the position of a dit in the rebinned panorama is
only related to the horizonta trandation vectors between image shots, and can be easly caculated. After thet,
the PIWS engine is used to locate the positions of the ditsin the wavelet domain. Only the wavelet coefficient
blocks containing accessed dits are decoded from the compressed bitstream. With a mixed cache trangition
among the wavelet coefficients, the intermediate results, and the reconstructed pixels, PIWS ensures minimd
computation is performed to recover the accessed dlits.

Because smart rebinning can be considered as a preprocessing step of the 3D wavelet coder, the only extra
gep in rendering the smartly rebinned concentric mosaic is to locate the dits in the rebinned panorama. The
computational complexity of rendering the smartly rebinned concentric mosaic is thus smilar to the rendering of
3D wavelet compressed concentric mosaic. With the PIWS engine, arendering rate of 12 frames per second is

achievable, which isfast enough for the redl time rendering applications.
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5. EXPERIMENTAL RESULTS

The performance of the 3D wavelet concentric mosaic compresson with smart rebinning is demonstrated
with extensve experimental results. The test scenes are Lobby and Kids. The scene Lobby has 1350 frames at
resolution 320x240, and the total data amount is 297MB. The scene Kids has 1462 frames at resolution
352x288, and the total data amount is 424MB. The Kids scene contains more details, and is thus more difficult
to compress than the Lobby scene. The scenes are first converted from RGB to YUV color-space with 4:2:.0
sub-sampling, and then compressed by different coders. We compress the Lobby scene at ratio
200:1(0.12bpp, 1.48MB) and 120:1(0.2bpp, 2.47MB), and the Kids scene at 100:1(0.24bpp, 4.24MB) and
60:1(0.4bpp, 7.07MB). The peak signa-to-noise-ratio (PSNR) between the origina and decompressed scene
is used as the objective measure of the compresson quality. We report the PSNRs of dl three color compo-
nents (Y, U and V) in Table 1, however, it isthe PSNR result of the Y component that matters most. Therefore,
we comment only on the’ Y component PSNR in the discussion.

We compare the proposed smartly rebinned 3D wavelet coder with three benchmark dgorithms. The first
agorithm (A) compresses the entire concentric mosaic as a video sequence using a MPEG-2 video codec. The
MPEG-2 software is downloaded from www.mpeg.org. In the MPEG-2 codec, the first frame is independently
encoded as | frame, and the rest frames are predictively encoded as P frames. The second dgorithm (B) is the
direct 3D wavelet codec reported in [7], where we rebin the concentric mosaic image shots into mosaic pano-
ramas, aign the panoramas and encode them with the 3D wavelet and block arithmetic coding. The third
benchmark agorithm (C) is the reference block coder (RBC) reported in [14]. It is a prediction-based codec

tuned for the compression of concentric mosaic. We adbserve that direct 3D wavelet coding of the concentric
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mosaic scene (adgorithm B) is not very efficient; it is 0.3 to 1.0 dB inferior to MPEG-2 with an average of 0.6
dB, and isinferior to the RBC codec with an average of 1.1dB.

We test three different configurations of the 3D waveet codec with smart rebinning. In the firgt configuration
(agorithm D), we redtrict the horizontal displacement vector between frames to be congtant, i.e., the smple re-
binning is used. The actud displacement vector is 2 and 3 pixds for the Lobby and Kids scenes, respectively.
The resultant rebinned concentric mosaic forms a rectangular panorama volume and is compressed by exactly
the same 3D wavelet and block arithmetic coder as dgorithm B. It is observed that by smply rebinning multiple
ditsinto the panorama, alarge compression gain can be achieved. In fact, compared with the direct 3D wavelet
codec, the PSNR improves between 3.2 and 3.6dB, with an average gain of 3.5dB. The 3D wavelet coder
with smple rebinning outperforms the MPEG-2 concentric mosaic codec by 2.9dB, and outperforms the RBC
codec by 2.4dB.

We then gpply the full-fledged smart rebinning agorithm. The horizontal displacement vectors are caculated
by matching neighborhood concentric mosaic image shots. They are then stored in the compressed bitstream.
After the rebinning operation, the bounding volume for the rebinned panoramas is 2832x162x240 for the Lobby
scene and 5390x149x288 for the Kids scene. In the Lobby scene, object is of relatively constant depth to the
camera, and the unsupported regions occupy only 6% of the bounding volume. However, in the Kids scene
which has a larger depth variation, 36% of the bounding volume is unsupported. The smartly rebinned pano-
ramas are compressed through two approaches. In the first goproach, we compress the rebinned panoramas
through padding the data volume and gpplying a rectangular 3D wavelet codec used in the algorithm B and D
(denoted as dgorithm E). Alternatively, we use an arbitrary shape wavedet transform and coefficient coding d-
gorithm developed in [13](denoted as agorithm F). According to the results shown for dgorithm F, the smart

rebinning further improves the compression performance over smple rebinning by 0.7 to 1.0 dB, with an aver-

- 16 -



Submitted to |EEE Trans. On Multimedia, EDICS: 1-CPRS

age of 0.8dB. The average gain of the arbitrary shape wavelet codec (F) over the padding approach (E) is
0.3dB. Note that the system of dgorithm E is very dose in complexity to that of the Imple rebinning (agorithm
D), because both systems use the rebinning, rectangular 3D wavelet transform, and block arithmetic coding. The
only difference is that agorithm D rebins a fixed number of dits into the panorama, while agorithm E rebins a
variable number of dits into the panorama, which is then padded before coding. In terms of PSNR perform:
ance, dgorithm E outperforms dgorithm D by 0.5dB on average. Therefore generd smart rebinning with cdcu-
lated horizonta trandation vectors does have an advantage over smple rebinning, where a fixed trandation vec-
tor isused for dl image shots.

Overdl, smart rebinning with arbitrary shape waveet trandform and coding is the best performer of the pro-
posed approaches. It outperforms the MPEG-2 concentric mosaic codec by an average of 3.7dB, outperforms
the direct 3D wavelet video encoder by 4.3dB, and outperforms the reference block coder (RBC) by 3.2dB.
The PSNR of the smart rebinning compressed Lobby at 0.12bpp is even superior to prior concentric mosaic
coders operated at 0.2 bpp. More specificaly, it is 2.1dB superior to the MPEG-2, 2.4dB superior to the d-
rect 3D wavelet, and 1.5dB superior to the RBC compressed scene at 0.2bpp. Since the PSNR of the Lobby
scene compressed at 0.2bpp is on average 2.1dB higher than the PSNR of the same scene compressed at
0.12bpp, the smart rebinning dmost quadruples the compression ratio for the Lobby scene. In the same way,
we observe that the smart rebinning nearly doubles the compression ratio for the Kids scene over prior -
proaches. Consdering the huge amount of data of the concentric mosaic, and the rdatively large bitstream even
after a high ratio compression has been gpplied (1.48-7.07MB), smart rebinning is a very effective toal to

greatly reduce the amount of data of the concentric mosaic.

6. CONCLUSION AND EXTENSION
-17-
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A technology termed smart rebinning is proposed in this paper to improve the 3D wavelet compression of the
concentric mosaic. Through cutting and pasting gtripes into a set of multi- perspective panoramas, smart re-
binning greetly improves the performance of cross-shot filtering, and thus improves the transform and coding
efficiency of the 3D wavelet coder. The region of support after smart rebinning may cease to be rectangular, and
a padding scheme and an arbitrary shape wavelet coding scheme have been used to encode the resultant data
volume of smart rebinning. With the arbitrary shape wavelet codec, smart rebinning outperforms MPEG-2 by
3.7dB, outperforms adirect 3D wavelet coder by 4.3dB, and outperforms the reference block coder (RBC) by
3.2dB on the tested concentric mosaic scenes. It nearly quadruples the compression ratio for the Lobby scene,
and doubles the compression ratio for the Kids scene.

It will be interesting to extend the smart rebinning technology to general 3D wavelet coding of video s
quence, and see if amilar performance gain can be achieved. However, such extenson is far from sraightfor-
ward. The motion is more complicated in a typica video sequence. Moreover, video needs to be decoded
frame by frame, which does not match well for a data rearrangement scheme such as rebinning. We are investi-

gating dong the direction.
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Test Datasell LOBBY (0.2 LOBBY KIDS KIDS
bpp) (0.12bpp) | (0.4bpp) | (0.24 bpp)

Algorithm
A MPEG-2 Y:322 Y:304 Y:30.1 Y:283
U: 387 U: 374 U: 36.6 U: 34.8
V:38.1 V:36.9 V:36.7 V:349
B 3D Wavelet Y:319 Y: 300 Y:294 Y:27.3
U:40.3 U: 39.3 U: 36.5 U: 349
V:39.9 V:38.9 V:37.2 V:35.7
C RBC Y:328 Y:29.8 Y:315 Y: 287
U: 39.7 U: 384 U: 39.3 U:37.3
V: 405 V:39.0 V:38.9 V: 36.6
D Smple rebinning Y:355 Y:33.6 Y:328 Y:30.5
U: 415 U: 40.7 U: 393 U: 37.7
V:409 V:40.2 V:40.1 V: 385
E Smart rebinning Y:36.0 Y:34.0 Y:334 Y:311
+ padding U: 416 U: 409 U: 399 U: 384
V:41.0 V:40.2 V:41.1 V:39.6
F Smart rebinning Y:36.3 Y: 343 Y: 338 Y: 313
+arbitrary shape U: 439 U: 429 U:411 U: 395
wavelet codec V:42.8 V:42.0 V:41.2 V: 39.6

Table 1 Compresson results for the concentric mosaic scenes
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Fgure 2 The concentric mosaic imaging geometry
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Figure 3 Rendering with concentric mosaic
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Figure 4 Framework of smartly rebinned 3D wavelet coder.
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Fgure 5 Horizontd shot dignment of concentric mosaic image shots.
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Figure 6 Smartly rebinned data volume

Figure 7 The volume of the concentric mosaic
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Figure 8 Part of the volume of the rebinned multi- perspective panorama set

Figure 9 A set of smartly rebinned panoramas at the same horizonta location (note the pardlax shown by the

lightbulb and the balloon behind the leg of the girl).
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Figure 10 Framework of the selective rendering engine.
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