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The Use of a Heuristic Problem-Solving Hierarchy
to Facilitate the Explanation of Hypothesis-Directed Reasoning
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We examine the problem of explaining expert system recommendations derived from complex
reasoning strategies. We focus on the difficulty of justifying advice generated by hypothesis-directed
reasoning. In this context, we discuss research on the PATHFINDER system for the diagnosis of
lymph node pathology. We present our efforts to manage the complexity of an information
optimizing reasoning strategy to facilitate explanation.

1. INTRODUCTION

Physicians have stressed the importance of understanding
the reasoning of computer-based decision support
systems [1]. The crucial role of explanation has made
work on computer justification a focus of expert systems
research. Recent explanation research has centered on
the refinement of knowledge used by expert systems.
Investigators are attempting to produce more meaningful
explanations of computer advice by representing
increasingly explicit medical knowledge [2, 3].

While, the current focus of explanation research is
important, we turn our attention to a different problem
with explanation. We have found that an important
component of explanation difficulty is rooted in the
intrinsic naruralness of expert system reasoning
strategies. We refer to reasoning strategies that humans
perceive as simple and intuitive as natural reasoning
strategies. While unnatural strategies may at times be
deemed optimal for efficient reasoning, they can be
extraordinarily difficult to explain. The notion of
natural versus unnatural reasoning strategies has been a
concern of investigators in logic programming and
automatic theorem proving research for over a decade
[4]. We hope to stimulate similar concerns within the
medical informatics community.

We begin by looking at the problem of unnatural
reasoning strategies. We will then introduce the
PATHFINDER system for lymph node pathology and
describe a difficulty we had in explaining the rationale
behind recommendations generated by one of the
system's reasoning strategies. Finally, we discuss the
development of a more natural strategy that facilitates
explanation.

2. COMPLEXITY OF REASONING STRATEGIES

A variety of different reasoning strategies have been
explored in artificial intelligence research. @We have
found it useful to characterize the naturalness of
reasoning strategies along three dimensions: the nature of
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the fundamental inference, the complexity of the
strategy, and familiarity with the high-level control
knowledge [5]. In this paper, we focus on strategies that
are unnatural primarily because of their complexity. The
complexity of a reasoning strategy is a function of the
number of objects and relations that must be considered
in a single inference step. Complex strategies are
difficult to understand and explain because they require
the simultaneous consideration of manipulations on a
great number of conceptual entities. Such strategies may
demand consideration of quantities of elements and
relations that burden the limitations of human working
memory.

Problems associated with the comprehension of complex
tasks like the operation of complex reasoning strategies
have been a research focus within cognitive psychology
since the field's inception [6]. Classic research in
cognitive psychology has demonstrated severe limitations
in the ability of humans to consider more than a
handful of concepts in the short term [7]. In fact,
studies have shown that humans cannot retain and reason
about more than two concepts in an environment with
distractions (as is often the case in medical practice) [8].
Such work has implications for the use and explanation
of reasoning strategies in medical systems.

Recent research by Ben-Bassat [9] as well as by
investigators in our group [10] has touched upon
problems with the use of complex strategies in expert
systems. Both groups are interested in the simplification
of complex reasoning strategies in order to make them
more understandable and explainable. Ben-Bassat has
stressed the usefulness of making available several user
selectable strategies. In this paper, we present the use of
a heuristic problem-solving hierarchy to simplify a
complex reasoning strategy. First we will present an
unnatural information optimizing reasoning strategy. We
will then describe how we generate a less-optimal but
more explainable strategy.
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3. HYPOTHESIS-DIRECTED STRATEGIES

Hypothesis-directed strategies are used to refine the
differential diagnoses in hypothetico-deductive systems.
The hypothetico-deductive method (also referred to as
the method of sequential diagnosis [11]) has been
studied in several medical computer science research
projects including the Acute Renal Failure [12] system,
the INTERNIST-1 [13] system for diagnosis within the
field of internal medicine, the MEDAS [14] system for
emergency medicine, and the PATHFINDER (10] system
for lymph node pathology.

Hypothetico-deductive systems are presented with an
initial set of disease manifestations. The initial evidence
is used to assign a probabilistic or quasi-probabilistic
score to each disease, A differential diagnosis of
possible disease hypotheses is formulated from the scores.
Then, questions are selected which can help narrow the
number of diseases under consideration. After a user
answers requests for new information, a new set of
hypotheses is formulated and the entire process is
repeated until a diagnosis is reached.

The question selection strategies are termed hypothesis-
directed in that reasoning strategies operate on the
current list of hypotheses under consideration to generate
test recommendations. Investigators in the INTERNIST-1
and PATHFINDER research groups have explored the
usefulness of tailoring different reasoning strategies to
the current differential. For example, the strategy
selected to narrow the differential may depend upon the
number of the diseases on the differential, the
probability distribution over the differential, or both.

The advice generated by hypothesis-directed strategies 1s
often difficult to explain because of the complexity of
their operation. This is especially true if
recommendations are the result of inferences based on a
differential diagnosis containing a large number of
diseases. Hypothesis-directed strategies may consider the.
relevance of hundreds of diseases in a single inference
step.

4. THE PATHFINDER SYSTEM

PATHFINDER is a hypothetico-deductive expert system
for the diagnosis of lymph node pathology based upon
the appearance of microscopic features in lymph node
tissue. Disease manifestations in lymph node pathology
are microscopic features. Features are each subdivided
into a mutually exclusive and exhaustive list of values.
Features are evaluated by the selection of a value that
reflects the status of the feature in the case being
reviewed. We say that the assignment of a value to a
feature constitutes a piece of evidence. The
PATHFINDER system reasons about 80 diseases,
considering over 500 pieces of evidence.

The scoring scheme employed by PATHFINDER is based
upon the theory of subjective probability [15]. The
subjective probabilities of experts are used to infer the
probability that each disease is responsible for the
evidence that has been entered into the system.
Depending on the number and on the distribution of
probabilities among diseases on the differential diagnosis,
PATEFINDER chooses one of several alternative
diagnostic strategies for selecting questions. As in other
hypothesis-directed systems, it is the goal of the question
selection strategies to suggest the optimal test to be
evaluated next in an effort to reduce the uncertainty in
the differential diagnosis.

Several PATHFINDER strategies discriminate among

large numbers of diseases and features in the generation
of advice. We shall not describe all of the hypothesis-~
directed reasoning strategies used by PATHFINDER.
Rather, we explore issues surrounding the explanation of
a particular PATHFINDER hypothesis-directed reasoning
strategy termed entropy-discriminate and its descendant,
group-discriminate.

4.1 The Entropy-discriminate Strategy

The PATHFINDER entropy-discriminate reasoning
strategy was originally used to refine differential
diagnosis disease lists ranging in size from two to eighty
diseases. The strategy makes recommendations about
evidence-gathering by searching for tests that maximize a
measure of information contained in the differential
diagnosis.  Similar information-maximizing strategies
have been examined in the MEDAS and Acute Renal
Failure systems.

Entropy-discriminate makes use of a measure of
information known as relative-entropy. In this context,
relative entropy is a measure of the additional
information provided by a piece of evidence E; about a

differential diagnosis DD. Formally,
H(DD,E,)
= Zy p(DylEy) Tog[p(Dy)/p(D,lE,)]
where p(Dj) is the probability that disease Dj is present
before evidence E; is known, the prior probability of the
disease, and p(Dlei) is the probability that disease Dj is
present after evidence E; is known, the posterior

probability of the disease. For a justification of relative
entropy as a measure of information gain, see [16].

Entropy-discriminate selects features which give the
highest expected relative entropy

<H(DD,E)> = T, p(E;) H(DD,E,),
where p(E;) is calculated using the expansion rule

P(E¢) = EJ p(E,lDJ) P(DJ)-

In an information-theoretic sense, the questions selected
by the entropy-discriminate strategy are optimal
assuming that the goal of the pathologist is to reduce
uncertainty in the differential as much as possible.

4.2 Problems with Entropy Discriminate

Soon after the implementation of entropy-discriminate
mode, we discovered that several expert pathologists,
including the expert that provided the system's
knowledge, often found that selected questions were
difficult to understand when the differential contained
more than approximately ten diseases. The entropy-
discriminate strategy of selecting questions that best
discriminate among all diseases on a differential
diagnosis often seemed to be too complex for experts.
This is not surprising in light of the limitations of
human short term memory discussed above.

We also had problems explaining the recommendations
of entropy-discriminate whenever there were more than
two diseases on the differential. Attempts were made to
provide textual and graphical explanations for the
powerful strategy's recommendations. One such graphical
explanation justified questions by listing, for each
disease, the feature value that would most favor the
disease. Physicians found such complex summarizations
to be difficult to understand.
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4.3 Simplifying the Problem-Solving Task

The observed problems with the entropy-discriminate
strategy stimulated our interest in strategies for
simplifying and explaining hypothesis-directed reasoning.
We discovered that pathologists often manage the
complexity of the diagnostic problem-solving task by
reasoning about a very small number of disease
categories or groups at any one time. Questions that
discriminate among natural groups tend to be proposed.

Specifically, the chief expert pathologist on the
PATHFINDER team often imposes a simple two-group
discrimination structure on the problem-solving task. As
opposed to a strategy of discriminating among all the
diseases on the differential, the pathologist's
discrimination task at any point in reasoning about a
case is constrained to only two groups of diseases. As
categories of disease are ruled out, the particular pairs of
groups considered become increasingly specific. For
example, if there are benign and malignant diseases on a
differential diagnosis, the pathology expert often deems
most appropriate those questions that best discriminate
between the benign and malignant groups rather than
questions that might best discriminate among all of the
diseases. If all benign diseases have been rule-out,
leaving only primary malignancies and metastatic diseases
on the differential diagnosis, the pathologist will attempt
to discriminate between the primary malignancy and the
metastatic categories.

We found that the expert's diagnostic strategy can be
described by the traversal of a hierarchy of disease
categories. The problem-solving hierarchy (see Fig. 1), is
a binary tree of disease groups. The hierarchy can be
used to group the differential diagnosis at various levels
of refinement.

Benign Malignant

Primary Malignancy Metastasis

Hodgkin's Lymphoma  Non-Hodgkin's Lymphoma

Figure 1: Heuristic problem-solving hierarchy

It is interesting to note that several previous studies of
medical reasoning have identified similar problem-
solving hierarchies [17]. Indeed, physicians in many
areas of medicine may use and pass down historically-
evolved heuristic strategies for managing the complexity
of medical decision making.

The discovery of this expert reasoning strategy in lymph
node pathology suggested the development of a new

question-selection strategy that could discriminate among

- binary groups of diseases instead of individual diseases.

It was hoped that design and application of such a
strategy would make explanation clear, as the user would
only have to consider the relevance of a recommendation
to two groups.

4.4 The Group-discriminate Strategy

Our attempt to naturally constrain the discriminatory
focus of the entropy-discriminate strategy led to a new
reasoning strategy we named group-discriminate. The
group-discriminate strategy selects questions based on
their ability to discriminate between the most specific
pair of disease categories that account for all diseases on
the differential.

For a given differential diagnosis, group-discriminate
identifies the most specific grouping possible and then
selects questions that best discriminate among groups of
diseases. More formally, suppose the differential is split
into two groups, Gy-and G, of n;, and n, diseases

respectively: :
Gy = {04y, Dyp. ... Dyn,}

G; = {Dyy. Dyas ... Dan}

As we assume that only one lymph node disease is
present in PATHFINDER, we can consider the diseases
to be mutually exclusive events. We are interested in the
probability that the true diagnosis will be in each group.
To calculate this probability we add the probabilities of
all the diseases within each group. That is, the
probability that a group contains the true diagnosis is

P(6y) = I P(Dy). § = 1. 2.
We can also calculate p(Glei), the probability of the

final diagnosis being contained in a group, considering a
new piece of evidence E;. This is

P(Gy|Eq) = Ly p(DyIEy), J =1 o0r 2.

Therefore, a relative entropy of the grouped differential
can be defined. In particular,

Hg(DD,E,) =
£y p(6y1€y) V0g[p(G,IE{)/p(G)]

This quantity represents the additional information
contained in E; about the grouped differential diagnosis.

Group-discriminate selects those features which give the
highest expected relative entropy. ’

Notice that the group-discriminate strategy ignores
information concerning the probabilities of diseases
within each group. Only the probabilities that the true
diagnosis lies within a group is considered in the
calculations.

5. DISCUSSION

We integrated the group-discriminate strategy into the
PATHFINDER system so that it continues to refine
differential diagnosis lists until all diseases remaining on
the differential diagnosis are in a category at one of the
leaves of the binary problem-solving tree. At this point,
other hypothesis-directed strategies are applied to
continue pursuing a diagnosis. As the group-discriminate
reasoning strategy has a simpler discriminatory focus and
more closely follows the decision making protocol of the
expert lymph node pathologist than entropy-discriminate,
it is quite easy to explain.
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Instead of having to present complex summaries
explaining how each piece of evidence might impact on
a number of diseases, an explanation of questions
generated by group-discriminate must simply demonstrate
how possible responses affect the two groups under
consideration.

The PATHFINDER system justifies the usefulness of
questions selected by group-discriminate with a graphical
display. Fig. 2 presents a small portion of a
PATHFINDER consultation. At the top of the figure is
the differential diagnosis, grouped into benign and
malignant categories at the current level of refinement
Below, several lymph node features recommended by
group-discriminate are listed. The group-discriminate
strategy has determined that these features can best
discriminate between the benign and malignant diseases.
In this case, the user requested explanation for the
follicles density recommendation.

The positions of a set of asterisks in the justification
graph at the bottom of the figure is used to indicate the
degree to which each group of diseases is favored by
each possible feature value. Specifically, the position of
the asterisk is a function of the likelihood ratio

P(E{G)/P(E;lG;). In the example below, the values
separated and jzar apart strongly support diseases on the
differential diagnosis that are in the benign group, while
the values back-to-back and closely packed strongly
support the malignant disease hypotheses.

A user can easily ascertain how a question discriminates
among two groups of diseases; evidence is either
supportive for one group or the other. Even in an
environment filled with distractions, the behavior of the
strategy is adequately explained by such simple graphs.

Unfortunately, the more explainable group reasoning
strategy has some disadvantages. A problem with the use
of group-discriminate is that the differential diagnosis
refinement process does not always proceed as quickly as
it does with the application of the optimal entropy-
discriminate.  That is, group-discriminate is not as
efficient as the more powerful entropy-discriminate; on
average, a larger number of evidence-gathering requests
will be made by group-discriminate to achieve a
similarly refined differential diagnosis. This must be the
case as detailed information about the plausibility of
individual diseases within each group is discarded in the
grouping process.

In general, simplifying a formerly optimal strategy will
lead to a less-efficient strategy. In the context of
cognitive psychology research on human limitations, it is
not unexpected that a reasoning strategy derived through
the constraint or decomposition of a complex problem-
solving task may be easier to understand and explain. It
seems that for a wide variety of reasoning strategies,
there will frequently be an inverse relationship between
the understandability and efficiency of complex
reasoning strategies. In making decisions about
alternative reasoning strategies for expert systems,
computer  scientists may  have to face an
explainability/efficiency trade-off.

6. SUMMARY

We have identified the difficulty of explaining advice
generated by complex reasoning strategies in medical
expert systems. We have found that strategies that are
deemed optimal for information-gathering may be sub-
optimal for assisting physicians. We then presented an
example of a natural simplification of a complex
hypothesis-directed strategy. It is clear that constraining
the discriminatory focus of the strategy with a natural

problem-solving hierarchy facilitated the explanation of
system recommendations.

The problem of explaining complex reasoning strategies
to users that may have little background in machine
inference strategies is an important area of investigation
warranting further attention. We hope that research on
the use and modification of unnatural reasoning
strategies in medicine will complement the concurrent
explanation research on the refinement of knowledge.

> ask
Discriminating:
Malignant

Small cleaved, follicular lymphoma

Mixed, small cleaved and large cell,
follicular 1ymphoma

Large cell, follicular lymphoma

Kaposis sarcoma

Small noncleaved, follicular Tymphoma

Benign

Florid reactive follicular hyperplasia
:gsgt1ve hyperplasia

I recommend that the following
features be evaluated:

Status of follicles

Follicles density

Subcapsular sinuses

Medullary sinuses

Comparison of cytology inside and
outside the follicles

> justify
Which feature do you want justified?
> follicles density

The following table elucidates the
discriminating power of this feature.
The position of the asterisk indicates
which of the two groups of diseases 1is
favored by each valuse.

Malignant
Benign
|

s 82—
<

........ back-to-back
........ closely packsd
cese...%. separated
[ * far apart

Figure 2: Portion of PATHFINDER consuliation

Typing ask invokes the differential
refinement strategy appropriate to the current
differential.  Group-discriminate is invoked
because the current differential contains both
benign and malignant diseases. User responses
are italicized.
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