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ABSTRACT

Meshes are dominantly used to represent 3D models as
they fit well with graphics rendering hardware. Features
such as volume, moments, and Fourier transform coeffi-
cients need to be calculated from the mesh representation
efficiently. In this paper, we propose an algorithm to cal-
culate these features without transforming the mesh into
other representations such as the volumetric representa-
tion. To calculate a feature for a mesh, we show that we
can first compute it for each elementary shape such as a
triangle or atetrahedron, and then add up all the values for
the mesh. The algorithm is ssimple and efficient, with many
potential applications.

1. INTRODUCTION

3D scene/object browsing is becoming more and more
popular as it engages people with much richer experience
than 2D images. The Virtual Reality Modeling Language
(VRML) [1], which uses mesh models to represent the 3D
content, is rapidly becoming the standard file format for
the delivery of 3D contents across the Internet. Tradition-
aly, in order to fit graphics rendering hardware well, a
VRML file models the surface of a virtual object or envi-
ronment with a collection of 3D geometrical entities, such
as vertices and polygons.

In many applications, there is a high demand to calcu-
late some important features for a mesh model, e.g., the
volume of the model, the moments of the model, or even
the Fourier transform coefficients of the model. One ex-
ample application is the search and retrieval of 3D models
in a database [2][3][9]. Another example is shape analysis
and object recognition [4]. Intuitively, we may calculate
these features by first transforming the 3D mesh model
into its volumetric representation and then finding these
features in the voxel space. However, transforming a 3D
mesh model into its volumetric representation is a time-
consuming task, in addition to a large storage requirement
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In this paper, we propose to calculate these features
from the mesh representation directly. We calculate a fea
ture for a modd by first finding it for the elementary
shapes, such as triangles or tetrahedrons, and then add
them up. The computational complexity is proportional to
the number of elementary shapes, which is typically much
smaller than the number of voxels in the equivalent volu-
metric representation. Both 2D and 3D meshes are consid-
ered in this paper. The result is general and has many po-
tential applications.

The paper is organized as follows. In Section 2 we
discuss the calculation of the area/volume of a mesh. Sec-
tion 3 extends this idea and presents the method to com-
pute moments and Fourier transform for a mesh. Some
applications are provided in Section 4. Conclusions and
discussions are given in Section 5.

2. AREA/NOLUME CALCULATION

The computation of the volume of a 3D model is not a
trivial work. One can convert the model into a discrete 3D
binary image. The grid points in the discrete space are
called voxels. Each voxel islabeled with ‘1’ or ‘0" to indi-
cate whether this point isinside or outside the object. The
number of voxels inside the object, or equivalently the
summation of all the voxel values in the discrete space,
can be an approximation for the volume of the model.
However, the transforming from a 3D mesh model into a
binary image is very time-consuming. Moreover, in order
to improve the accuracy, the resolution of the 3D binary
image needs to be very high, which can further increase
the computation load.

2.1. 2D Mesh Area

We explain our approach starting from the computation of
areas for 2D meshes. A 2D mesh is simply a 2D shape
with polygonal contours. As shown in Figure 1, suppose
we have a 2D mesh with bold lines representing its edges.
Although we can discretize the 2D space into a binary
image and calculate the area of the mesh by counting the
pixels inside the polygon, doing so is very computationally
intensive.
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Figure 1: The calculation of a 2D polygon area

To start with our agorithm, let us make the assump-
tion that the polygon is close. If it is not, a contour close
process can be performed first [9]. Since we know all the
vertices and edges of the polygon, we can calculate the
normal for each edge easily. For example, edge AB in
Figure 1 has the normal:

N, = _(yZ _yl))2+(X2_Xl)9 (1)
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where (X3, y1) and (X,, y») are the coordinates of vertices A
and B, respectively, and X and y are the unit vectors for

the axes. We define the normal here as a normalized vec-
tor which is perpendicular to the corresponding edge and
pointing outwards of the mesh. In computer graphics lit-
erature, there are different ways to check whether a point
isinside or outside a polygon [8], thusit is easy to find the
correct direction of the normals. Later we will show that
even if we only know that all the normals are pointing to
the same side of the mesh (either inside or outside, as long
as they are consistent), we are still able to find the correct
area of the mesh.

After getting the normals, we construct a set of trian-
gles by connecting al the polygon vertices with the origin.
Each edge and the origin form an elementary triangle,
which is the smallest unit for computation. We define the
signed area for each elementary triangle as below: The
magnitude of this value is the area of the triangle, while
the sign of the value is determined by checking the posi-
tion of the origin with respect to the edge and the direction
of the normal. Take the triangle OAB in Figure 1 as an
example. The area of OAB is:

|SOAB| =‘%(_XZY1 +%Y,)| )

The sign of Sag IS the same as the sign of the inner prod-
uct OA [N 5 , whichis positive in this case.

The total area of the polygon can be computed by
summing up all the signed areas. That is,

Sea =2 S 3

where i goesthrough all the edges or elementary triangles.
Following the above steps, the result of equation (3) is
guaranteed to be positive, no matter the origin isinside or

outside the mesh. Note here that we do not make any as-
sumption that the polygon is convex.

In real implementation, we do not need to check the
signs of the areas each time. Let:
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where i stands for the index of al the edges or elementary
triangles. (X1, i), (X2, Yi2) are coordinates of the starting
point and the end point of edge i. When we loop through
all the edges, we need to keep forwarding so that the in-
side part of the mesh is always kept at the left hand side or
the right hand side. According to the final sign of the result
S, We may know whether we are looping along the
right direction (the right direction should give the positive
result), and the final result can be ssimply achieved by tak-
ing the magnitude of S ygq.

(4)

2.2.3D Case

We can extend the above algorithm into the 3D case. In a
VRML file, the mesh is represented by a set of vertices
and polygons. Before we calculate the volume, we do
some preprocessing on the model and make sure that all
the polygons are triangles. Such preprocessing, called tri-
angulation, is commonly used in mesh coding, mesh signal
processing, and mesh editing. The direction of the normal
for atriangle can be determined by the order of the verti-
ces and the right-hand rule, as shown in Figure 2. The con-
sistent condition is very easy to satisfy. For two neighbor-
ing triangles, if the common edge has different directions,
then the normals of the two triangles are consistent. For
example, in Figure 2, AB is the common edge of triangle
ACB and ABD. In triangle ACB, the direction is from B to
A, and in triangle ABD, the direction is from A to B, thus
Nace and Nagp are consistent.

NACB N

Figure 2: Normalsand order of vertices

In the 3D case, the elementary calculation unit is atet-
rahedron. For each triangle, we connect each of its vertices
with the origin and form a tetrahedron, as shown in Figure
3.

As in the 2D case, we define the signed volume for
each elementary tetrahedron as: The magnitude of its value
is the volume of the tetrahedron, and the sign of the value
is determined by checking if the origin is at the same side
as the normal with respect to the triangle. In Figure 3, tri-
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Figure 3: The calculation of 3D volume

angle ACB has anormal Nacg. The volume of tetrahedron
OACBiis:
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As the origin O is at the opposite side of Npcg, the
sign of this tetrahedron is positive. The sign can also be

calculated by inner product OAIN ACB -

In real implementation, again we only need to com-
pute:

1
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where i stands for the index of triangles or elementary
tetrahedrons. (X1, Vi1, Z1), (X2, Yiz Z2) and (X3, Yis, Z3) are
coordinates of the vertices of triangle i and they are or-
dered so that the normal of triangle i is consistent with
others. Volume of a 3D mesh model is always positive.
The final result can be achieved by take the absolute value
of V- INn order to compute other 3D model features
such as moments or Fourier transform coefficients, we

reverse the sequence of vertices for each triangle if V' gy
turns out to be negative.

3. MOMENTSAND FOURIER TRANSFORM

The above algorithm can be generalized to calculate other
features for 2D and 3D mesh models. Actually, whenever
the feature to be calculated can be written as a signed
sum of features of the elementary shape (triangle in the
2D case and tetrahedron in the 3D case), and the feature
of the elementary shape can be derived in an explicit
form, the proposed algorithm applies. Although this seems
to be a strong constrain, many of the commonly-used fea-
tures fall into this category. For example, all the features
that have the form of integration over the space inside the
object can be calculated with this algorithm. This includes
moments, Fourier transform, wavelet transform, and many
others.

In classical mechanics and statistical theory, the con-
cept of moments is used extensively. In this paper, the

moments of a 3D mesh model are defined as:
My = J.“xpyqzrp(x, y, Z)dxdydz (7
where p(x,y,2z) isanindicator function:

1 if (x,y,2)isinside themesh
MKM3={ (.2 (8)

0, otherwise.

and p, q, r are the orders of the moment. Central moments
can be obtained easily from the result of equation (7).
Since the integration can be rewritten as the sum of inte-
grations over each elementary shape:

My = Zs j”x”yq Z' p,(x,y, z)dxdydz 9)

where o, (X, Y,2) is the indicator function for elementary

shapei, and s isthe sign of the signed volume for shapei.

We can use the same process as that in Section 2 to
calculate a number of low order moments for triangles and
tetrahedrons that are extensively used. A few examples for
the moments of a tetrahedron are given in the Appendix.
More examples can befound in[9].

Fourier transform is a very powerful tool in many sig-
nal processing applications. The Fourier transform of a 2D
or 3D mesh model is defined by the Fourier transform of
itsindicator function:

o(u,v,w) = _[ j j g W) 5y y, Z)dxdydz (10)

Since Fourier transform is also an integration over the
space inside the object, it can also be calculated by de-
composing the integration into integrations over each ele-
mentary shape. The explicit form of the Fourier transform
of atetrahedron is given in the Appendix.

As the moments and Fourier transform coefficients of
an elementary shape are explicit, the above computation is
very efficient. The computational complexity is O(N),
where N is the number of edges or triangles in the mesh.
Note that in the volumetric approach, where a 2D or 3D
binary image is obtained first before getting any of the
features, the computational complexity is O(M), where M
is the number of grid points inside the model, not consid-
ering the cost of transforming the data representation. It is
obvious that M is typically much larger that N, especially
when arelatively accurate result is required and the resolu-
tion of the binary image has to be large. The storage space
required by our algorithm is also much smaller.

Previous work by Lien and Kajiya [10] provide a
similar method for calculating the moments for tetrahe-
drons. Our work gives more explicit forms of the moments
and extends their work to calculating the Fourier trans-
form.

4. APPLICATIONS
A good application of our algorithm isto find the principal

axes of a 3D mesh model. Thisis useful when we want to
compare two 3D models that are not well aligned. In a 3D



model retrieval system [2][9], this is required because
some of the features may not be invariant to arbitrary rota-
tions.
We construct a 3x3 matrix by the second order mo-
ments of the 3D model:
M 200 M 110 M 101
S=|Mys Mgy Mgy | (11)
MlOl MOll MOOZ

The principal axes are obtained by computing the ei-
genvectors of matrix S, which is aso known as the princi-
ple component analysis (PCA). The eigenvector corre-
sponding to the largest eigenvalue is made the first princi-
pal axis. The next eigenvector corresponding to the secon-
dary eigenvalue is the second principal axis, and so on. In
order to make the final result unique, we further make sure
that the 3 order moments, May and Mgz, are positive
after the transform. Figure 4 shows the results of this algo-
rithm.

After rotation

Before rotation

Figure4: 3D models before and after PCA

The Fourier transform of a 3D mesh model can be
used in many applications. For example, the coefficients
can be directly used as features in a retrieval system [9].
Other applications are shape analysis, object recognition,
and model matching. Note that in our algorithm, the result-
ing Fourier transform is in continuous form. There is no
discretization alias since we can evaluate a Fourier trans-
form coefficient from the continuous form directly.

5. CONCLUSIONS AND DISCUSSIONS

In this paper, we propose an algorithm for computing fea-
tures for a 2D or 3D mesh model. Explicit methods to
compute the volume, moments and Fourier transform from
a mesh representation directly are given. The algorithm is
very efficient, and has many potential applications.

The proposed algorithm still has some room for im-
provement. For example, it is till difficult to get the ex-

plicit form of a high order moment for a triangles and tet-
rahedrons. Also the Fourier transform may lose its compu-
tational efficiency if many coefficients are required simul-
taneously. More research isin progress to speed this up.
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