THE INCONSISTENT USE OF MEASURES OF CERTAINTY IN ARTIFICIAL
INTELLIGENCE RESFARCH"

Eric Horvitz and David Heckerman

Medical Computer Science Group, Knowledge Systems Laboratory
Departments of Medicine and Computer Science, Stanford, California 94305

There has been a great deal of interest among artificial intelligence researchers in
methodologies for using subjective measures of belief for reasoning aboul uncertain
events. We emphasize the fundamental difference between the use of measures of
absolute belief and measures of change in belief. We show that expert system
investigators have elicited measures of absolute belief and have used them as though
they were measures of change in belief. We argue that such use is counterintuitive
and formally inconsistent. In our discussion of the inconsistency, we introduce a
belief-updating paradigm used frequently in plausible reasoning, Finally, we attempt
to characterize the potential impact of the inconsistency.

1. INTRODUCTION

Most work in reasoning about uncertainty has centered on the manipulation of measures of
absolute belief. That is, most methods for managing uncertainty concern themselves with
questions of the following form: Given current evidence, how certain is some hypothesis?
However, there has also been investigation into the use of measures of change in belief. Here,
questions are of the form: Given a piece of evidence, how has the certainty of some
hypothesis changed? Expert knowledge about the uncertain relations among evidence and
hypotheses can be elicited and encoded as absolute beliefs or as changes in belief. The
distinction between reasoning with quantities representing changes in belief and reasoning with
guantities representing absolute belief is significant in the design and characterization of
methods for handling uncertainty in rteasoning systems. Unfortunately, the fundamentai
difference between the nature of measures of absolute belief and change in belief tends to be
overlooked in research on reasoning under uncertainty.

We shall focus on problems with the misuse of measures of change in beliel or belief updates.
We will first briefly review the historical background of inaitention to the difference between
absolute belief and belief updates, We will then introduce fundamental intuitive properties of
the two measures and formally show that it is important to distinguish one from the other.
Next, we will define and formalize the concept of modularity and describe a plausible
reasoning paradigm used for reasoning under uncertzinty in a number of expert systems, We
shall examine the use of the reasoning scheme in two represenlalive expert systems and argue
that expert system engineers have elicited measures of absolute belief from experts and have
used them as though they were modular belief updates. Finally, we explore the consequences of
this misuse.
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2. DISTINGUISHING BELIEF UPDATES FROM ABSOLUTE BELIEFS

Techniques for reasoning under uncertainty have become increasingly central as artificial
intelligence researchers have focused their attention on lasks of real world complexity such as
medicine, We believe that the fundamental difference between measures of absolute belief and
measures of belief update has not been adequately stressed in research on reasoning under
uncertainty in artificial intelligence. We suggest that inaltention to the difference has
contributed to the inconsistent use of one measure for another.

Inattention to the distinction between encoding knowledge aboul uncertainty as changes in
beliel as opposed to absolute belief has led (0 a widespread misuse of measures of belief,
especially among users of commercial products [1]. As we shall describe below, experl system
engineers often elicit measures of absolute beliefs and use them as if they were belief updates.
The artificial intelligence literature has lended to reinforce rather than correct the problem,
For example, presentations of measures of a belief update termed certainty factors [2], often
describe the quantities as absolute beliefs in discussions of experimenial and commercially-
available expert systems.

3. HISTORICAL BLURRING OF BELIEF AND BELIEF UPDATE

Inattention 1o the distinction between reasoning with absolute beliefs and reasoning with beliel
updates is not unique to the artificial intelligence community. Signs of the confusion have
arisen in a number of arenas. A striking example comes from the philosophy literature,
Philosophers of science have referred Lo research on problems with belief as the study of
confirmation [3]. Discussions of confirmation have tended to confuse the degree to which
beliel in a hypothesis is confirmed or refuted by evidence with the absolute belief in the
hypothesis.

Problems surrounding the relationship of measures of absolute belief to belief updates surfaced
in discussions about confirmation in the mid-twentieth century as researchers began (o
rediscover the subjective interpretation of probabilities and to seek general theories of belief in
hypotheses within the subjectivist framework. Whereas Bayes and Laplace proposed probability
as a personal measure of belief over two hundred years ago, the early twentieth century was
marked by the rise of the interpretation of probabilities as freguencies or averages of the
occurrence of events over numerous identical trials. Although the frequency interpretation of
probability is still quite popular, the early 1930's saw a “rediscovery” of probability as a
measure of personal belief [4]. Rediscoveries of the subjeciive interpretation and critical
reactions to the argumenis of the frequentists bolstered the popularity of the subjective
interpretation. Among others, Ramsey, Savage, DiFenetti and Carnap led this rediscovery [5].

Confusion about the difference between absofute belief and belief updale seems to have been
amplified by problems with terminology as philosophers grappled for language to describe
subjective belief, frequencies and changes in belief. For example, Carnap originally used the
phrase, degree of confirmation in his classic work, Logical Foundations of Probability [6],
primarily to emphasize the difference between the subjective interpretation of probabilities
from the classical frequency interpretation. Unfortunately, Carnap and others began (o use
degree of confirmation to represeni two very different concepts. Whereas he used degree of
confirmation to denote what is now commonly called subjective probability, he also used the
phrase 1o refer to changes in belief. Much confusion had already proliferated by the time
Carnap acknowledged his wavering use of terminology in the second of edition of his book
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Some philosophers noticed the inattention to the difference between absolute beliel and belief
update early on. For example, philosopher of science Karl Popper was provoked by problems
with this distinction and worked to refute "..all those theories of induction which identify the
degree to which a statement is supported or confirmed or corroborated by empirical tests with
its degree of probability” [8].

In his altempt to stress the clear difference between a change in beliel and absolute belief,
Popper presented clear examples distinguishing the (wo notions. For example, he argued that
even though a piece of evidence may confirm one hypothesis and disconfirm another, the
resulting degree of belief in the confirmed hypothesis may still be less than the degree of
belief in the disconfirmed hypothesis. [8] That is, there can exist hypotheses H, and H,, new
evidence E and prior information e such that:

p(H,|Ee) > p(H,le) and p(Hy|Ee) < p(H,e)
but
P(H,|Ee) < P(H,|Ee}.

The resulting belief in the disconfirmed hypothesis can still overwhelm the beliel in the
confirmed hypothesis because of dominating priot information. Popper identified several cases
where there were problems with the distinction, including Carnap’s inconsistent use of the word
confirmation [8]. Popper went on to introduce corroboration, his term for a weli-defined
measure of change in belief.

Confusion between measures of absolute beliel and beliel update can be found at the root of
many of the historical paradoxes of confirmation [9]. Some of these paradoxes led many to
the conclusion that probability could nol capture the essential aspects of confirmation. For
example, Carnap, Barker [10], Harre [11] and others, in viewing confirmation as analogous 10
absolute probabilities dwelled on what seemed to be puzzling aspects of the relation of
confirmation of a hypothesis to the confirmation of the negation of the hypothesis. In
particular, it was noted that it is counterintuitive that the confirmation of a hypothesis should
be equal 1o one minus the confirmation of the negation of the hypothesis [12].

Popper and others have pointed out that the theory of probability allows for measures of beliel
update and should therefore not be abandoned. In support of this view, Good [13] showed
that several probabilistic guantities satisfied a slightly modified version of Popper's axioms for
measures of change in belief. We shall return to this work below.

Debate and confusion in the mid-twentieth century based in lerminological and conceptual
difficulties aboul beliel and belief updates may have been contributing Tactors to more recent
inconsistencies surrounding the use of beliel updates. The historical problems also suggest a
tendency to blur the fundamental difference between absolute beliel and belief update.

4. INTUITIVE PROPERTIES OF MEASURES OF BELIEF

We could develop a discussion of the inconsistency in plausible reasoning methodologies
without resorting lo formal arguments. However, we can make more powerful claims by
formalizing what we mean by measures of absolute beliel and belief update. In this section,
we will outline a set of simple properties that define the concept of an absolute belief. We
will then discuss the consequences of this definition. In the following section, we will
similarly examine the concept of a belief update.

The first property of a measure of absolute belief pertains to the hypothesis or proposition (o
which a degree of belief can be assigned. The nature of a proposition has at times been the
source of debate about alternate formalisms for plauvsible reasoning. We believe that a desired



property of a proposition to which one may assign a degree of belief is that it be defined
precisely enough so that its ultimate truth value is indisputable. Furthermore, it seems
reasonable that a degree of belief can be assigned to any proposition which is precisely
defined.

Now we examine the factors upon which a degree of belief should depend. Clearly, an
individval's degree of belief in some proposition or hypothesis H should depend on the
particular hypothesis itself, In additlion, the degree of belief in some hypothesis should depend
upon the current stale of information of the individual possessing the belief. Therefore, we
will use the term Hle to represent the degree of absolute belief for hypothesis H by an
individual with information e.

We also wish measures of degree of belief in the truth of a hypothesis to be able to vary
continuousty between values of certain truth and certain falsehood. We assume that a single
real number is sefficient to represent a degree of belief and assume thal larger numbers
represent larger beliefs.

Now consider two hypotheses, H, and H, which are logically equivalent. That is, it is possible
to show that H, logically implies H, and vice-versa. [In this case, we require that H,le = Hsle
for any prior information . In other words, if two hypotheses have the same truth value, an
individual should believe each of them with equal conviction. For example, if XY denotes the
proposition "X and Y,” XYle should equal YXle.

The next desired property is that the beliel in the proposition XY should be related to the
belief in X alone as well as 1o the belief in Y given that X is true. Formally, measures of
absolute belief should have the property that there exists some function F such that

XYle = F(X|e, Y|Xe).

This intuitive property is related to what is often termed hypothetical reasoning. Individuals
commonly assign beliel to events conditioned on the truth of another. It seems clear that in
such cases, the belief in the event of interest should depend on one's degree of belief in the
event given the truth of some conditioning event as well as the degree of beliel in the
conditioning event itself, A technical requirement is that F be continuous and monotonic
increasing in both arguments when the other is held constant.!

Finally, we wish that one's belief in the negation of a hypothesis H, denoted ~H, should be
determined by one's beliel in the hypothesis itself. Formally, there should be a function G
such that

~H|e = G(H|e).

Another technical point is that 6 should be continuous and monotonic decreasing.

The above properties have a striking logical relationship 1o probability theory. First, it is
straightforward 10 show that any monotonic transformation of probability satisfies the above
properties. That is, any monotonic transformation of p(lle) qualifies as a measure of absolute
belief. Maoreover, it can be shown that the above properties are only satisfied by p(Hle) or
some monotonic transformation of this quantity. 1t can be shown that the above properties are
enough (o prove that there exists some monotonic function B such that

0 < B(Hle) < 1 (1)
B(TRUE[e) = 1 (2)
B{H|e) + B(-H|e) = 1 {sum rule) (3)

B(XY|e) = B(X]e) - B(Y[Xe) (produvct rule) (4).



These relations are just the axioms of probability theory as commonly stated. Given the
simple properties stated above, only probabilities or monotonic transformations of probabilities
can serve as measures of absolute belief,

These results were proved by a physicist named Cox in 1946 [14]. It is interesting to note
that Cox's proof was the first to formally show that measures of belief satisfying the simple
properties listed above must satisfy the axioms of probability. In particular, Cox was the first
to “prove" Bayes' theorem in the subjective framework. Several investigators [15, 16] similarly
interested in fundamental aspects of measures of belief have since enumerated variants of the
Cox work. They have all elegantly proved that the axioms of probability theory follow from
the small set of intuitive properties for measures of absolute belief presented above.

The significance of this work is apparently not yet appreciated by many in the artificial
intelligence community. We recommend the full proof by Cox to the reader. We use his
argument to justify framing our discussion of the relationship of absolute belief to belief
updates in terms of probability theory.

5. PROPERTIES OF BELIEF UPDATES

We shall now formally define what we mean by a measure of change in belief. As in the
previous section, we will assert a set of properties that should be satisfied by a belief update,
and show that certain forms of belief update follow,

First, let us examine the factors that will influence a belief update. Clearly, a belief update
depends on the hypothesis being updated and the evidence responsible for the new update. As
in the case of absolute beliefs, an update may also depend on an individual's current state of
information. Therefore, we will use the term U(H,E.e) to denote a belief update for a
hypothesis H given evidence E and prior information e. We will assume that H, E, and e are
precisely defined as in the case of absolute beliefs.

There are several other properties of belief updates which closely resemble the properties of
absolute beliefs. One is that a belief update U(H,E,e) can be represented by a single real
number. Another is that if H, is logically equivalent to H, and if E, is logically equivaient to
E, it follows that the two updates U(H,,E,.¢) and U(H,,E,.e) should be equal.

Another property of belief updates explicitly relates a belief update to measures of absolute
belief., Consider a hypothesis H and an item of evidence E for the hypothesis. The belief
update U(H,E,e) along with the prior belief in H, Hle, should be sufficient to determine the
posterior belief in H, H|Ee. Formally, we say that there is some f unction? £ such that

HjEe = P{U(H.E,e). Hje).

In the context of the above discussion on the necessity of probability as a measure of belief
we can write

p(H|Ee) = T(U(H,E.e), p(H|e)). (6)

We will call equation (5) the fundamental property of belief update. This definition of a
belief update should be contrasted with the more general notion of belief updating. The
concept of belief updating refers to the fact that, in general, one's beliefs change as new
information is received. The more specific notion underlying the definition above is that the
effect of information upon one's beliefs can be captured by single real number updates.

There are two additional properties of belief updates which are related to the combination of
evidence. We will discuss these properties below after we introduce the notion of modularity.

As in the case of absolute beliefs, it can be shown that the above set of weak properties, in
conjunction with properties associated with the combination of evidence that we shall present
below, imply that a belief update must have a very special form. In particular, it can be



shown that any quantity which satisfies these properties must necessarily be some monolonic
transformation of the likelihood ratio, p(EfHe)/p(El~He), denoted »(H,E,e). A proof of this
assertion, with minor differences in notation, can be found in the appendix of the paper in
this publication discussing probabilistic interpretations for MYCIN's certainty factors [17].
This is not the first proof of the necessity of the likelihood ratio, x(H,E,e) as a measure of
beliel update. Good showed, over twenty-five years ago, that x(H,E,e) is the only quanlity
which satisfies Popper's desiderata for degree of change in belief [13]. Popper's desiderata are
similar to the properties discussed above. We will not repeat proofs that a likelihood ratio
AMH,E.e) is the only measure of change in belief which satisfies the properties discussed above,
However, in the next section we will show that M(H,Ee) satisfies the fundamental property of
a beliel update (5).

6. A PROBABILISTIC BELIEF UPDATE

The relationship between the likelihood ratio A(H,E.e) and absolute beliefs can be easily
derived, First, consider Bayes' theorem for hypothesis H, evidence E, and prior evidence e:

p(EfHe)p(H|e)
p(H[Ee) = --==-====--== : (6)
p(Ele)

If we divide the above equation by the corresponding formula for the negation of the
hypothesis, ~H, we get

p(HIEe) _ Pp(E[He) pHle) 7
p(~H|Ee)  p(El-He) p(~H|e)

In viewing the above equation from left to right, the first and last ratios are the posterior and
prior odds respectively, written O(H|E ) and O(Hle). We see that the second ratio s the
likeélihood ratio M(H,E,e). Therefore, we can rewrile (7) as

O(H|Ee) = N(H.E.e) O(H|e). (8)

This is called the odds-likelihood Torm of Bayes' theorem.

We see from equation (8) that the likelihood ratio M11,E,e) relates the prior odds of H to Lhe
posterior odds. As the odds of an event is a monotonic transformation of the probability of
an evenl, we see that the likelihood ratio \ satisfies equation (5). the fundamental property of
updates. That is, the posterior belief in H is determined by \ and the prior belief.

7. INCONSISTENCY OF EQUATING ABSOLUTE BELIEFS WITH BELIEF UPDATES

Now that we have defined both absolute beliefs and beliel updates and have examined the
consequences of these definitions, we can discuss the general problem with blurring the
distinction between absolute beliefs and belief updates. The odds-likelthood form of Bayes'
theorem is helpful in analyzing the confusion. Again, consider equation (8):

O(H|Ee) = N(H.E.e) O(H]e).

From this relalion, we see that O(li|Le), a measure of absolute belief, can be viewed as
containing two components: a prior beliel and an update. Thus, if an absolute beljefl is
mistakenly used instead of a helief update, the prior belief in hypothesis H is being implicitly
ignored. The only time a beliel update could be legitimately equated with an absolute belief is



when the prior odds of the hypothesis in question happens to be 1. It is clear from (8) that it
is possible to ideatify an absolute beliel with a measure of update only in this particular
situation.

8. EVIDENCE COMBINATION AND MODULARITY

Expert syslem plausible reasoning methodologies calculate measures of absolute beliel in
hypotheses by combining the impact of several pieces of evidence. 1n this seclion, we will
consider the combination of the effects of multiple pieces of evidence. We will first discuss
properties of updates in general with respect to combination. Our discussion of the
combination will include an iniroduction of the notion of modularity, a property often
assumed in the construction of plausible reasoning systems. Afierwards, we will focus on the
liketihood ratio A and show that it satisfies these properties.

Consider a single hypothesis H and a set {; containing dislinct pieces of evidence relevant 10
belief in hypothesis 4. A belief update is associated with each item of evidence in Lhis set. As
an example, consider two pieces of evidence, E; and E, relevant o beliel in hypothesis
H. Furthermore, suppose that some subsel e of {, has already been used to update H.> That is,
e represents prior evidence, Il we [irst update with E|, the update will take place given prior
information e. If we then update with E,, the update will take place given prior information
e and E,. Therefore, if we wish (o combine updates, we musl asserl that there is some
function g such that

U(H.E,E,.e) = g[U(H,E,.e), U(H.E;.Eqe)] (9)

The only requirements on g is that it be continuous and that it be monolonic increasing in
each argument when the other is held constant?

Brief consideration of the above updaling combination scheme uncovers a fundamental
methodological problem with its use in general plausible reasoning: for complex applications,
an intractable number of updates may have to be acquired and manipulated by an expert
system as il is possible that a beliel update associated with a hypothesis and a piece of
evidence will be dependent on background evidence. That is

U(H.E.ey) 5 U(H.E.e;).
However, this intraclability is removed if we assume that
U(H.E.e) = U(H,E.#) (10)

for all subsets e of ¢,,. Note that, with this assumption, it is possible to write U as a function
of only two arguments: U(H,E). We will say that updates with this property are modular; their
value does not depend on prior evidence.

In reducing the complexity of inference and knowledge aquisition in expert system engineering,
researchers have often implicitly assumed the modularity property; that is, a/l updates are
considered modular.® The modularity property has often been assumed in the construction of
expert systems which use plausible reasoning to avoid the consideration of possible complex
interactions among evidence. In particular, the modularity assumption allows the addition and
deletion of knowledge wilhoul detailed consideration of its impact on remaining portions of
the knowledge base. Asserting the modularity property eases the task of knowledge acquisition
and explanation, facilitates the construction and maintenance of knowledge bases and allows
the use of relatively simple functions for belief updating,



The desirability of these features makes it quite tempting for a knowledge engineer to make
use of the modularity assumption even when dependencies among events make its use
inappropriate. Expert system builders have justified their assertions of modularity by suggesting
that human experts may structure knowledge and manage complexity in particular domains by
relying on or imposing modularity between events. Such simplification may indeed be
supported by research in cognitive psychology, where severe limitations in the ability of
humans to consider many elements and relations [18] in the short-term has been demonstrated,
However, we fear that the need for managing complexity may apply more to the knowledge
engineer grappling with an unfamiliar domain in the short-term than to the expert who has
had long-term immersion within a discipline.

Let us explore modularity further in the context of the likelihood ratio M(H,Ee). It is
straightforward to show that M(H,E.e) satisfies the combination property of updates, (9).
Consider Bayes' theorem for two pieces of evidence;

P(HIEEze) P(E,E;|He) p(H|e) P(Ez|HEse) p(E,|He} p(H|e)
P(~-HIE\E;8)  P(EsE;|~He) p(-H]e)  p(E,|~HE,e) p(E,|~Ha) p(~H|e)

From the definition of x(H.E.,e), it follows that
M(H.E,E;.0) = M(H,E,.E;e) M(H,E,,0). (12)

Therefore, M(H,E,¢) satisfies the combination property where combination is achieved by simple
multiplication.

Now suppose
P(E[He) = p(E|H) and p(E[~He) = p(E|~H) (13)

where e is any subset of &, and where E ¢ e. That is, the belief that evidence E will is occur
is not influenced by the presence of other evidence if either H or ~H is known to be true.
When (13) holds, it is said that the items of evidence in the set £y are conditionally
independent. With this assumption, it immediately follows from the definition of \(H.E.e)
that

A(H,E,e) = x(H,E.B). (14)

That is, when (13) holds, the likelihood ratio A(H,E,e) satisfies the modularity property.

The relationship between global modularity and conditional independence is quite intuitive.
Suppose that there are conditionally dependent items of evidence for H. If the modularity
property were io be satisfied, then these complex dependencies could be calculated with a
simple function. It is unreasonable to expect such “something for nothing” behavior.
Considering the contrapositive, it is reasonable to assert that the modularity property, (10),
implies conditional independence of the form (13).

Earlier, we mentioned that the properties of belief updates discussed in section 5 and two
additional assumptions concerning the combination of evidence imply that any belief update
must be some monotonic transformation of ). These additional assumptions are the
combination property, (9) and the requirement that medularity imply conditional independence.



9. THE MODULAR UPDATING PARADIGM

When the modularity property holds, we saw that il is possible 1o define updates of only two
arguments. In addition, when modularity holds, updates of two arguments can be combined in
a simple manner. To see this, again consider the likelihood ratio x. 1t follows from (14) and
(12) that

MHVE L LEL) = 11y A(HLEy). {15)

That is, the update corresponding to the combined evidence is just the producr of the
individual updates,

As all measures of belief update must be some monotonic transformation of A, it follows thal
any combination scheme for meodular belief updates mwust either be identical 1o (13) or
isomorphic 1o this combination rule. We shall refer to this methodology for beliel the
combination of evidence as the modular updating paradigm.  This paradigm has seen
widespread use in expert systems. In the remainder of the paper, we will Tocus on this
updating paradigm.

One interesting isomorphic mapping of (15) is known as the "weight of evidence” scheme.
Taking the logarithm of (15), we gel

Tog[M{H,Ey...E )] = Xy log[s{H.E{)]. {16)

That s, the update corresponding to the combined evidence is just the sum of individual
updates. Peirce identified this combination scheme in 1878. He referred to these modular
updates as "weights of evidence” because they are added just as weights on a scale [19]. Peirce
argued that log[+] is a nawral quantity for acquiring and making inferences wilth uncertainty,
Several other researchers independently discovered this simple but powerful measure of change
in belief. They include Turing [5], Good [20, 13], and Minsky and Selfridge [21].

10. INCONSISTENT USE OF THE MODULAR UPDATING PARADIGM

We now describe a pattern of misuse of the modular updating methodology and examine
consequences of Lhis misuse. Namely, it has been common in expert system engineering 1o
elicit measure of absolute belief and combine them using the modular updating paradigm
described above. The result is then inierpreted as an absolute beliel in the hypothesis given
the combined evidence.®

Let us examine, in general, the consequence of this inconsistent use of beliel measures.
Suppose items of evidence E, .. E have an impact on hypothesis H and the absolute beliefs
log[ O(HIE;)] or some monotonic transformation of these quantities are elicited from an expert
If we combine these guantities as though they were the updates log[A(H.E;}] as in equation (16)
and then interpret the combined resuft as an absolute quantity, we get

1og[O(H|E,...E,)] = ¥, Vog[O(H|E,)].
Using the fact that

Tog[O(H|E)] = Tog[O(H)] + Tog[M(H.E)]
we get

10g[O(H|E,...E)] = >, Tog[O(H)T + ¥ log[+(H.E,)]

= n-log[O(H)] + Y, Tog[{H.E,)]. (17)



However, the expansion of log[O(HIE,..E )] consistent wilh Bayes' theorem, assuming
modularity, is

Tog[O(H|E;...E)] = Tog[O(H)] + ¥y Tog[x(H.E()]. (18)

Comparing (17) and (18), it is easy 1o see thai the inconsistent use of measures of belief has
the consequence that the prior belief in H is overcounted n-1 times in the Tinal beliel of
H. The posterior probability of a hypotheses will diverge from its correct value as updating
proceeds. The posterior belief assigned 1o a hypothesis with a large prior beliel will be
amplified while the posterior beliel assigned to a hypothesis with a small prior will be
attenuated.

11. MODULAR BELIEF UPDATING IN MYCIN

We now turn our attention to two particular modular updating schemes that have used
measures of beliel' inconsistently as described above. We shall first examine this problem in
the MYCIN expert system for diagnosis of bacteremia and then look at the INTERNIST-1
expert system for diagnosis within internal medicine.

MYCIN, EMYCIN, and its descendants have reasoned with measures of changes in beliel called
certainty factors (CF's). MYCIN's knowledge s represented as rules in the form of
"IF E THEN H™ where H is a hypothesis and E is evidence having relevance to the hypothesis.
A certainty Tactor is associated with each MYCIN rule. CF's were designed as measures of
change in beliel aboul a hypothesis given some evidence [22]. The guantities range between
-1 and 1; positive numbers correspond 10 an increase in belief in a hypothesis while negative
quantities correspond to a decrease in belief when a piece of evidence becomes available.

When more than one piece of evidence bears on a hypothesis, the MYCIN certainty factor
mode! prescribes a method for combining updates., For two ilems of evidence with certainty
factors x and vy, the combined certainty lactor, z, is given by the function

X +y - xy xy 20

27#:d cemmecmecteceees x.y of opposite sign (19)
1 - min(|x].ly|)

X+ y + xy x,y <0

With a little algebra, [17] it can be shown that the above combination function is isomorphic
to the combination scheme for M(H,E) (15). In particular, the mapping

(AM(H.E)-1) / M(H.E) N

CF(H.E) = (20)

MH.E)-1 N <1

in conjunction with (15) generates the combination function (19).

While certainty factors were inlended to represent measures of beliel update, they were elicited
from experts as absolute beliefs. In particular certainty Taciors were elicited from experts with
the phrase "On a scale of 1 to 10, how much certainty do you affix to this conclusion?” [2]
Therefore, the updating scheme used by MYCIN is equivalent to the inconsistent scheme
presented in the previous section. In particular, the wpdating procedure in MYCIN s
overcounting priors.



We should note that the creators of the certainty factor model provided a justification for the
elicitation of certainty factors as absolute beliefs. This justification was based on their
definition of the certainty factor quantity:

P(HIE) - p(H)

------------- P(HIE) > p(H)
1 - p(H)
CF(H.E) = (21)
PCHIE) - p(H) p(H) > PCHIE)
p(H)

This definition was developed in part to stress that certainty factors were belief updates. The
creators of certainty factors noted that when p(H) approaches 0 and when p(H{E) is not too
close to 0, CF(H,E) is approximately equal to p(HIE) given the above definition.

In light of previous discussions, the above justification must be flawed. The flaw is based on
the inadequacy of the original CF definition for representing a valid measure of belief update.
The creators of certainty factors assumed that the definition of certainty factors (21) is
consistent with the combination function (19). Several arguments can be used to show the
inconsistency. For example, the definition prescribes non-commutative combination of
evidence although the combination function is commutative. More fundamentally, it can be
shown that the definition (21) is not equal to any monotonic transformation of the likelihood
ratio .

The MYCIN system designers were not especially concerned with the theoretical soundness of
their methodology for plausible reasoning. The group stressed the pragmatics of designing a
system that performed well within the targeted domain. Unfortunately, versions of the original
certainty factor model for reasoning under uncertainty have been used in a wide variety of
domains in which their performance has not been validated.

12. MODULAR BELIEF UPDATING IN INTERNIST-1

INTERNIST-1 is the result of a major research project to build an expert system for internal
medicine diagnosis [23]). The system uses an ad hoc methodology for reasoning under
uncertainty. As the measures of belief and plausible reasoning methodology used in
INTERNIST-1 have been defined less-formally than the MYCIN certainty factor model, it is
more difficult to make strong claims about inconsistencies within the system. WNonetheless, it
seems that the method for managing uncertainty in INTERNIST-1 is associated with
difficulties similar to MYCIN's, In particular, the creators of INTERNIST-1 elicited measures
of absolute belief but combined them using the modular updating paradigm.

The absolute measure of belief to which we refer is termed an evoking strength by the
INTERNIST-1 researchers. The evoking strength ES(H,E) was informally defined to be the
answer to the question: Given a patient with manifestation E, how strongly should I consider
diagnosis H to be its explanation? [23] Evoking strengths can take on one of 6 values. The
meaning of each value is given in table 1 below. These informal definitions suggest that
ES(H,E) is a measure of absolute belief. Indeed, evoking strengths have been described as
being "somewhat analogous to a posterior probability.” [24]

However, evoking strengths for a disease hypothesis are combined using the modular updating
paradigm. In particular, evoking strengths for a particular hypothesis are combined through
addition. The resulting combined evoking strength determines, in part, the "score” for a
disease. The score is interpreted as a measure of absolute belief that the disease is present.



Evoking strength:

0: Nonspecific; manifestation occurs too commonly to be used to construct a differential
diagnosis.

1: The diagnosis is a rare or unusual cause of the listed manifestation,
2; The diagnosis causes a substantial minority of instances of the listed manifestation,

3. The diagnosis is the most common but not the overwhelming cause of the listed
manifestation,

4: The diagnosis is the overwhelming cause of the listed manifestation.

5: The listed manifestation is pathognomonic for (implicates) the disease.

Table 1: Definitions of INTERNIST-1 Evoking Strengths

It appears that the INTERNIST-1 seasoning methodology follows the general inconsistent
scheme described above. That is, measures of absolute belief are combined as modular belief
updates. It follows that there will be an overcounting of prior belief,

13. CONSEQUENCES OF THE INCONSISTENCY

We have identified a fundamental inconsistency in the use of absolute measures as updates in
two expert systems. We realize that the methodologies for managing uncertainty in MYCIN
and INTERNIST-1 were created as heuristic plausible reasoning strategies in response to
perceived problems of complexity with using probability theory. As such, properties of the
strategies may make them acceptable or useful for reasoning within their intended domains
even with the identified inconsistencies.

Nevertheless, as the presence of inconsistencies in complex formal systems can make system
behavior unpredictable, the identification of an inconsistency should stimulate vigorous
attempts to make a system consistent. At times, clear approaches for removing inconsistencies
in a reasoning system can be determined. If, for some reason it is difficult or undesirable to
remove an identified inconsistency, a characterization of the possible impact of the
inconsistency on system performance is indicated. In the case where an inconsistency has been
identified in a system that performs well, it would be useful to develop an understanding as to
the reasons that the particular inconsistency is so innocuous.

In the context of the inconsistent use of measures of belief, it is clear that removing the
inconsistency based on the use of absolute beliefs as belief updates entails the elicitation of
appropriate measures of change in belief from experts. The consequences of the use of
measures of change of belief in lieu of belief updates in INTERNIST-1 and MYCIN can
depend, among other things, on the sensitivity of the system to the methodology for reasoning
under uncertainty and on the specifics surrounding the ultimate use of the measures of
ceriainty. Indeed MYCIN and INTERNIST-1 perform impressively despite the identified
inconsistency, indicating that the systems are insensitive to the nuances of the methodologies
for plausible reasoning. In fact, a formal study demonstrated that MYCIN was quite
insensitive to the precision of the numbers used for certainty factors [12].



Unfortunately, such serendipitous insensitivity may not always be the case. The sensitivity of a
system's performance 1o inconsistency, assumptions of modularity, or to the use of inaccurate
measures of belief will depend to a great extent on the application area. In some cases, the
inconsistency regarding the use of absolute belief in systems structured to manipulate belief
updates might be as inappropriate as the use of the position of a projectile as an
approximation for its velocity in physics kinematics equations. Validation studies showing that
MYCIN works well or is insensitive to the precision of measures of belief update does not
demonstrate that similar systems, reasoning in other domains, will operate well or be similarly
insensitive to problems in the use of measures of belief,

14. RELEVANCE OF BIASES IN THE ELICITATION OF BELIEF

Before concluding, we believe it is important to discuss an aspect of the belief elicitation
process that may have relevance to the inconsistency resulting when researchers elicit measures
of absolute belief and combine them in an updating scheme as if they were belief updates.
We believe that a phenomenon detected by psychologists studying biases in human judgment
may be significant in the the impact of that the misuse of belief measures may have in expert
systems.

Psychologists studying possible heuristics and biases in human judgment have found that
human decision makers tend to disregard prior information when assessing absolute beliefs
given new evidence [25]. That is, human decision makers often overlook the absolute prior
belief and make judgments based only on updates. The psychologists propose that the
phenomenon is founded in the human use of particular heuristics for generating probabilities.

In light of this research, it is possible that experts may actually report belief updates when
asked by expert system engineers to assess an absolute belief. If this were the case, the
incorrect assessment would tend to cancel the effects of the inconsistent use of the measures of
belief. Needless to say, even if the effect of the inconsistency might be diminished by the
human bias, it seems expert system engineers should not rely on a potentially unpredictable
phenomenon. ’

In addition to its relevance in the belief elicitation process, the bias discovered by cognitive
psychologists may have more fundamental significance to the inconsistent use of measures of
belief. It is possible that the phenomenon may have actually played a role in the historical
and current inattention to the difference between measures of absolute belief and belief update.

15. SUMMARY

We have cited a current and historical failure to distinguish belief updates from absolute
belief. In our discussion, we focused on formal properties of absolute belief and belief update.
We introduced the notion of modularity and the commonly used modular belief updating
paradigm and described an inconsistent use of measures of belief. In particular, we have
argued that two representative expert systems have used measures of absolute belief in an
updating scheme that requires measures of belief update. We finally attempted to characterize
the nature of this inconsistency and reviewed problems with the elicitation of modular belief
updates.

We believe that it is important that measures of belief or belief update are combined in a way
consistent with their elicitation from experts lest serious flaws in reasoning may result. We
believe that future systems would benefit from explicit consideration of the properties and
requirements associated with the use of subjective measures of belief in plausible reasoning.
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NOTES

1Actually, we don't want to require that F is monotonic increasing everywhere. In particular,
when either argument takes on an extreme value, we only require that F be non-decreasing in
the other argument. For example, if X is believed to be false with certainty, then XY should
also believed to be false independent of the belief in Y given that X is true,

2The only requirements on the function f is that it be continuous and that it be monotonic
increasing in each argument when the other is held constant. The function need only be
monotonic non-decreasing when either argument takes on an extreme value.

3For simplicity, we will assume that prior information is included in 378

4As in previous cases, the function need only be monotonic non-decreasing when either
argument takes on an extreme value,

5This property of modularity can be viewed as the plausible reasoning analog of a related
notion of modularity in logical deduction systems, The term modularity in such systems refess
to the property of being able to add or delete rules without the need to consider interactions
among rules.

SIn addition to the problem with the use of absolute beliefs as belief updates, such updating
schemes often have another inconsistency. It is common in such systems for the same item of
evidence to be used to update the belief assigned to several hypotheses, It is easy to show that
the assumption of modularity is inconsistent with the updating of more than one hypothesis
with the same item of evidence. This inconsistency can have a major impact on the calculation
of final belief. We shall not dwell on this additional inconsistency as it is our intent to focus

in this paper solely on problems based in the use of measures of absolute belief in
methodologies structured to reason with belief updates,
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