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1 Introduction: What’s an input device anyway? 

Input devices sense physical properties of people, places, or things. Yet any 

treatment of input devices without regard to the corresponding visual feedback is 

like trying to use a pen without paper. Small-screen devices with integrated 

sensors underscore the indivisibility of input and output. This chapter treats input 

technologies at the level of interaction techniques, which provide a way for users 

to accomplish tasks by combining input with appropriate feedback. An interaction 

designer must consider the physical sensor, the feedback presented to the user, the 

ergonomic and industrial design of the device, and the interplay between all of the 

interaction techniques supported by a system.  

 

This chapter enumerates properties of input devices and provides examples of 

how these properties apply to common pointing devices as well as mobile devices 

with touch or pen input. We will discuss how to use input signals in applications, 

and cover models and theories that help to evaluate interaction techniques and 

reason about design options. We will also discuss discrete symbolic entry, 

including mobile and keyboard-based text entry. The chapter concludes with 

some thoughts about future trends. 
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2 Understanding Input Technologies 

A designer who understands input technologies and the task requirements of users 

has a better chance of designing interaction techniques that match a user’s natural 

workflow. Making an optimal choice for tasks in isolation leads to a poor design, 

so the designer must weigh competing design requirements as well as transitions 

between tasks.  

 

2.1 Input Device Properties 

The variety of pointing devices is bewildering, but a few important properties 

characterize most input sensors. These properties help a designer understand a 

device and anticipate potential problems. We will first consider these device 

properties in general, and then show how they apply to some common input 

devices. 

 

Property Sensed: Most devices sense linear position, motion, or force; rotary 

devices sense angle, change in angle, and torque (Buxton, 1995c; Card, 

Mackinlay & Robertson, 1991). For example, tablets sense position of a pen, mice 

sense motion (change in position), and isometric joysticks sense force. The 

property sensed determines the mapping from input to output, or transfer 

function, that is most appropriate for the device (see Section 5). Position sensing 
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devices are absolute input devices, whereas motion sensing devices are relative 

input devices. A relative device, such as the mouse, requires visual feedback in 

the form of a cursor to indicate a screen location. With absolute devices, the 

nulling problem (Buxton, 1983) arises if the position of a physical intermediary, 

such as a slider on a mixing console, is not in agreement with a value set in 

software. This problem cannot occur with relative devices, but users may waste 

time clutching: the user must occasionally lift a mouse to reposition it. 

 

Number of Dimensions: Devices sense one or more input dimensions. For 

example, a mouse senses two linear dimensions of motion, a knob senses one 

angular dimension, and a six degree-of-freedom magnetic tracker measures three 

position dimensions and three orientation dimensions. A pair of knobs or a mouse 

with a scroll wheel sense separate input dimensions and thus form a “1D+1D” 

device, or a “2D+1D” multi-channel device, respectively (Zhai, Smith & Selker, 

1997). Multi-degree-of-freedom devices (3D input devices) sense three or more 

simultaneous dimensions of spatial position or orientation (Bowman, Kruijff, 

LaViola & Poupyrev, 2004; Hinckley, Pausch, Goble & Kassell, 1994; Hinckley, 

Sinclair, Hanson, Szeliski & Conway, 1999; Zhai, 1998).  

 



 - 6 - 

 

 

Indirect vs. Direct: A mouse is an indirect input device because the user must 

move the mouse to indicate a point on the screen, whereas a direct input device 

has a unified input and display surface. Direct devices such as touchscreens, or 

display tablets operated with a pen, are not necessarily easier to use than indirect 

devices. Direct devices lack buttons for state transitions. Occlusion is also a major 

design challenge. The finger or pen occludes the area a user is pointing at, so a 

user may not realize that they have activated a control; occlusion by the hand and 

arm also may cause the user to overlook pop-up menus, dialogs, or status 

indicators. 

 

Device acquisition time: The average time to move one’s hand to a device is 

known as acquisition time. Homing time is the time to return from a device to a 

“home” position (e.g. return from mouse to keyboard). For common desktop 

workflows that involve switching between text entry and pointing, the 

effectiveness of a device for pointing tends to dominate acquisition and homing 

time costs (Douglas & Mithal, 1994). Thus, integration of a pointing device with 

the keyboard may not improve overall performance, but evaluations still must 

assess any influence of acquisition times (Dillon, Eday & Tombaugh, 1990; 

Hinckley, Guimbretiere, Baudisch, Sarin, Agrawala & Cutrell, 2006). 
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Gain: Also known as control-to-display (C:D) gain or C:D ratio, gain is defined 

as the distance moved by an input device divided by the distance moved on the 

display. Gain confounds what should be two measurements, device size and 

display size, with one arbitrary metric (Accot & Zhai, 2001; MacKenzie, 1995), 

and is therefore suspect as a factor for experimental study. In experiments, gain 

typically has little or no effect on the time to perform pointing movements, but 

variable gain functions may provide some benefit by reducing the required 

footprint (physical movement space) of a device (Hinckley, Cutrell, Bathiche & 

Muss, 2002; Jellinek & Card, 1990). See also Section 5.  

 

Other metrics: System designers must weigh other performance metrics, including 

pointing speed and accuracy, error rates, learning time, footprint, user preference, 

comfort, and cost (Card, Mackinlay & Robertson, 1990). Other important 

engineering parameters include sampling rate, resolution, accuracy, and linearity 

(MacKenzie, 1995).  

 

2.2 A Brief Tour of Pointing Devices 

Most operating systems treat all input devices as virtual devices, which tempts 

one to believe that pointing devices are interchangeable. However, the details of 

what the input device senses, how it is held, the presence or absence of buttons, 
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and many other properties can significantly impact the interaction techniques, and 

hence the end-user tasks, that a device can support effectively. The following tour 

discusses properties to keep in mind for several common pointing devices.  

 

Mice: Douglas Englebart and colleagues (English, Englebart & Berman, 1967) 

invented the mouse in 1967 at the Stanford Research Institute. Forty years later, 

the mouse persists because its properties provide a good match between human 

performance and the demands of graphical interfaces (Balakrishnan, Baudel, 

Kurtenbach & Fitzmaurice, 1997). For typical pointing tasks on a desktop 

computer, one can point with the mouse about as well as with the hand itself 

(Card, English & Burr, 1978). Because the mouse stays put when the user releases 

it (unlike a stylus, for example), it is quick for users to reacquire and allows 

designers to integrate multiple buttons or other controls on its surface. Users exert 

force on mouse buttons in a direction orthogonal to the mouse’s plane of motion, 

thus minimizing inadvertent motion. Finally, with mice, all of the muscle groups 

of the hand, wrist, arm, and shoulder contribute to pointing, allowing high 

performance for both rapid, coarse movements as well as slow, precise 

movements (Guiard, 1987; Zhai, Milgram & Buxton, 1996). These advantages 

suggest the mouse is hard to beat; it will remain the pointing device of choice for 

desktop graphical interfaces. 



 - 9 - 

 

 

 

Trackballs: A trackball senses the relative motion of a partially exposed ball in 

two degrees of freedom. Trackballs have a small working space (footprint), and 

afford use on an angled surface. Trackballs may require frequent clutching 

movements because users must lift and reposition their hand after rolling the ball 

a short distance. The buttons are located to the side of the ball, which can make 

them awkward to hold while rolling the ball (MacKenzie, Sellen & Buxton, 

1991). Trackballs engage different muscle groups than a mouse, offering an 

alternative for users who experience discomfort. 

 

Isometric Joysticks: An isometric joystick (e.g. the IBM Trackpoint) is a force-

sensing joystick that returns to center when released. Most isometric joysticks are 

stiff, offering little feedback of the joystick’s displacement. The rate of cursor 

movement is proportional to the force exerted on the stick; as a result users 

require practice to achieve good cursor control. Isometric joysticks may offer the 

only pointing option when space is at a premium (Douglas & Mithal, 1994; 

Rutledge & Selker, 1990; Zhai, et al., 1997).  

 

Isotonic Joysticks: Isotonic joysticks sense angle of deflection. Some hybrid 

designs blur the distinctions isometric and isotonic joysticks, but the main 
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questions are: does the joystick sense force or angular deflection; does the stick 

return to center when released; and does the stick move from the starting position. 

For a discussion of the complex design space of joysticks, see (Lipscomb & 

Pique, 1993).  

 

Indirect Tablets: Indirect tablets report the absolute position of a pointer on a 

sensing surface. Touch tablets sense a bare finger, whereas graphics tablets or 

digitizing tablets typically sense a stylus or other physical intermediary. Tablets 

can operate in absolute mode, where there is a fixed C:D gain between the tablet 

surface and the display, or in relative mode, where the tablet responds only to 

motion of the stylus. If the user touches the stylus to the tablet in relative mode, 

the cursor resumes motion from its previous position; in absolute mode, it would 

jump to the new position. Absolute mode is generally preferable for tasks such as 

drawing, handwriting, tracing, or digitizing, but relative mode may be preferable 

for typical desktop interaction tasks such as selecting graphical icons or 

navigating through menus. Tablets thus allow coverage of many tasks (Buxton, 

Hill & Rowley, 1985), whereas mice only operate in relative mode.  

 

Touchpads: Touchpads are small touch-sensitive tablets often found on laptop 

computers. Touchpads use relative mode for cursor control because they are too 
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small to map to an entire screen, but most touchpads also have an absolute mode 

to allow features such as sliding along the edge of the pad to scroll. Touchpads 

support clicking by recognizing tapping or double-tapping gestures, but accidental 

contact (or loss of contact) can erroneously trigger such gestures (MacKenzie & 

Oniszczak, 1998). Like trackballs, the small size of touchpads necessitates 

frequent clutching, and touchpads can be awkward to use while holding down a 

button, unless the user employs their other hand.  

 

Touchscreens and Pen-operated Devices: Touchscreens are transparent touch-

sensitive tablets mounted on a display. Some touchscreens can only sense a bare 

finger; others can sense either a plastic stylus or a bare finger. Transparent 

electromagnetic digitizers, such as those found on the Tablet PC, cannot sense 

touch and require the use of a special pen. Parallax error is a mismatch between 

the sensed input position and the apparent input position due to viewing angle; 

look to minimize the displacement between the sensing and display surfaces to 

avoid this problem. Depending on the mounting angle, a touch or pen-operated 

display may result in arm or neck fatigue (Sears, Plaisant & Shneiderman, 1992). 

Touchscreens that are integrated with a mobile device can be prone to accidental 

contact when the user picks up the device. Yet mobile devices that only sense a 

pen require the user to unsheathe the stylus to perform any interaction; the user 
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cannot quickly poke at the screen with a finger. The limited states and events 

sensed by pen or touch-operated devices raise additional design challenges, as 

discussed below. 

 

2.3 Input Device States 

There is a fundamental mismatch between the demands of graphical interfaces 

and the states and events that can be sensed by devices such as touchscreens and 

pen-operated devices, which makes it difficult to support the full set of graphical 

interface primitives, including click, drag, double-click, and right-click. There is 

no easy solution for nonstandard pointing devices that does not involve design 

compromises. When considering such devices, to make device limitations and 

differences concrete, one of the first things a designer should do is diagram all of 

these states and transitions. 

 

Input devices taken in general support three possible states (Fig. 1): out-of-range, 

tracking, and dragging; practitioners refer to these as states 0, 1 and 2, 

respectively, of the 3-state model (Buxton, 1990). This model is useful for 

reasoning about the relationship between the events sensed by an input device and 

the demands of interaction techniques.  
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State Description 

0 Out Of Range: The device is not in its physical tracking range. 

1 Tracking: Device motion moves only the cursor. 

2 Dragging: Device motion moves objects on the screen. 

Fig. 1 Summary of states in Buxton’s 3-state model. Adapted from (Buxton, 

1990). 

The 3-state model describes the mouse as a two-state device, supporting state 1, 

the cursor tracking state, as well as state 2, the dragging state. State 1 provides 

cursor feedback of the screen position that the device will act upon, while state 2 

allows the user to drag an object by holding down the primary mouse button while 

moving the mouse. The mouse senses movement in both the tracking and 

dragging states, as represented by the dx, dy in each state (Fig. 2, left), indicating 

relative motion tracking capability.  

   

motion
Touch0

nil

2

x, yRelease
no motion

TOUCH DEVICES

 

Fig. 2 States sensed by a mouse (left) versus states sensed by touch-operated 

devices such as touchpads (right). Adapted from (Hinckley, Czerwinski & 

Sinclair, 1998a). 
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 Many touch-activated devices such as touchscreens, touchpads, and PDA screens 

are also two-state devices, but do not sense the same two states as the mouse (Fig. 

2, right). For example, a PDA can sense a finger when it is in contact with the 

screen; this is the equivalent of the mouse dragging state (state 2). The PDA can 

also sense when the finger is removed from the screen, but once the finger breaks 

contact, this enters state 0 (out-of-range), where no motion can be detected 

(emphasized by the nil in state 0 of Fig. 2, right). Thus, although the mouse and 

PDA screen both sense two states, the lack of a second motion sensing state on 

the PDA means that it will be difficult to support the same interaction techniques 

as a mouse. For example, should sliding one’s finger on the screen move a cursor, 

or drag an object? The designer must choose one; the PDA screen cannot support 

both behaviors at the same time.  

 

The Tablet PC is an example of a pen-operated device that senses all three states 

of the 3-state model (Fig. 3). The Tablet PC senses the location of the stylus when 

it is proximate to the screen. The pen triggers an event when it makes contact with 

the screen as well as when it enters or leaves proximity. 

 

Fig. 3 States sensed by a Tablet PC pen. Adapted from (Hinckley, et al., 1998a). 
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Unfortunately, even with all three states, it is still difficult for a pen to support all 

the interaction techniques offered by a mouse. To help illustrate why this is the 

case, we can extend the 3-state model to more fully characterize the interaction 

techniques at the core of graphical user interfaces (Fig. 4). The resulting five 

states of graphical user interfaces are Tracking (1), Hover (1H), Left Click (2L), 

Dragging (2D), and Right Click (2R).  

L Button Down

1Hover

dx, dy

1

dx, dy

2Left

dx, dy

2Drag

dx, dy

∆t >Tout;
dx,dy < εenter

dx,dy > εexit

2Right

dx, dy

L Button Up (Click)

L Button Up (Drop)

R Button Down

R Button Up (R Click)

dx,dy > εdrag

 

Fig. 4 The five states and transition rules at the core of graphical user interfaces.  

If one wants to support all of these interactions on a pen or touch-based device, 

this diagram suggests that this will be difficult; there is no elegant solution in the 

literature. In this five-state model, a click is the series of transitions 1-2L-1 with no 

motion in state 2L and a double click is 1-2L-1-2L-1 with no motion between the 

two clicks. Even if the device can sense state 1, hovering (1H) for help text 

requires holding the pointer motionless above the display. These gestures are all 
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difficult to perform with a pen or finger because touching or lifting disturb the 

cursor position (Buxton, et al., 1985). Furthermore, because the pen may be out of 

range, and because the user must move the pen through the tracking zone to enter 

state 2, pen operated input devices lack a well defined current cursor position. 

 

Pen and touch devices also lack a second button for right-click. A finger 

obviously has no buttons, but even a barrel button on a pen is slow to access and 

is prone to inadvertent activation (Li, Hinckley, Guan & Landay, 2005). Some 

mobile devices use dwelling with the pen or finger as a way to simulate right-

click, but the timeout introduces an unavoidable delay; for rapid activation, it 

should be short as possible, but to avoid inadvertent activation (e.g. if the user is 

thinking about the next action to take while resting the pen on the screen) the 

timeout must be as long as possible. A 500 millisecond timeout offers a 

reasonable compromise (Hinckley, Baudisch, Ramos & Guimbretiere, 2005a). 

Even techniques designed for pen-operated devices (Apitz & Guimbretiere, 2004; 

Kurtenbach & Buxton, 1991; Moran, Chiu & van Melle, 1997) require rapid and 

unambiguous activation of one of several possible actions as fundamental 

building blocks; otherwise, inefficient or highly modal interactions become 

necessary and may reduce the appeal of such devices (Hinckley, et al., 2006).  
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Similar issues plague other interaction modalities, such as motion-sensing mobile 

devices (Hinckley, Pierce, Horvitz & Sinclair, 2005b), camera-based tracking of 

the hands (Wilson & Oliver, 2003), and 3D input devices (Hinckley, et al., 1994). 

All of these techniques require a method for users to move the device or their 

hands without accidentally performing an action. Thus state transitions form 

fundamental indications of intent that are essential for rapid and dependable 

interaction. 

 

3 What’s an Input Device For?  The Composition of User Tasks 

One way of reasoning about input devices and interaction techniques is to view a 

device or technique in light of the tasks that it can express. But what sort of tasks 

are there? 

 

3.1 Elemental tasks 

While computers can support many activities, at the input level some sub-tasks 

appear repeatedly in graphical user interfaces, such as pointing at a target on the 

screen, or typing a character. Foley et al. (Foley, Wallace & Chan, 1984) 

identified elemental tasks including text (entering symbolic data), select 

(indicating objects from a set of alternatives),  position (pointing to a screen 

coordinate), and quantify (specifying an exact numeric value). But if these are 
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elemental tasks, then where do devices like global positioning system (GPS) 

readers, cameras, or fingerprint scanners fit in? These offer new ‘elemental’ data 

types (e.g. location, images, and identity). Advances in technology will continue 

to yield data types that enable new tasks and scenarios of use.  

 

3.2 Compound Tasks and Chunking 

Another problem with the elemental task approach is that the level of analysis for 

‘elemental’ tasks is not well defined. For example, a mouse indicates an (x, y) 

position on the screen, but an Etch-a-Sketch separates positioning into two sub-

tasks by providing a single knob for x and a single knob for y (Buxton, 1986b). If 

position is an elemental task, why must we subdivide this task for some devices 

but not others? One way to resolve this puzzle is to view all tasks as hierarchies of 

sub-tasks (Fig. 5). Whether or not a task is “elemental” depends on the input 

device being used: the Etch-a-Sketch supports separate QuantifyX and QuantifyY 

tasks, whereas the mouse supports a compound 2D Position task (Buxton, 1986a). 

 

Fig. 5 Task hierarchies for 1D, 2D, and 3D position tasks.  

QuantifyX 

2D Position 

QuantifyY QuantifyZ QuantifyX 

3D Position 

QuantifyY QuantifyX 

1D Position 
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From the user’s perspective, a series of elemental tasks may seem like a single 

task. For example, scrolling a web page to click on a link could be conceived as 

an elemental 1D positioning task followed by a 2D selection task, or, it can be 

viewed as a compound navigation / selection task (Buxton & Myers, 1986). An 

interaction technique can encourage the user to work at the higher level of the 

compound task, e.g. by scrolling with one hand while pointing to the link with the 

other hand. This is known as chunking.  

 

These examples show that the choice of device influences the level at which the 

user is required to think about the individual actions that must be performed to 

achieve a goal. The design of input devices and interaction techniques can help to 

structure the interface such that there is a more direct match between the user’s 

tasks and the low-level syntax of the individual actions that must be performed to 

achieve those tasks. The choice of device and technique thus directly influences 

the steps required of the user and hence the apparent complexity of an interface 

design (Buxton, 1986a).  

 

4 Evaluation and Analysis of Input Devices 

Beyond standard usability engineering techniques (see Chapters ??-??), there are a 

number of techniques tailored to the study of input devices. Representative tasks 
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(Buxton, 1995c), such as target acquisition, pursuit tracking, freehand drawing, 

and dragging versus tracking performance (MacKenzie, et al., 1991), can be used 

to formally or informally evaluate devices. Here, we focus on formal analysis 

using Fitts’ Law, the Steering Law, and the Keystroke-Level Model. 

 

4.1 Fitts’ Law and Hick’s Law  

Fitts’ Law (Fitts, 1954) is an experimental paradigm that has been widely applied 

to the comparison and optimization of pointing devices. Fitts’ Law is used to 

measure how effectively a pointing device can acquire targets on the screen. Fitts’ 

Law was first applied to the study of input devices by Card, English, and Burr 

(Card, et al., 1978); it is now a standard for device comparisons (Douglas, 

Kirkpatrick & MacKenzie, 1999). Fitts’ Law applies to a remarkably diverse task 

conditions, including rate-controlled devices (MacKenzie, 1992a), area cursors 

(Kabbash & Butxon, 1995), scrolling (Hinckley, et al., 2002), and zooming 

(Guiard, Buourgeois, Mottet & Beaudouin-Lafon, 2001). For further guidance on 

conducting Fitts’ Law studies, see (Douglas, et al., 1999; MacKenzie, 1992b; 

Raskin, 2000).  

 

The standard Fitts task paradigm measures the movement time MT between two 

targets separated by amplitude A, with a width W of error tolerance (Fig. 6).  
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Fig. 6 Fitts’ task paradigm (Fitts, 1954). 

Fitts’ law states that a logarithmic function of the ratio of A to W predicts the 

average movement time MT. The Fitts’ Law formulation typically used for input 

device studies is: 

MT = a + b log2(A/W + 1)         (Equation 1) 

Here, the constants a and b are coefficients fit to the average of all observed MT 

for each combination of A and W in the experiment. One calculates a and b via 

linear regression, using a statistical package or spreadsheet. The constants a and b 

depend heavily on the exact task setting and input device, so be wary of 

substituting ‘typical’ values for these constants, or of comparing constants derived 

from different studies.  

 

Amplitude A 

Width W Width W 
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Psychomotor interpretations for Fitts’ Law have been proposed (Douglas & 

Mithal, 1997). However, since the law characterizes the central tendency of a 

large number of pointing movements, the law may simply reflect information-

theoretic entropy (MacKenzie, 1989). For example, Hick’s Law, a model of 

decision time for a set of choices (e.g. in a menu), has a general form almost 

identical to Fitts Law:  

H = log2(n + 1)         (Equation 2) 

Here n is the number of equally probably alternatives, and H is the entropy of the 

decision. If we view Fitts’ task (Fig. 6) as a ‘decision’ along the amplitude A 

between n discrete targets of width W, this raises the possibility that Fitts’ Law 

and Hick’s Law are fundamentally the same law where n = A/W.  

 

4.2 The Steering Law and Minimum Jerk Law 

Steering a cursor through a narrow tunnel, as required to navigate a pull-down 

menu, is not a Fitts task because steering requires a continuous accuracy 

constraint: the cursor must stay within the tunnel at all times. For a straight line 

tunnel (Fig. 7) of width W and length A, for example, the Steering law predicts that 

movement time is a linear function of A and W: 

MT = a + b A/W          (Equation 3) 
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The Steering Law can also model arbitrary curved paths, as well as instantaneous 

velocity (Accot & Zhai, 1997). A limitation of the Steering Law is that it only 

models successful completion of the task; errors are not considered. 

 

A 
W 
  

Fig. 7 The Steering Law for a straight tunnel. The user must follow the dotted 

line without moving beyond the borders. Adapted from (Accot & Zhai, 1999). 

 

The Minimum Jerk Law (Viviani & Flash, 1995) characterizes the dynamics of 

motions that may follow a curved path but do not have a continuous accuracy 

constraint. The law states that unconstrained human movement trajectories tend to 

minimize the derivative of acceleration (jerk); one of its implications is that there 

is a two-thirds power law linking tangential velocity and path curvature. 

However, no one has yet formulated a universal law that handles varying 

accuracy constraints and curvature (Lank & Saund, 2005).  

 

4.3 The Keystroke-Level Model (KLM) and GOMS Analysis 

The KLM is an engineering and analysis tool that can be used to estimate the time 

needed for experts to complete a routine task (Card, Moran & Newell, 1980). To 

apply the KLM, count the elemental inputs required to complete a task, including 
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keystrokes, homing times to acquire input devices, pauses for mental preparation, 

and pointing at targets. For each elemental input, substitute a constant estimate of 

the average time required using the values from (Card, et al., 1980), or by 

collecting empirical data (Hinckley, et al., 2006), and sum them to yield an 

overall time estimate. The model assumes error-free execution, so it cannot 

estimate time for the problem-solving behaviors of novices, but it does employ 

several heuristics to model mental pauses (Raskin, 2000).  

 

GOMS (Goals, Objects, Methods, and Selection Rules) models extend the 

keystroke-level model (John & Kieras, 1996). Some GOMS models can account 

for user knowledge and interleaving of tasks, but are more difficult to apply than 

the KLM.  Both GOMS and KLM models are engineering tools that produce 

estimates for expert completion time of routine tasks. These models to not replace 

the need for usability testing and evaluation, but do offer a means to assess a 

design without implementing software, training end users, and evaluating their 

performance (Olson & Olson, 1990). Physical articulation times derived from 

KLM or GOMS analyses can also be used to help interpret results of empirical 

studies (Hinckley, et al., 2006). See also Chapter 58, Model-based Evaluations; 

Chapter 5, Cognitive Architectures; and Chapter 6, Modeling Humans in HCI. 
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5 Transfer Functions: How to transform an input signal 

A transfer function is a mathematical transformation that scales the data from an 

input device. Typically the goal is to provide more stable and more intuitive 

control, but one can easily design a poor transfer function that hinders 

performance. A transfer function that matches the properties of an input device is 

known as an appropriate mapping. For force sensing input devices, the transfer 

function should be a force-to-velocity function: for example, the force one exerts 

on the IBM Trackpoint isometric joystick controls the speed at which the cursor 

moves. Other appropriate mappings include position-to-position or velocity-to-

velocity functions, used with tablets and mice, respectively.  

 

A common example of an inappropriate mapping is calculating a velocity based 

on the position of the mouse cursor, such as to scroll a document. The resulting 

input is difficult to control, and this inappropriate rate mapping is only necessary 

because the operating system clips the cursor to the screen edge. A better solution 

would be to ignore the cursor position and instead use the relative position 

information reported by the mouse to directly control the change of position 

within the document.  
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Self-centering devices: Rate mappings suit force-sensing devices or other devices 

that return-to-center when released (Zhai, 1993; Zhai, et al., 1997). This property 

allows the user to stop quickly by releasing the device. The formula for a 

nonlinear rate mapping is: 

 dx = K xα     (Equation 3) 

Where x is the input signal, dx is the resulting rate, K is a gain factor, and α is the 

nonlinear parameter. The best values for K and α depend on the details of the 

device and application, and appropriate values must be identified by 

experimentation or optimal search (Zhai & Milgram, 1993). Many commercial 

devices use more complex mappings (Rutledge & Selker, 1990).  

 

Motion sensing devices: Desktop systems use an exponential transformation of 

the mouse velocity, known as an acceleration function, to modify the cursor 

response (Microsoft Corp., 2002). Acceleration functions do not directly improve 

pointing performance, but do limit the footprint required by a device (Jellinek & 

Card, 1990), which may lead to greater comfort or less frequent clutching 

(Hinckley, et al., 2002). 

 

Absolute devices: It is possible to temporarily violate the 1:1 control-to-display 

mapping of absolute devices such as touchscreens by damping small motions to 
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provide fine adjustments; large motions revert to an absolute 1:1 mapping (Sears 

& Shneiderman, 1991). A drawback of this technique is that cursor feedback in 

the tracking state becomes the default behavior of the device, rather than dragging 

(Buxton, 1990), but researchers are exploring ways to overcome this (Benko, 

Wilson & Baudisch, 2006). 

 

6 Feedback: What happens in response to an input? 

From the technology perspective, one can consider feedback as active or passive. 

Active feedback is under computer control. Passive feedback is not, and may 

result from internal sensations within the user’s own body, such as muscle tension 

from holding down a button, or physical properties of the device, such as the feel 

of clicking its buttons.  

 

The industrial design suggests how to use a device before a user touches it 

(Norman, 1990). Mechanical sounds and vibrations produced by a device provide 

positive feedback for the user’s actions (Lewis, Potosnak & Magyar, 1997). The 

shape of the device and the presence of landmarks can help users acquire a device 

without having to look at it (Hinckley, Pausch, Proffitt & Kassell, 1998b). 
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6.1 Proprioceptive and Kinesthetic Feedback 

Internal sensations of body posture, motion, and muscle tension (Burdea, 1996; 

Gibson, 1962) may allow users to feel how they are moving an input device 

without looking at the device or even without visual feedback on a display. This is 

important when the user’s attention is divided between multiple tasks and devices 

(Balakrishnan & Hinckley, 1999; Fitzmaurice & Buxton, 1997; Mine, Brooks & 

Sequin, 1997). Muscular tension can help to phrase together multiple related 

inputs (Buxton, 1986a) and may make mode transitions more salient to the user 

(Hinckley, et al., 2006; Raskin, 2000; Sellen, Kurtenbach & Buxton, 1992).  

 

6.2 Kinesthetic Correspondence 

Graphical feedback on the screen should correspond to the direction that the user 

moves the input device (Britton, Lipscomb & Pique, 1978). If the user moves a 

device to the left, then the object on the screen should likewise move left. 

However, users can easily adapt to certain kinds of non-correspondences: when 

the user moves a mouse forward and back, the cursor actually moves up and down 

on the screen; if the user drags a scrollbar downward, the text on the screen scrolls 

upwards. Researchers have also found that the dimensions of an input device 

should match the perceptual structure of a task (Jacob, Sibert, McFarlane & 

Mullen, 1994). 
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6.3 Snapping Behaviors and Active Haptic Feedback 

Software constraints, such as snapping (Baudisch, Cutrell, Hinckley & Eversole, 

2005), often suffice to support a user’s tasks. Active force or tactile feedback 

(Burdea, 1996) can provide attractive forces for a target, or additional feedback 

for the boundaries of a target, but such feedback typically yields little or no 

performance advantage even for isolated target selection (Akamatsu & 

Mackenzie, 1996; MacKenzie, 1995). Such techniques must evaluate selection 

among multiple targets, because haptic feedback or snapping behavior for one 

target interferes with the selection of others (Grossman & Balakrishnan, 2005; 

Oakley, Brewster & Gray, 2001). Visual dominance refers to the tendency for 

vision to dominate other modalities (Wickens, 1992); haptic feedback typically 

must closely match visual feedback, which limits its utility as an independent 

modality (Campbell, Zhai, May & Maglio, 1999). One promising use of tactile 

feedback is to improve state transitions (Poupyrev & Maruyama, 2003; Snibbe & 

MacLean, 2001). For further discussion of active feedback modalities, see 

Chapter 10, Haptic Interfaces, and Chapter 11, Non-speech Auditory Output. 
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7 Keyboards and Text Entry  

Typewriters have been in use for over 100 years; the QWERTY key layout dates 

to 1868 (Yamada, 1980). Despite the antiquity of the design, QWERTY 

keyboards are extremely well suited to human performance, and are unlikely to be 

supplanted by new key layouts, speech recognition technologies, or other 

techniques any time soon. Many factors can influence typing performance, 

including the size, shape, activation force, key travel distance, and the tactile and 

auditory feedback provided by striking the keys (Lewis, et al., 1997), but these 

well-established design details are not our focus here.  

 

7.1 Procedural Memory 

Procedural memory allows performance of complex sequences of practiced 

movements, seemingly without any cognitive effort (Anderson, 1980). Procedural 

memory enables touch typing on a keyboard with minimal attention while 

entering commonly used symbols. As a result, users can focus attention on mental 

composition and verification of the text appearing on the screen. Dedicated or 

chorded key presses for frequently used commands (hotkeys) likewise allow rapid 

command invocation (McLoone, Hinckley & Cutrell, 2003). The automation of 

skills in procedural memory is described by the power law of practice: 

 T = aPb   (Equation 4) 
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Here T is the time to perform a task, P is the amount of practice, and the 

multiplier a and exponent b are fit to the observed data (Anderson, 1980). For a 

good example of applying the power law of practice to text entry research, see 

(MacKenzie, Kober, Smith, Jones & Skepner, 2001).  

 

Alternative keyboard layouts such as Dvorak offer about a 5% performance gain 

(Lewis, et al., 1997), but the power law of practice suggests this small gain comes 

at a substantial cost for retraining time. However, ergonomic QWERTY 

keyboards do preserve much of a user’s skill for typing. These split-angle 

keyboards are not faster, but some can help maintain neutral posture of the wrist, 

and thus avoid ulnar deviation (Honan, Serina, Tal & Rempel, 1995; Marklin, 

Simoneau & Monroe, 1997; Smutz, Serina, Bloom & Rempel, 1994), which has 

been associated with increased pressure in the carpal tunnel (Putz-Anderson, 

1988; Rempel, Bach, Gordon & Tal, 1998). 

 

7.2 Mobile Text Entry, Character Recognition, and Handwriting Recognition 

The difficulty of entering text on handheld devices and cell phones has led to 

many new text entry techniques (MacKenzie, 2001), but most offer only 10-20 

words-per-minute (wpm) typing rates, compared to approximately 60 wpm for a 

touch typist.  
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Many designs for cell phones and other handheld devices, such as the RIM 

Blackberry, offer two-thumb keyboards with QWERTY key layouts. The 

principal virtue of QWERTY is that common pairs of letters tend to occur on 

opposite hands. This alternation is a very efficient movement pattern for both 

standard and two-thumb keyboards, since one hand completes a key press while 

the other hand moves to the next key (MacKenzie & Soukoreff, 2002). A recent 

study found that two-thumb keyboards offer text entry rates approaching 60 wpm 

(Clarkson, Clawson, Lyons & Starner, 2005). This suggests that one-handed text 

entry rates are fundamentally limited due to the serial nature of character entry, 

despite novel improvements (MacKenzie, et al., 2001; Wigdor & Balakrishnan, 

2003). Word prediction may help, but also requires overhead for users to monitor 

and decide whether to use the predictions.  

 

Soft keyboards and character recognition techniques are popular for pen-operated 

devices, but likewise are limited to serial entry. Soft keyboards depict keys in a 

graphical user interface to allow typing with a touchscreen or stylus. Design 

issues for soft keyboards differ from mechanical keyboards. Soft keyboards 

demand visual attention because the user must look at the keyboard to aim the 

pointing device. Only one key at a time can be touched, so much of the time is 
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spent moving back and forth between keys (Zhai, Hunter & Smith, 2000). A soft 

keyboard can allow the user to draw gestures across multiple keys; in combination 

with a language model, this can allow entire words to be entered with a single pen 

gesture (Kristensson & Zhai, 2004). 

 

Handwriting (even on paper, with no “recognition” involved) proceeds at about 

15 wpm. Ink has significant value as a natural data type without recognition: it 

offers an expressive mix of writing, sketches, and diagrams. Although recognition 

technology continues to improve, recognizing natural handwriting remains 

difficult and error-prone for computers, and demands error correction input from 

the user. To make performance more predictable for the user, some devices 

instead rely on single-stroke gestures, known as unistrokes (Goldberg & 

Richardson, 1993), including graffiti for the PalmPilot. Unistroke alphabets 

attempt to strike a design balance such that each letter is easy for a computer to 

distinguish, yet also straightforward for users to learn (MacKenzie & Zhang, 

1997).  
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8 Modalities of Interaction  

In the search for designs that enhance interfaces and enable new usage scenarios, 

researchers have explored several strategies that transcend any specific type of 

device.  

 

8.1 Speech and Multimodal Input 

Speech has substantial value without recognition. Computers can augment 

human-human communication across both time and space by allowing users to 

record, edit, replay, or transmit digitized speech and sounds (Arons, 1993; 

Buxton, 1995b; Stifelman, 1996). Systems can also use microphone input to 

detect ambient speech and employ this as a cue to help prioritize notifications 

(Horvitz, Jacobs & Hovel, 1999; Sawhney & Schmandt, 2000; Schmandt, 

Marmasse, Marti, Sawhney & Wheeler, 2000). 

 

Computer understanding of human speech does not enable users to talk to a 

computer as one would converse with another person (but see also Chapter 8, 

Conversational Interface Technologies). Speech recognition can succeed for a 

limited vocabulary, such as speaking the name of a person from one’s contact list 

to place a cell phone call. However, error rates increase as the vocabulary and 

complexity of the grammar grows, if the microphone input is poor, or if users 
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employ “out-of-vocabulary” words. It is difficult to use speech to refer to spatial 

locations, so it cannot eliminate the need for pointing (Cohen & Sullivan, 1989; 

Oviatt, DeAngeli & Kuhn, 1997); see also Chapter 14, Multimodal Interfaces. 

Currently, keyboard-mouse text entry for the English language is about twice as 

fast as automatic speech recognition (Karat, Halverson, Horn & Karat, 1999); 

furthermore, speaking can interfere with one’s ability to compose text and 

remember words (Karl, Pettey & Shneiderman, 1993). Finally, speech is 

inherently non-private in public situations. Thus, speech has an important role to 

play, but claims that speech will soon supplant manual input devices should be 

considered with skepticism.  

 

8.2 Bimanual Input 

People use both hands to accomplish most real-world tasks (Guiard, 1987), but 

computer interfaces make little use of the nonpreferred hand for tasks other than 

typing. Bimanual input enables compound input tasks such as navigation/selection 

tasks where the user can scroll with the nonpreferred hand while using the mouse 

in the preferred hand (Buxton & Myers, 1986). This assignment of roles to the 

hands corresponds to Guiard’s kinematic chain theory (Guiard, 1987): the 

nonpreferred hand sets a frame of reference (scrolling to a location in the 

document) for the action of the preferred hand (selecting an item within the page 
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using the mouse). Other applications for bimanual input include command 

selection (Bier, Stone, Pier, Buxton & DeRose, 1993; Kabbash, Buxton & Sellen, 

1994), drawing tools (Kurtenbach, Fitzmaurice, Baudel & Buxton, 1997), and 

virtual camera control and manipulation (Balakrishnan & Kurtenbach, 1999; 

Hinckley, et al., 1998b). Integrating additional buttons and controls with 

keyboards to encourage bimanual interaction can also improve the efficiency of 

some common tasks (MacKenzie & Guiard, 2001; McLoone, et al., 2003).  

 

8.3 Pen and Gesture Input  

The Palm Pilot and Tablet PC have led to a renaissance in pen and gesture 

research. Pens lend themselves to command gestures analogous to proofreader’s 

marks, such as crossing out a word to delete it. Note that in this example, the 

gesture integrates the selection of a delete command with the selection of the 

word to be deleted. Another example is moving a paragraph by circling it and 

drawing a line to its new location. This integrates the verb, object, and indirect 

object by specifying the command, the extent of text to move, and the new 

location for the text (Hinckley, et al., 2005a; Kurtenbach & Buxton, 1991). 

Marking menus use straight-line gestures along the primary compass directions 

for rapid command selection (Kurtenbach, Sellen & Buxton, 1993; Zhao & 

Balakrishnan, 2004).  
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Pen interfaces must decide whether to treat pen strokes as ink content or as 

gesture commands. Some applications avoid this recognition problem by treating 

all strokes as commands (Kurtenbach & Buxton, 1991), but for a free-form 

drawing or note-taking application, users need to interleave ink content and 

command input. The status-quo solution presents commands in a toolbar or menu 

at the edge of the screen. However, this necessitates round trips between the work 

area and the command area (Fitzmaurice, Khan, Pieke, Buxton & Kurtenbach, 

2003a), which becomes inconvenient in direct proportion to the display size. 

Pressing a button with the nonpreferred hand is a fast and robust means to switch 

between ink and gesture modes (Li, et al., 2005). 

 

Techniques to automatically distinguish ink and gestures have been proposed, but 

only for highly restricted gesture sets (Saund & Lank, 2003). Punctuation 

(tapping) has also been explored as a way to both identify and delimit command 

phrases (LaViola, 2004). A fundamental problem with both of these approaches is 

that the system cannot classify a set of strokes as a gesture or as ink until after the 

user has finished drawing the entire command phrase. This makes it difficult to 

provide interactive feedback or to prompt the user with the available commands 

before the user commits to an operation.   
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While moving the pen to toolbars at the edge of the screen seems slow on a tablet 

computer, in practice this ‘round trip strategy’ (Fitzmaurice, et al., 2003a) is 

difficult to improve upon. On a tablet the size of a standard 8.5 x 11 inch sheet of 

paper, a round trip requires approximately 1.5 seconds. However, the user can 

mentally prepare for the next step of the interaction while moving the pen. A 

locally drawn gesture (such as a straight-line marking menu command) may take 

less time to articulate, but thinking about what command to select requires 

additional time unless the task is a routine one. Pressing a button for gesture mode 

also requires some overhead, as does lifting the pen at the end of the gesture. Also 

note that performing a sequence of gestures (e.g. tagging words in a document as 

keywords by circling them) requires time to travel between screen locations. The 

round-trip strategy absorbs this travel time into the round trip itself, but with 

gestures, this is an extra cost that reduces the benefit of keeping the interaction 

localized.  
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Fig. 8 Chart comparing task times for performing two successive commands on a 

tablet, with either in-place command selection (top) or round-trip command 

selection (bottom).  The individual boxes in each subtask represent 100 

millisecond intervals.  

Thus, on a tablet-sized device it is difficult to realize a substantial time savings 

just by reducing round trips. For our hypothetical task of tagging keywords in a 

document, Fig X illustrates this predicament for average task times drawn from 

recent studies (Hinckley, et al., 2006; Li, et al., 2005). The chart shows two 

successive command selections, and assumes some mental preparation is required 

before issuing each command. Thus the potential benefit of pen gestures depends 

on the sequence of operations as well as the elimination of multiple round trips, as 

may be possible with techniques that integrate selection of verb, object, and 
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indirect object (Hinckley, et al., 2005a; Kurtenbach & Buxton, 1991). Localized 

interaction also may offer indirect benefits by reducing physical effort and by 

keeping the user’s visual attention focused on their work (Grossman, Hinckley, 

Baudisch, Agrawala & Balakrishnan, 2006; Kabbash, et al., 1994). 

 

8.4 Whole Hand Input 

Humans naturally gesture and point using their hands during verbal 

communication, which has motivated research into freehand gestures, often in 

combination with speech recognition (Bolt, 1980; Hauptmann, 1989; Wilson & 

Oliver, 2003). Cadoz categorizes hand gestures as semiotic, ergotic, or epistemic. 

Semiotic gestures, such as ‘thumbs up,’ communicate information (Rime & 

Schiaratura, 1991). Ergotic gestures manipulate physical objects. Epistemic 

gestures are exploratory motions that gather information (Kirsh, 1995; Kirsh & 

Maglio, 1994). The interaction literature focuses on empty-handed semiotic 

gestures (Freeman & Weissman, 1995; Jojic, Brumitt, Meyers & Harris, 2000; 

Maes, Darrell, Blumberg & Pentland, 1996). A major challenge is to correctly 

identify when a gesture, as opposed to an incidental hand movement, starts and 

stops (Baudel & Beaudouin-Lafon, 1993; Wilson & Oliver, 2003). The lack of 

deterministic state transitions (Buxton, 1990; Vogel & Balakrishnan, 2005) can 

lead to errors of user intent or errors of computer interpretation (Bellotti, Back, 
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Edwards, Grinter, Lopes & Henderson, 2002). Other problems include fatigue 

from extending one’s arms for long periods, and the imprecision of pointing at a 

distance. By contrast tangible interaction techniques (Ishii & Ullmer, 1997) and 

augmented devices (Harrison, Fishkin, Gujar, Mochon & Want, 1998) sense 

ergotic gestures via a physical intermediary (Hinckley, et al., 1998b; Zhai, et al., 

1996). The emergence of cameras, cell phones, and tablets augmented with 

accelerometers and other sensors suggest this is a promising design space.  

 

8.5 Background Sensing Techniques 

Sensors can enable a mobile device to sense when the user picks up, puts down, 

looks at, holds, or walks around with the device. These actions give a device 

information about the context of its use, and represent a hidden vocabulary of 

naturally occurring gestures that people spontaneously exhibit in day-to-day 

activity. For example, commercially available digital cameras now employ a tilt 

sensor to detect the orientation of the camera, and use this to automatically save 

photos in the correct orientation, as well as to interactively switch the display 

between portrait/landscape formats (Hinckley, et al., 2005b; Hinckley, Pierce, 

Sinclair & Horvitz, 2000). Here the sensor allows the device to adapt its behavior 

to the user’s needs, rather than requiring the user to take extra steps to control the 

photo orientation and display format (Buxton, 1995a). 
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Sensors can also be embedded in the environment. When one walks into a modern 

department store there is no explicit command to open the doors: the doors sense 

motion and automatically open. Researchers are investigating new ways to 

leverage such contextual sensing to enrich and simplify interaction with devices 

and digital environments (Abowd & Mynatt, 2000; Schilit, Adams & Want, 

1994). 

 

8.6 Multi-Touch Tables and Screens 

Technical advances have led to much recent research in touch-sensitive tables and 

projection screens. These technologies blur the distinction between whole-hand 

gestural input and traditional single-point touchscreens and touch tablets. Recent 

prototype systems demonstrate capture of the shape formed by the hand(s) in 

contact with a surface (Wilson, 2005),  multiple points of contact (Han, 2005), or 

even images of objects placed on or near a surface (Matsushita & Rekimoto, 

1997; Wilson, 2004). The DiamondTouch (Dietz & Leigh, 2001) is unique in its 

ability to determine which user produces each point of contact, which has led to a 

number of innovative applications and techniques (Shen, Everitt & Ryall, 2003; 

Wu & Balakrishnan, 2003). For an overview of design issues for tabletop 

systems, see (Scott, Grant & Mandryk, 2003).  
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8.7 A Society of Devices 

Wireless networking is the technology that will most disrupt traditional 

approaches to human-computer interaction in the coming years, because it breaks 

down barriers between devices and enables a new society of devices that fill 

specific roles yet can still coordinate their activities (Fitzmaurice, Khan, Buxton, 

Kurtenbach & Balakrishnan, 2003b; Want & Borriello, 2000). The interaction 

designer thus must consider the full range of scale for display sizes and form-

factors that may embody an interaction task, as well as the interactions between 

different types of devices. How can interaction migrate from watches, cell phones, 

handheld devices, and tablets, all the way up to desktop monitors, digital 

whiteboards, and interactive wall-sized displays? 

 

As digital devices become physically smaller, the displays and input mechanisms 

they offer are shrinking. Considerable effort has been devoted to supporting web 

browsing in limited screen space (Buyukkokten, Garcia-Molina & Paepcke, 2001; 

Jones, Marsden, Mohd-Nasir, Boone & Buchanan, 1999; Trevor, Hilbert, Schilit 

& Koh, 2001). Techniques to make small displays virtually larger include 

peephole displays (Fitzmaurice, 1993; Yee, 2003), transparent overlays (Harrison, 

Ishii, Vicente & Buxton, 1995; Kamba, Elson, Harpold, Stamper & Sukaviriya, 
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1996), and using on-screen visuals to suggest the locations of off-screen objects 

(Baudisch & Rosenholtz, 2003). Touchscreens and touch-sensitive controls 

minimize the vertical profile of devices (Wherry, 2003), but may suffer from 

inadvertent activation. Physical manipulations such as tilting that use the device 

itself as an interface seem particularly well suited to small devices (Harrison, et 

al., 1998; Hinckley, et al., 2000; Rekimoto, 1996). Tiny, bright, and inexpensive 

laser or LED projectors are just around the corner; progress on computer vision 

techniques suggests that interactive projection may allow small devices to project 

large displays and sensing surfaces (Raskar, Beardsley, van Baar, Wang, Dietz, 

Lee, Leigh & Willwacher, 2004; Wilson, 2005). 

 

At the other end of the spectrum, large-format displays are now affordable and 

common. Large displays lend themselves to collaboration and sharing of 

information with groups (Funkhouser & Li, 2000; Swaminathan & Sato, 1997) as 

well as giving a substantial physical presence to virtual activities (Buxton, 

Fitzmaurice, Balakrishnan & Kurtenbach, 2000; Trimble, Wales & Gossweiler, 

2003). Researchers have explored pen and touchscreen interaction techniques for 

large displays (Guimbretiere, Stone & Winograd, 2001; Moran, et al., 1997). 

Unfortunately many technologies sense only a single point of contact. For 

interaction at a distance with large displays, it remains unclear what interaction 
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techniques work best (Olsen & Nielsen, 2001; Vogel & Balakrishnan, 2004; 

Vogel & Balakrishnan, 2005); even when a user is close to a large display, 

interacting with portions of the display that are out view or beyond arm’s length 

raise challenges (Bezerianos & Balakrishnan, 2005; Khan, Matejka, Fitzmaurice 

& Kurtenbach, 2005). 

 

Displays of various sizes support different activities and social conventions; one 

of the principle challenges of ubiquitous computing (Weiser, 1991) is finding 

techniques that make it easy for users to work within a digital ecology that 

supports a range of tasks spanning multiple computers, displays, and interactive 

surfaces. Even on a single computer, users do not treat multiple monitors as one 

large display, but instead employ the boundary between displays to partition their 

tasks (Grudin, 2001). Several projects have probed how to use small displays as 

adjuncts to large ones (Myers, 2000; Myers, Stiel & Gargiulo, 1998; Rekimoto, 

1998), allowing simultaneous interaction with private information on a personal 

device, and a shared or public context on a larger display. Users need techniques 

that allow them to access and share information across the boundaries of 

individual devices, as well as to dynamically bind together multiple devices and 

displays to accomplish their tasks (Hinckley, Ramos, Guimbretiere, Baudisch & 

Smith, 2004; Rekimoto, Ayatsuka & Kohno, 2003). Such interaction techniques 
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inherently involve multiple persons and thus must consider how people use 

physical proximity and relative body orientation, a field known as proxemics 

(Deasy & Lasswell, 1985; Hinckley, et al., 2004; Sommer, 1965). 

 

9 Current and Future Trends for Input 

The designer of an interactive system should take a broad view of input, and 

consider not only traditional pointing techniques and graphical user interface 

widgets, but also issues such as search strategies to access information in the first 

place, sensor inputs that enable entirely new data types, synthesis techniques to 

extract meaningful structure from data, and integration of traditional technologies 

such as paper that offer fundamental strengths.  

 

Good search tools may reduce the many inputs needed to manually search and 

navigate file systems. Knowledge work requires integration of external 

information from web pages or databases (Yee, Swearingen, Li & Hearst, 2003) 

as well as re-use of personal information from documents, electronic mail 

messages, and other content that a user has authored or viewed (Dumais, Cutrell, 

Cadiz, Jancke, Sarin & Robbins, 2003; Lansdale & Edmonds, 1992). Unified full-

text indexing allows users to quickly query their personal information across 

multiple information silos, and can present information in the context of memory 
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landmarks such as the date a message was sent, who authored the text, or the 

application used to create a document (Cutrell, Robbins, Dumais & Sarin, 2006).  

 

New sensor inputs such as location and tagging technologies are coming to 

fruition. Radio-frequency identification (RFID) tags (Want, Fishkin, Gujar & 

Harrison, 1999) allow computers to identify tagged physical objects, thus 

enabling manipulation of ordinary objects as an input for computers. A mobile tag 

reader can identify tagged physical locations (Smith, Davenport & Hwa, 2003). 

Wireless communication technologies are poised to deliver ubiquitous location-

based services (Schilit, et al., 1994; Want, Hopper, Falcao & Gibbons, 1992). Cell 

phones and low-power radios for wireless networking can sense their location or 

proximity to other devices via analysis of signal strengths (Bahl & Padmanabhan, 

2000; Krumm & Hinckley, 2004). As another example, attempting to type a 

secure password on a mobile phone keypad quickly convinces one that biometric 

sensors or some other convenient means for establishing identity is essential for 

these devices to succeed. Such sensors could also make services such as 

personalization of interfaces much simpler. 

 

The need to extract models and synthesize structure from large quantities of low-

level inputs suggests that data mining and machine learning techniques will 
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become important adjuncts to interaction (Fails & Olsen, 2003; Fitzmaurice, 

Balakrisnan & Kurtenbach, 1999; Horvitz, Breese, Heckerman, Hovel & 

Rommelse, 1998). Whenever a system considers automatic actions on behalf of 

the user, however, an important design principle in the face of uncertainty is to 

“do less, but do it well” (Horvitz, 1999). 

 

With so many new technologies, it is easy to forget that paper remains an 

important input and display medium (Sellen & Harper, 2002). Paper is 

inexpensive, easy to annotate, rapid to access, comfortable to read, light to carry, 

and can be accessed after tens or even hundreds of years. Because technology will 

not replace paper any time soon, researchers are studying how to bring paper-like 

interfaces to digital devices (Schilit, Golovchinsky & Price, 1998; Wolf, Rhyne & 

Ellozy, 1989), as well as how to augment paper with digital capabilities 

(Guimbretiere, 2003; Liao, Guimbretiere & Hinckley, 2005; Stifelman, 1996).  

 

We must make substantial progress in all of these areas to advance human 

interaction with technology. The forms and capabilities of these and other 

technologies will continue to advance, but human senses and cognitive skills will 

not. We will continue to interact with computers using our hands and physical 

intermediaries, not necessarily because our technology requires us to do so, but 
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because touching, holding, and moving physical objects is the foundation of the 

long evolution of tool use in the human species (Wilson, 1998).  
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