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ABSTRACT

Using a recently developed method to rigorously control the finite-size behaviour in

long cylinders near first-order phase transitions, I calculate the finite-size scaling of the

first q+1 eigenvalues of the transfer matrix of the q states Potts model in a d dimensional

periodic box of volume L × . . . × L × t (assuming that d ≥ 2 and that q is sufficiently

large). I find two simple eigenvalues λ± corresponding to the trivial representation of

the global symmetry and an q − 1 fold degenerate eigenvalue λ⊥ corresponding to the

remaining irreducible representations of the global symmetry group. The finite-size scal-

ing of the gap ξ−1(L, β) = log(λ+/λ⊥) and of the gap ξ−1
sym(L, β) = log(λ+/λ−) in the

symmetric subspace, and their relation to the surface tension, as well as the finite-size

scaling of the internal energy Ecyl(L, β) = −L−(d−1)d logλ+/dβ are discussed. As a fi-

nal application, I discuss the finite-size scaling of the derivative of ξ(L, β). I prove that

1/ν(L) := log[−Ldξ(L, β)/dβ]β=βt(L)/ logL converges to the renormalization group eigen-

value yT = d, if βt(L) is chosen as the point where ξ−1
sym(L, β) is minimal. I also propose

other definitions of a finite volume exponent ν(L) which should be more suitable for nu-

merical considerations.

∗ Research partially supported by the A. P. Sloan Foundation and by the NSF under DMS-8858073.
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1. Introduction

In the last years, the Potts model, a spin model with spin variables σx ∈ Zq :=

{1, e2πi/q, . . . , e2πi(q−1)/q} and Hamiltonian

H = −1
2

∑

x,y
|x−y|=1

δ(σy, σy) , (1.1)

(where δ is the Kronecker delta) has gained more and more popularity. One of the reasons

for this popularity is the fact that the Potts model may be understood as a simple model

for the confinement/deconfinement transition in QCD, another one is the possibility of

tuning the model from a model with a second-order transition via a model with a weak

first-order transition to a model with a very strong first-order transition by varying the

number of states q. This, together with the fact that many physical quantities like the

transition temperature or the latent heat at the transition are exactly known in d = 2,

makes the model an ideal testing ground for numerical simulations.

Since numerical studies are performed in finite volumes, a detailed analysis of the

numerical data requires finite-size scaling (FSS), see e.g. [1] or [2] for recent reviews of

FSS theory. For cubic boxes V with periodic boundary conditions, and for values of q for

which the transition is first-order, the finite-size scaling of the Potts model can be derived

from the ansatz

Zper(V, β) ∼= e−βfd(β)|V | + qe−βfo(β)|V | (1.2)

for the partition function. Here |V | is the volume of the cubic box V , β is the inverse

temperature, and fm(β) (m = o, d) is some sort of meta-stable free energy of the phase

m. It is equal to the free energy f(β) if m is stable, and strictly larger than f(β) if m is

unstable. If q is large enough, a formula of the form (1.2) can actually be proven, together

with a bound O(|V |q−bdiamV ) for the error term [3]. Here diamV is the diameter of the

cube, and b > 0 is a constant. Actually, these results remain true in the the more general

case where V is a d dimensional cylinder with L× · · · × L× t points, provided

|V |e−min(L,t) ≤ 1 . (1.3)
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Even though (1.2) is only proven for large enough q, it is plausible that it holds for any

q larger than qc (where qc is the value of q where the transition becomes second-order1),

provided L is large with respect to the correlation length of the infinite system. Numerically

this has been tested for various values of q (see e.g. [5-8]).

For long cylinders, however, the effects neglected in the approximation (1.2) play

an important role. Using a linear scaling ansatz to scale the cylinder down to a one-

dimensional interval of length t/L, Blöte and Nightingale have developed a heuristic theory

[9] of finite-size scaling in long cylinders. A little bit later, Privman and Fisher developed

an alternative theory [10], starting from the observation that the periodic partition function

of a spin system may be written as

Zper(V ) =
∞∑

i=1

λi(L)t (1.4)

if the model in consideration has a positive transfer matrix. Here λ1(L) ≥ λ2(L) ≥ · · · are

the eigenvalues of the transfer matrix. They then argue, for models like the low temperature

Ising model where two phases related by a symmetry coexist at the transition, that only

λ1 and λ2 are important for the asymptotic behaviour of Zper(V ), and that λ1 and λ2

may be calculated by diagonalizing a certain 2 × 2 matrix. As a consequence, they were

able to calculate the finite size scaling of the magnetization from cubic boxes up to infinite

cylinders, finding a crossover regime when t diverges with L like

ξL = D(L) exp(βσLd−1)

where σ is the surface tension between the two phases and D(L) is a ”slowly varying

function of L”.

In [11], Borgs and Imbrie developed a rigorous theory of first-order FSS in long cylin-

ders, generalizing the results of [10] to a wide class of models with N coexisting phases not

necessarily related by a symmetry. Starting from a detailed analysis of the microscopic

1 For d = 2, it is known [4] that qc = 4; for d ≥ 3 is is believed that qc = 2, see [5] and

references therein.

3



configurations of the system, they constructed an N × N matrix R which gives the first

N eigenvalues of the transfer matrix in the vicinity of the transition point, showing at

the same time that the other eigenvalues of the transfer matrix do not contribute to the

asymptotic behaviour of Zper(V ). In the Ising case, their results conform with the picture

developed in [10]. In addition, Borgs and Imbrie were able to calculate the slowly varying

function D(L) for low temperatures, giving D(L) = O(L1/2) with a non universal constant

in d = 2, and D(L) = 1
2(1 +O(e−bL)) for d ≥ 3.

Here I apply the methods of [11] to the Potts model. In order to explain the main

idea, I assume that the partition function of the Potts model has been rewritten in terms of

contours with small activities, so that the configurations of the system are given in terms

of ordered and disorderd ”ground state region” separated by contours (if q is sufficiently

large, such a representation can be obtained from the Fortuin Kasteleyn representation

[12] of the Potts model, see e.g. [13,14]). Neglecting for the moment contours which

wind around the cylinder in time direction, we distinguish two different kinds of contours:

interfaces which separate two different phases in the lower and upper part of an infinite

cylinder, and ordinary contours which don’t. Summing the ordinary contours we get an

effective weight, κ(Y ), for the interfaces, a ”renormalized” ground state energy, fm(L, β),

m = o, d for the regions between interfaces, and an interaction between interfaces.

In a first step, let us neglect the appearance of interfaces. Then Zper(V, β) is

just the sum of q + 1 terms, a term exp(−βfd(L, β)Ld−1t) for the disordered configu-

ration and q times the term exp(−βfo(L, β)Ld−1t) for the ordered configurations. In-

troducing a diagonal matrix F with matrix elements F00 = exp(−βfd(L, β)Ld−1) and

Fmm = exp(−βfo(L, β)Ld−1), m = 1, · · · , q, this sum can be rewritten as the trace of the

diagonal matrix F t.

The appearance of interfaces now leads to transitions between ordered and disordered

regions. Neglecting the interaction between interfaces, we may take into account the

deviations from flat interfaces by using the surface expansions of Dobrushin [15], see Section

5 of [11] for details. As net result, we get an effective system of flat interfaces, with

renormalized weight O(L−1/2)e−βσodLd−1

for d = 2 and (1+O(e−bL))e−βσodLd−1

for d > 2,

where σod is the surface tension between the ordered and the disordered phase. The matrix
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F is therefore replaced by a matrix F +F 1/2Γ(1)F 1/2, where Γ(1) is an off-diagonal matrix

with matrix elements Γ
(1)
0m = Γ

(1)
m0 = Γ

(1)
od , with Γ

(1)
od = O(L−1/2)e−βσodLd−1

for d = 2 and

Γ
(1)
od = (1 + O(e−bL))e−βσodLd−1

for d > 2. In order to explain the different prefactors

of the exponential in d = 2 and d ≥ 3, I recall that the two ends of free interfaces in

a two dimensional cylinder of width L are typically at two different heights, with height

difference of the order
√
L. Forcing the interface to close, as imposed by the periodic

boundary conditions, gives the factor O(L−1/2) in d = 2. In d ≥ 3, on the other hand,

interfaces are rigid, at least if the surface energy is high enough (small surface energies, like

in the Ising model near the transition point, may give rise to roughening), and no power

law corrections appear, provided q is sufficiently large2.

Using the methods of [11], Section 4, we finally take into account the interaction

between interfaces. This will replace the matrix Γ(1) by a matrix Γ, which describes

order-order and disorder-disorder transitions, in addition to the order-disorder transitions

already described by Γ(1). Putting everything together, one obtains the following Theorem

A, where Zper(V, β) is the periodic partition function in the cylinder V , |V | = Ld−1t, β

is the inverse temperature, βt is the transition point, σod is the infinite volume surface

tension between the disordered phase and the ordered phases, f = f(β) is the free energy,

and fm(β), m = o, d, are ”meta-stable” free energies (as constructed, e.g., in [3], where it

has been shown that they may be chosen to be smooth functions of β which are at least

six times differentiable). I recall that fo(β) is equal to the free energy and fd(β) > f(β) if

β > βt, while fd(β) is equal to the free energy and fo(β) > f(β) if β < βt
3. Throughout

this paper I will use b, b0, b1, etc. for constants b > 0, b0 > 0, b1 > 0 which depend on

nothing but the dimension d.

2 It would be in fact interesting to prove that there is a roughening transition for the

three dimensional Potts model if q approaches qc while β is tuned to stay at the transition

point βt = βt(q).

3 In [3] it is actually proven that d
dβ

(β(fd(β)−fo(β))) ≥ b1 for all β > 0, with a constant

b1 > 0 which does not depend on β.
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Theorem A. Let q and L be sufficiently large and assume that |β−βt|Ld−1 ≤ 1. Then there

are real valued function fo(L, β), fd(L, β), Γoo(L, β), Γdd(L, β) and Γod(L, β), forming

(q+ 1)× (q+ 1) symmetric matrices F and Γ, where F is the diagonal matrix with matrix

elements F00 = exp(−βfd(L, β)Ld−1), Fmm = exp(−βfo(L, β)Ld−1) (m = 1, · · · , q) and

Γ is the matrix with matrix elements Γ00 = Γdd(L, β), Γ0m = Γm0 = Γod(L, β) and

Γmn = Γoo(L, β), (m,n = 1, · · · , q), such that the following statements hold provided

k ≤ 6.

(i) Let t ≥ (d− 1) logL. Then

∣∣∣∣
dk

dβk

[
Zper(V, β) − tr (F + F 1/2ΓF 1/2)t

]∣∣∣∣ ≤ e−βf |V |q−bt . (1.5)

(ii) Let τ = 1
2d log q. Then

∣∣∣∣
dk

dβk
Γoo(L, β)

∣∣∣∣ ≤ e−(2τ−O(1))Ld−1

, (1.6a)

∣∣∣∣
dk

dβk
Γdd(L, β)

∣∣∣∣ ≤ qe−(2τ−O(1))Ld−1

, (1.6b)

∣∣∣∣
dk

dβk
Γod(L, β)

∣∣∣∣ ≤ e−(τ−O(1))Ld−1

. (1.6c)

(iii)

∣∣∣∣
dk

dβk
(βfi(L, β) − βfi(β))

∣∣∣∣ ≤ q−bL (1.7)

(iv) There is a (q-dependent) constant Cod > 0 such that

Γod(L, β) =




Cod L

−1/2e−βσodL(1 +O(L−1)) , d = 2 ,

e−βσodLd−1

(1 +O(q−bL)) , d ≥ 3 ,

(1.8)

provided |β − βt| ≤ q−bL/2.

Remarks: i) In the Fortuin-Kasteleyn representation for the Potts model, disorder-disorder

and order-order interfaces are always made out of two or more interacting order-disorder

interfaces. As a consequence, the leading contribution to Γoo and Γdd are terms involving
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two interacting interfaces. This explains the fact that Γoo and Γdd are roughly given by

(Γod)
2. The additional factor of q in (1.6b) comes from the fact that these interfaces enclose

an ordered region (which corresponds to q different ordered phases) if the outer region is

disordered.

ii) In the Fortuin-Kasteleyn representation for the Potts model, the constant τ =

1
2d log q is the leading term for the order-disorder surface tension σod. Since σod = τ +

O(q−b), see [13,14], the bounds (1.6) remain valid if τ is replaced by σod.

Due to Theorem A, the first q + 1 eigenvalues of the transfer matrix are just the

eigenvalues of the matrix (F +F 1/2ΓF 1/2). They are easily calculated, see Section 3. One

finds two simple eigenvalues λ± corresponding to the trivial representation of the global

symmetry and one q − 1 fold degenerate eigenvalue λ⊥ corresponding to the remaining

irreducible representations of the global symmetry group. Neglecting the higher order

corrections coming from Γoo and Γdd, the result of this calculation reads

λ± ∼= e−β
fo(L,β)+fd(L,β)

2 Ld−1

(
cosh xL(β) ±

√
sinh2 xL(β) + qΓ2

od

)
(1.9)

and

λ⊥ ∼= e−βfo(L,β)Ld−1

= e−β
fo(L,β)+fd(L,β)

2 Ld−1

exL(β) , (1.10)

where

xL(β) = 1
2
(βfd(L, β) − βfo(L, β))Ld−1 . (1.11)

In order to compare these eigenvalues to the eigenvalues exp(−βfd(L, β)Ld−1) and

exp(−βfo(L, β)Ld−1) of the ”unperturbed” matrix F , see Fig. 1, I define β0(L) as the

inverse temperature where fd(L, β) and fo(L, β) are equal, approximate λ± by

e−β
fo(L,β)+fd(L,β)

2 Ld−1

exp

(
±
√
xL(β)2 + qΓ2

od

)

and expand xL(β) about the point β0(L). Approximating xL(β) by its leading term in

(β − β0(L)) and ignoring the L dependence of the corresponding taylor coefficient, one

finds that

xL(β) ∼= Ed − Eo

2
(β − β0(L))Ld−1 ,
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where Eo = [d(βfo(β))/dβ]β=βt
and Ed = [d(βfd(β))/dβ]β=βt

are the infinite volume

internal energies at the transition point βt. Neglecting finally the β dependence of Γod,

one gets

λ± ∼= e−β
fo(L,β)+fd(L,β)

2 Ld−1

e±ξ−1
L

√
1+y2

(1.12)

and

λ⊥ ∼= e−β
fo(L,β)+fd(L,β)

2 Ld−1

eξ−1
L

y , (1.13)

where y is the scaling variable

y = ξL(β − β0(L))Ld−1Ed − Eo

2
(1.14)

and ξ−1
L is the constant

ξ−1
L =

√
q Γod(β0(L)) =

√
q e−βσodLd−1





Cod L

−1/2(1 +O(L−1)) , d = 2 ,

(1 +O(q−bL)) , d ≥ 3 ,

(1.15)

Note that the gaps ξ−1
sym(L, β) = log(λ+/λ−) and ξ−1(L, β) = log(λ+/λ⊥) following from

(1.12) and (1.13) are just

ξ−1
sym(L, β) ∼= 2ξ−1

L

√
1 + y2 (1.16)

and

ξ−1(L, β) ∼= ξ−1
L (
√

1 + y2 − y) . (1.17)

In Fig.1 I have drawn the eigenvalues λ± and λ⊥ and the eigenvalues

exp(−βfd(L, β)Ld−1) and exp(−βfo(L, β)Ld−1) of the ”unperturbed” matrix F in the

vicinity of the ”crossing point” β0(L) where fo(L, β) = fd(L, β). While λ+ and λ− show

a typical ”avoiding crossing behaviour” in the region where (β − β0(L))Ld−1 = O(ξ−1
L ) =

O(
√
q Γod),

log λ± ∼
(
fd(L, β) + fo(L, β)

2
Ld−1

)
±
√

qΓ2
od +

(
fd(L, β) − fo(L, β)

2
Ld−1

)2

,
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Fig. 1. The avoiding crossing region for the first three eigenvalues of − log T . The

eigenvalue λ⊥ is q−1 fold degenerate. To make the figure better readable, I have subtracted

a term βfo+βfd

2 Ld−1 from all curves.

the eigenvalue λ⊥ is essentially unperturbed and stays very near to exp(−βfo(L, β)Ld−1)

in the whole region |β − βt|Ld−1 ≤ 1 (in the approximation where the two surface terms

Γoo and Γdd are neglected, λ⊥ is in fact equal to exp(−βfo(L, β)Ld−1)). Outside of the

above transition region, the eigenvalues λ+ and λ⊥ are almost degenerate if β > β0(L),

while λ− and λ⊥ are almost degenerate4 if β < β0(L). In the infinite volume limit, these

degeneracies and the (q − 1) fold degeneracy of λ⊥ combine to give the q fold degeneracy

of fo(β). Note that the shift O(q−bL) between β0(L) and βt which is allowed5 by Theorem

4 Note that the gap between λ⊥ and λ− may grow again if β leaves the range |β −
βt|Ld−1 ≤ 1 allowed by Theorem A.

5 It seems natural to conjecture that the actual shift is O(e−L/ξo) − O(e−L/ξd), where

ξo and ξd are of the order of the infinite volume correlation length in the ordered and

disordered phase, respectively.
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A is much larger than the width of the transition region if d > 2. As a last observation, I

point out that the gap in the symmetric sector, ξ−1
sym(L, β) = log(λ+/λ−), is just two times

the gap ξ−1(L, β) = log(λ+/λ⊥) (plus very tiny corrections, see Section 4 for the precise

bounds) if β = β0(L).

Next, I discuss the FSS of the internal energy

Ecyl(L, β) := − 1

Ld−1

d

dβ
logλ+ (1.18)

in the cylinder V∞ = A×Z, where I used A to denote the d−1 dimensional periodic cube of

side length L. I recall that the infinite volume internal energy E(β) = limL→∞Ecyl(L, β)

jumps from Ed := E(βt − 0) to Eo := E(βt + 0) as β passes through βt, while the internal

energy following from (1.12) is just

Ecyl(L, β) ∼= Ed +Eo

2
+
Eo − Ed

2

y√
1 + y2

, (1.19)

where y is the scaling variable introduced in (1.14). Again one finds a transition region of

width O(L−(d−1)Γod) which is centered at β0(L), this time corresponding to the crossover

from Ecyl(L, β) ∼= Ed to Ecyl(L, β) ∼= Eo.

Note that the behaviour sketched in (1.16), (1.17) and (1.19) can be made rigorous,

provided q and L are sufficiently large, see Section 4 for details. For the convenience of

the reader, I summarize the main results in the following theorem.

Theorem B. Let q and L be sufficiently large and assume that |β−βt|Ld−1 ≤ 1. Let βt(L)

be the point where the gap in the symmetric sector, ξ−1
sym(L, β) is minimal, and let ξL be

the correlation length at the point βt(L),

ξL := ξ(L, βt(L))

Then

ξ−1
L =

√
q e−βσodLd−1




Cod L

−1/2(1 +O(L−1)) , d = 2 ,

(1 +O(q−bL)) , d ≥ 3 ,

(1.15′)

10



ξ−1
sym(L, β) = 2ξ−1

L

√
1 + y2 +O(ξ

−(2−ǫ)
L ) , (1.16′)

ξ−1(L, β) = ξ−1
L (
√

1 + y2 − y) +O(ξ
−(2−ǫ)
L ) (1.17′)

and

Ecyl(L, β) =

{
Ed + Eo

2
+
Eo − Ed

2

y√
1 + y2

}
(1 +O(β − βt(L)) +O(q−bL)) , (1.19′)

where

y = ξL(β − βt(L))Ld−1Ed − Eo

2
(1 +O(β − βt(L)) +O(q−bL)) (1.14′)

and ǫ = ǫ(q) is a small positive number which goes to zero as q → ∞.

At this point I want to stress that Theorem A and B are only proven if L and q are

sufficiently large. Unfortunately, the actual values of q which are needed to make these

theorems rigorous are much too large for physical applications6. It is therefore important

to discuss the validity of Theorem A and B on a more heuristic level. Going back to the

derivation of Theorem A as sketched above, we consider several steps:

(i) The resummation of ordinary contours into renormalized ”ground state energies”: In

a region where |β − βt|Ld−1 is small7, this should always be possible and lead to

renormalized ”ground state energies” fm(L, β) with |fm(L, β)− fm(β)| ≤ O(e−L/ξm),

as long as L ≥ ξm, the infinite volume correlation length of the phase m.

(ii) If one neglects the interaction between interfaces, the resummed weight of all interfaces

which correspond to the same flat interface can be considered as the partition function

6 For d = 2, where the physically interesting values of q are q ≤ 10, the methods of

[13,14] on which my proof of Theorem A and B is based require q>∼250. Other methods

(like [16] for which q ≥ 54 is enough) might give better bounds, but q = 10 or smaller is

definitely to small for a mathematically rigorous treatment along the lines presented here.

7 The importance of such a condition is discussed in the paragraph following equation

(2.8a) in Sections 2.
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of a suitable spin system in d−1 dimensions. It seems therefore reasonable to assume

that this weight is of the form

D(L)e−βσLd−1

,

where L−(d−1) logD(L) goes to zero as L→ ∞. It is less clear, however, that D(L) is

of the form (1 +O(e−bL)) in d > 2 if q is small. In fact, for d = 3, roughening would

suggest a different behaviour (a q-dependent constant, for example, or a logarithmic

dependence on L with q-dependent prefactor) if q approaches qc.

(iii) The fact that an order-order interface is always made out of two interacting order-

disorder interfaces and the related fact that σoo = 2σod is only proven for large q.

The question whether this ”complete wetting” phenomenon occurs for all values of

q > qc(d) is an interesting open question and a challenging problem for numerical

simulations (see, e.g., [17], where complete wetting has numerically been established

for the three states Potts model in d = 3.).

(iv) It seems reasonable to neglect the interaction between interfaces if L is sufficiently

large, because the average distance between interfaces is expected to be O(ξL), which

is much larger than the average height fluctuations within the interfaces, even if the

interfaces are rough.

I therefore feel that the theory presented here remains valid for small values of q as well,

as long as

L>∼L0 := max{ξo, ξd} and Ld−1σmn>∼1 . (1.20)

One should allow, however, for a slightly more general behaviour of the matrix elements

Γmn:

Γmn = Dmn(L)e−βσmnLd−1

,

where Dmn(L) is a slowly varying function of L, and where σoo may be different from

2σod. But as long as σoo and σdd are strictly larger than σod (which is obviously a much

weaker assumptions than complete wetting), the dominant contributions to λ± and λ⊥
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still come from Γod. It therefore seems reasonable to conjecture that Theorem B (with

e−bL replaced by O(e−L/L0) and O(ξ
−(2−ǫ)
L ) replaced by O(min{Γoo,Γdd})) remains valid

for small values of q as well if one allows for a slightly more general behaviour of ξ−1
L by

inserting a slowly varying function8 D(L) for d > 2.

Outline:

In the next section, I will prove Theorem A and its generalization to values of β

which don’t fulfil the constraint |β − βt|Ld−1 ≤ 1, using the results of [11]. In Section 3 I

calculate the eigenvalues of the matrix Γ of Theorem A and discuss their correspondence

to the irreducible representations of the global symmetry group. The FSS of λ±, λ⊥ and

the internal energy Ecyl is discussed in Section 4. Section 5 is devoted to the discussion

of the gaps ξ−1
sym(L, β) = log(λ+/λ−) and ξ(L, β) = 1/ log(λ+/λ⊥) and their derivatives,

and contains the statement concerning ν(L) mentioned in the introduction. The appendix

contains some material about duality in finite volumes.

While Section 2 and 4 contain the more technical details of this paper, Section 3 and

5 (and this introduction) are probably most interesting for the reader interested in the

applications of the ideas presented here.

8 It is an interesting problem to determine the small q behaviour of D(L) for d > 3.

A continuum description of interfaces [18-20] would lead to a powerlaw dependence on L,

while the observation that there is no roughening in d > 3 suggests a large L behaviour

D(L) = (1+O(e−bL)) for all q > qc(d). Note that there might be a crossover from a small

L continuum behavior to an asymptotic large L lattice behaviour.
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2. Contours and Interfaces.

In this section I combine the methods of [3] and [11] to prove Theorem A and its

generalization to values of β which don’t fulfil the constraint |β − βt|Ld−1 ≤ 1. I start

with a review of the main steps which lead from the Fortuin-Kastelyn representation of

the Potts model [12] to a contour representation of the Potts model, see [13,14] and [3] for

the original treatment. In order to fix the notation used in this section, I define: Ā and

T̄ are used to denote the continuum torus (R/LZ)d−1 and (R/tZ), respectively, V̄ is the

continuum torus V̄ = Ā × T̄ , A and V are the corresponding lattice analogs (Z/LZ)d−1

and (Z/LZ)d−1 × (R/tZ), respectively, and V∞ = A× Z is the infinite cylinder.

Using the symbol V1 to denote the set of all dtLd−1 nearest neighbor bonds in V , the

partition function Zper(V, β) of the Potts model is defined as

Zper(V, β) =
∑

σV

∏

〈xy〉∈V1

eβδ(σx,σy) , (2.1)

where the sum runs over all possible configurations σV : V ∋ x 7→ σx ∈ Zq . The Fortuin-

Kasteleyn representation of the Potts model [12] is obtained by expanding eβδ in (2.1) as

1 + (eβ − 1)δ:

Zper(V, β) =
∑

σV

∑

X⊂V1

∏

〈xy〉∈X

(eβ − 1)δ(σx, σy) . (2.2)

Interchanging the two sums, the sum over σV can be performed exactly, giving a factor q

for each connected component of X and for each point x ∈ V/S(X) (we use the symbol

S(X) to denote the set of points x ∈ V which belong to a bond in X). The partition

function Zper(V, β) can therefore be rewritten as

Zper(V, β) =
∑

X⊂V1

(eβ − 1)|X|qC(X)q|V \S(X)| , (2.3)

where the summation runs over all sets of bonds X ⊂ V1, |X | and C(X) are used to denote

the number of bonds and connected components of X , respectively, and |V/S(X)| is used

to denote the number of points in V/S(X).
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Introducing the set of bonds δX which belong to V1\X and are connected to X , we

note that

|S(X)| − 1

d
|X | =

1

2d
‖δX‖ :=

1

2d

∑

b∈δX

|S(b) ∩ S(X)| . (2.4)

which follows from the fact that 2d bonds meet at every site of the lattice As a consequence,

the partition function Zper(V, β) becomes

Zper(V, β) =
∑

X⊂V1

(eβ − 1)|X|q
1
d |V1\X|qC(X)q−

1
2d‖δX‖ . (2.5)

The formula (2.5) already expresses the fact that (for (eβ−1) ≈ q1/d) the partition function

Zper(V, β) describes the coexistence of an ordered phase (small empty islands in a sea of

bonds X) and a disordered phase (small oases of X in an empty desert), with excitations

suppressed as q−ℓ/(2d) where ℓ is the length of their boundary.

In order to define the contours corresponding to a given configuration X , we now

introduce the set ∂X of d− 1 dimensional faces dual to the bonds in δX . Counting each

face dual to a bond in δ2X := {b ∈ δX : |S(b)| = 2} twice, we then decompose ∂X

into connected components, say, Y1, . . . , Yn, which are called the contours corresponding

to the configuration X ⊂ V1. The contours Y1, . . . , Yn then separate ordered regions

(those containing the bonds in X) from disordered regions (those containing the bonds in

V1 \ (X ∪ δX)).

To make the above decomposition of ∂X into contours precise, we proceed as follows:

Considering the bonds, plaquettes, . . . in V as subsets of the continuum torus V̄ , we define

P (X) as the union of all bonds in X and all plaquettes in V which contain 4 bonds of X

if d = 2. For d = 3 the set P (X) contains in addition the cubes whose all 12 bonds are in

X , etc. We then consider the neighborhood of P (X) which contains all points of distance

less than 1/2 − ǫ from P (X). The boundary of this set (which is non empty except for

X = V1 or X = ∅) splits into connected components (with respect to the usual topology of

V̄ ), say, Y1, . . . , Yn, which we call the contours corresponding to the configuration X ⊂ V1.

Sending ǫ → 0, we obtain the desired decomposition of ∂X into contours. Note that two

contours can touch on their disordered sides (if this happens, the corresponding bond was
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a bond in δ2X), but not on their ordered side. In a similar way, two plaquettes of a given

contour may touch on their disordered sides.

Using the relation (2.4) and the fact that ‖δX‖ =
∑n

k=1 |Yk|, where |Y | denotes the

number of d− 1 dimensional faces in Y , we then rewrite

Zper(V, β) =
∑

X⊂V1

(eβ − 1)|X|q
1
d |V1\X|qC(X)

∏

Y

q−|Y |/(2d) (2.6)

This is the desired contour representation of Zper. Note the factor qC(X) which accounts

for the fact that each ordered region corresponds to the q possibilities σ = 1, . . . , q.

Turning to long cylinders, we now define: a contour Y ⊂ V̄ = Ā× T̄ is called short iff

it is possible to find a closed interval I ⊂ T̄ , T̄ \I 6= ∅, such that Y lies in Ā×I. Otherwise

Y is called long. A short contour can be imbedded in the infinite cylinder V̄∞ = Ā × R.

We therefore may consider the set V̄∞ \ Y for a given short contour Y . If it contains two

infinite components separated by Y , we call Y an interface or also a kink, otherwise we

call Y an ordinary contour.

Following [3] we assign an activity z(Y ) = q−|Y |/(2d) to each ordinary contour de-

scribing a transition from an ordered exterior to a disordered interior, and an activity

z(Y ) = q q−|Y |/(2d) to each ordinary contour describing a transition from a disordered

exterior to an ordered interior (the additional factor of q corresponds to the fact that an

insertion of such a contour into a disordered region increases C(X) by one). Since the

length of the smallest ordinary contour with an ordered interior that may be imbedded

into Rd is 4d− 2,

|z(Y )| ≤ e−τ1|Y | with τ1 :=

(
1

2d
− 1

4d− 2

)
log q , (2.7)

for all ordinary contours that may be imbedded into Rd. If L is large enough, this bound

remains valid for topologically non-trivial ordinary contours as well (obviously, L ≥ 4d− 2

is large enough).

Let us now consider the partition function Z̃res(V, β) which is obtained from Zper(V, β)

by leaving out all configurations which contain interfaces or long contours. Defining the
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exterior of a configuration as the intersection of the exteriors of its ordinary contours, each

configuration X has either an ordered exterior (in this case X is called a perturbation of

the completely ordered configuration Xord = V1) or an disordered exterior (in this case X

is called a perturbation of the completely disordered configuration Xdis = ∅); collecting

the first type of configurations into a partition function Zo(V, β) and the second type into

a partition function Zd(V, β), we obtain that Z̃res(V, β) = Zo(V, β) + Zd(V, β). Assume

now that a condition of the form

ao L
d−1 ≡ β[fo(β) − f(β)]Ld−1 ≤ 7

8
τ1 (2.8a)

is fulfilled. The gain in energy resulting from the insertion of an ordinary contour with

interior IntY into the ordered phase can then be bounded by ao|IntY | ≤ aoL
d−1|Y | ≤

(7τ1/8)|Y |, leaving an effective decay exp(−(τ1 − aoL
d−1)|Y |) ≤ exp(−(3τ1/16)|Y |). As

a consequence, Zo(V, β) can be analysed by a convergent expansion if L and q are large

enough and (2.8a) is fulfilled, see section 3 of [11] for details. One obtains that

logZo(V, β) = log q − βfo(β, L)|V | +O(|V |e−(τ1−O(1)−aoLd−1)t) (2.9a)

where fo(β, L) is a real analytic function of β in the region (2.8a) which obeys a bound

β|fo(L, β) − fo(β)| ≤ e−(τ1−O(1)−aoLd−1)L . (2.10a)

In a similar way, the condition

ad L
d−1 ≡ β[fd(β) − f(β)]Ld−1 ≤ 7

8
τ1 , (2.8b)

implies that

logZd(V, β) = −βfd(β, L)|V | +O(|V |e−(τ1−O(1)−adLd−1)t) (2.9b)

where fd(β, L) is a real analytic function of β in the region (2.8b) which obeys a bound

β|fd(L, β) − fd(β)| ≤ e−(τ1−O(1)−adLd−1)L . (2.10b)
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Turning to the actual finite-size scaling in long cylinders, we now consider the partition

function Zres(V, β) which contains only interfaces and ordinary contours and resum the

ordinary contours. Assume that a condition

aLd−1 ≡ min{ao, ad} = β|fo(β) − fd(β)|Ld−1 ≤ 7
8τ1 (2.11)

is fulfilled. As explained above, the resummation of the ordinary contours can then be

controlled by a convergent expansion provided L and q are large enough. As net result one

obtains new volume factors e−βfo(L,β)|X|/d and e−βfd(L,β)|V1\X|/d for the regions between

interfaces, an effective weight q−|Y |/(2d)eg(Y ) for the interfaces and an interaction term

eg(Y,Y ′) for neighboring interfaces, see [11], Section 3. If we order the interfaces Y1, · · · , Yn

of a configuration X chronologically, this leads to the representation

Zres(V, β) =
∑

X

e−βfo(L,β)|X|/de−βfd(L,β)|V1\X|/d×

× qC(X)
∏

i

q−|Yi|/(2d)eg(Yi)eg(Yi,Yi+1) ,

where the sum runs over configurations X ⊂ V1 for which ∂X contains only interfaces,

and g(Y ) and g(Y, Y ′) are functions of β which may be expressed as a convergent sum

over ordinary contours. They are analytic in the region (2.11) and and can be bounded by

|Y |O(1) and min{|Y |, |Y ′|}O(1), respectively. As for fi(L, β), the bound on g(Y, Y ′) can

be sharpened, leading to

|g(Y, Y ′)| ≤ min{|Y |, |Y ′|}e−(τ1−O(1)−aiL
d−1)dist(Y,Y ′) , (2.12)

where ai = ao if the region between Y and Y ′ is ordered and ai = ad if it is disordered

(see Section 3 of [11]).

Expressing the quantity |X | in the volume factor in terms of |S(X)| and ‖δX‖ and

defining

κ(Y ) = e−
β
2 (fd(L,β)−fo(L,β))|Y |eg(Y )q−|Y |/(2d) , (2.13)
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we finally get

Zres(V, β) =e−βfd(L,β)|V | + q e−βfo(L,β)|V | +

+

∞∑

n=2

1

n

∑

Y1,···,Yn

∏

i

ni κ(Yi) e
g(Yi,Yi+1)e−βfi(L,β)|Vi| , (2.14)

where the second sum goes over interfaces Y1, . . . , Yn that are chronologically ordered, Vi

is the volume bounded by Yi and Yi+1, fi = fo and ni = q if Vi is an ordered region,

while fi = fd and ni = 1 if Vi is a disordered region. Of course, Yi+1 must be an

interface describing a transition from a disordered state to an ordered state if Yi describes

a transition from an ordered state to a disordered state and vice versa. The factor 1/n in

the above sum counts for the fact that cyclic permutations of Y1, . . . , Yn correspond to the

same configuration in the sum (2.6).

We finally state two bounds which - together with the bounds (2.10), (2.12), and

similar bounds on derivatives - are needed to apply the methods of [11], Section 4 and 5:

Assuming that |β − βt| ≤ O(1) and t ≥ (d− 1) logL, we have that

|κ(Y )| ≤ e−(τ−O(1))|Y | , with τ =
1

2d
log q , (2.15)

and

|Zper(V, β) − Zres(V, β)| ≤ e−βf(β)|V |e−(τ1−O(1))t . (2.16)

While the first bound follows from the fact that we only consider values of β for which

|β − βt| ≤ O(1) (which implies that β|fd(L, β) − fo(L, β)| ≤ O(1)) and the bound

g(Y ) ≤ O(1)|Y |, (2.16) is a consequence of the fact that each configuration contributing

to Zper(V, β) − Zres(V, β) contains at least one long contour Yi. Given the representation

(2.14), the bounds (2.10), (2.12), (2.15), (2.16) and the corresponding generalizations to

derivatives, we may now apply the methods of Section 4 and 5 of [11]. As a result we

obtain the following sharper version of Theorem A, together with several bounds which

are needed to prove FSS formula for the internal energy and other quantities of interest.
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For the convenience of the reader we state these results in a separate theorem, Theorem

2.2 (below).

Theorem 2.1. Let q and L be sufficiently large and assume that aLd−1 := β|fo(β) −
fd(β)|Ld−1 ≤ 7

8τ1, where τ1 = ( 1
2d − 1

4d−2 ) log q. Then there are real valued function

fo(L, β), fd(L, β), Γoo(L, β), Γdd(L, β) and Γod(L, β), forming (q + 1) × (q + 1) sym-

metric matrix F and Γ, where F is the diagonal matrix with matrix elements F00 =

exp(−βfd(L, β)Ld−1), Fmm = exp(−βfo(L, β)Ld−1) (m = 1, · · · , q) and Γ is the ma-

trix with matrix elements Γ00 = Γdd(L, β), Γ0m = Γm0 = Γod(L, β) and Γmn = Γoo(L, β),

(m,n = 1, · · · , q), such that the following statements hold provided k ≤ 6.

(i) Assume that t ≥ (d− 1) logL. Then

∣∣∣∣
dk

dβk

[
Zper(V, β) − tr (F + F 1/2ΓF 1/2)t

]∣∣∣∣ ≤ e−βf |V |e−(τ1−O(1))t . (2.18)

(ii) Let τ = 1
2d log q. Then

∣∣∣∣
dk

dβk
Γoo(L, β)

∣∣∣∣ ≤ e−(2τ−O(1))Ld−1

, (2.19a)

∣∣∣∣
dk

dβk
Γdd(L, β)

∣∣∣∣ ≤ qe−(2τ−O(1))Ld−1

, (2.19b)

∣∣∣∣
dk

dβk
Γod(L, β)

∣∣∣∣ ≤ e−(τ−O(1))Ld−1

. (2.19c)

(iii) Let ai := fi(β) − f(β). Then

∣∣∣∣
dk

dβk
(βfi(L, β) − βfi(β))

∣∣∣∣ ≤ e−(τ1−aiL
d−1−O(1))L . (2.20)

(iv) There is a (q-dependent) constant Cod > 0 such that

Γod(L, β)) =




Cod L

−1/2e−βσodL(1 +O(L−1)) , d = 2 ,

e−βσodLd−1

(1 +O(e−bτ1L)) , d ≥ 3 ,

(2.21)
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provided |β − βt| ≤ e−τ1L/2.

Theorem 2.2. Let q and L be sufficiently large and assume that aLd−1 := β|fo(β) −
fd(β)|Ld−1 ≤ 7

8τ1. Then

∣∣∣∣
dkΓod(L, β)

dβk

∣∣∣∣ ≤ O(Lk(d−1))Γod(L, β) . (2.22)

provided k ≤ 6.

Remarks: (i) In order to see that the matrix (Γmn)m,n=1,...,q of Theorem 2.1 has constant

entries Γmn = Γoo, we note that the inductive expansions of Section 4 of [11] start from a

representation of Zres(V, β) which may be rewritten as a sum of terms of the form

q∑

m1=0

· · ·
q∑

mn=0

n∏

i=1

e−βfmi
|Ki|L

d−1

rmimi+1
(Ii)

where I1, . . . , In and K1, . . . , Kn are intervals which form a partition of T into disjoint

intervals, fm = fo(L, β) if m ≥ 1 and fm = fd(L, β) if m = 0, and rmn(I) = rmn(|I|) is a

function of the form

rmn(I) =






roo(|I|) if m ≥ 1 and n ≥ 1,
rdd(|I|) if m = n = 0,
rod(|I|) else.

The inductive expansions reproduce this form for Zres(V, β), just replacing roo, rod and rdd

by suitable, inductively defined functions r
(k)
oo , r

(k)
od and r

(k)
dd . In the limit k → ∞, r

(k)
mn(|I|)

then goes to zero unless I is an interval of length 1, leaving an expression of the form tr Rt,

with (R − F )mn = limk→∞ r
(k)
mn(|I| = 1), see Section 4 of [11] for details. The fact that

r
(k)
mn(I) = r

(k)
oo (I) then immediately implies that the matrix (Γmn)m,n=1,...,q has constant

entries.

(ii) In the more general context of [11], the bounds on the derivatives of Γ in d = 2

were much more limited than those stated in Theorem 2.2 (see Proposition 2.4 of [11]).

The reason that we can prove the stronger statement of Theorem 2.2 for the concrete
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model considered here is the fact that we have logarithmic bounds on the derivatives of

the surface activity κ(Y ):
∣∣∣∣
dkκ(Y )

dβk

∣∣∣∣ ≤ O(|Y |k)κ(Y ) . (2.23)

Recalling that the main input for the bounds on the derivatives of Γ were the corresponding

bounds for the derivatives of the one surface term Γ(1), we use that Γ
(1)
od is given as a sum

of the form

Γ
(1)
od =

∑

Y

κ(Y ) e−
β(fo(L,β)−fd(L,β)

2 ∆Y

=
∑

|Y |≤3L

κ(Y ) e−
β(fo(L,β)−fd(L,β)

2 ∆Y +
∑

|Y |>3L

κ(Y ) e−
β(fo(L,β)−fd(L,β)

2 ∆Y , (2.24)

where ∆(Y ) is the quantity introduced in equation (5.3) of [11]. Here we only need that

|∆(Y )| is bounded by L and that ∆(Y ) = 0 for flat surfaces. We then use (2.23) to bound

the derivatives of the first sum, and the fact that κ(Y ) and its derivatives may be bounded

by e−(τ−O(1))|Y | to bound the derivatives of the second sum. We obtain that

∣∣∣∣∣
dkΓ

(1)
od (L, β)

dβk

∣∣∣∣∣ ≤ O(Lk)Γ
(1)
od (L, β) +O(e−3(τ−O(1))L) . (2.25)

Combining this bound with the fact that Γ
(1)
od is bounded from below by the ”flat surface

term” κ(Y flat) = e−(τ+O(1))L (we recall that ∆(Y ) = 0 if Y is a flat surface), we obtain

the bound (2.22) for Γ
(1)
od . Using Proposition 5.3 of [11] to bound the difference between

Γod and Γ
(1)
od we get Theorem 2.2 for d = 2.

(iii) It is sometimes useful to replace a bound of the form e−(2τ−O(1))Ld−1

by

Γode
−(τ−O(1))Ld−1

. In fact, such a replacement can be justified since

Γod(L, β) ≥ e−(τ+O(1))Ld−1

, (2.26)

which can, e.g., be deduced from the corresponding bound on Γ
(1)
od (L, β) and Proposition

5.3 of [11].
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(iv) Due to the bound (2.20), the eigenvalues of the matrix F lie in an interval of the

form

[e−(βfLd−1+7τ1/8+O(1)), e−(βfLd−1−O(1))] , (2.27)

provided aLd−1 ≤ 7τ1/8. Due to the bounds (2.19), the eigenvalues of the matrix F +

F 1/2ΓF 1/2 lie in an interval of the form (2.27) as well. Theorem 2.1 therefore implies that

the first q + 1 eigenvalues λ1 ≥ · · · ≥ λq+1 of the transfer matrix are just the eigenvalues

of the matrix F +F 1/2ΓF 1/2, together with a bound λi ≤ e−(τ1−O(1))λ1 for the remaining

eigenvalues of the transfer matrix.

We finally want to comment on the restriction aLd−1 ≤ 7τ1/8 in Theorem 2.1. If a

condition of this form is not fulfilled, the resummation of the ordinary contours perturbing

an unstable phase can no longer be controlled by a convergent expansion. But if aLd−1 is

big, configurations containing large regions of the unstable phase are heavily suppressed.

As a consequence, two surfaces Yi and Yi+1 bounding an unstable region Vi tend to stay

very close to each other and hence may be treated as a single, ”fat” surface Ỹ = Yi∪Vi∪Yi+1

describing a transition between two stable phases. As a consequence, the unstable phases

effectively disappear from the right hand side of (2.14), and we obtain a representation of

the form

Zres(V, β) = e−βfd(L,β)|V | +

∞∑

m=1

1

m

∑

Ỹ1,···,Ỹm

∏

i

κ(Ỹi) e
g(Ỹi,Ỹi+1)e−βfd(L,β)|Vi| +

+O(e−(τ∗−O(1))t) (2.28a)

if β < βt and

Zres(V, β) = qe−βfo(L,β)|V | +

∞∑

m=1

qm

m

∑

Ỹ1,···,Ỹm

∏

i

κ(Ỹi) e
g(Ỹi,Ỹi+1)e−βfd(L,β)|Vi| +

+O(e−(τ∗−O(1))t) (2.28b)

if β > βt. The error term involving the decay constant

τ∗ := min{τ1, aLd−1} , (2.29)
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corrects for the fact that we left out all configurations which contain only ordinary contours

and are perturbations of the unstable phase (corresponding to the terms qe−βfo(L,β)|V | and

e−βfd(L,β)|V |, respectively, in the sum (2.14)). Starting from the representations (2.28), we

may proceed as before to obtain the following

Theorem 2.3. Let L and q be sufficiently large, assume that

aLd−1 ≥ 3

4
τ1 ,

and let τ∗ be the constant defined in (2.29). Then the following statements are true provided

k ≤ 6 and t ≥ (d− 1) log q and |β − βt| ≤ O(1).

(i) If β < βt, then there is a function Γ′
dd(L, β) satisfying the bound (2.19b) such that

∣∣∣∣
dk

dβk

[
Zper(V, β) −

(
(1 + Γ′

dd(L, β))e−βfd(L,β)Ld−1
)t
]∣∣∣∣ ≤ e−βf |V |e−(τ∗−O(1))t . (2.30)

(ii) If β > βt, then there is a function Γ′
oo(L, β) satisfying the bound (2.19a) such that

∣∣∣∣
dk

dβk

[
Zper(V, β) − tr(F + F 1/2ΓF 1/2)t

]∣∣∣∣ ≤ e−βf |V |e−(τ∗−O(1))t , (2.31)

where Γ is the q × q matrix with matrix elements Γmn = Γ′
oo, and F is the q × q matrix

with matrix elements Fmn = δmn e
−βfo(L,β)Ld−1

(m,n = 1, . . . , q).

Remark: The matrix F + F 1/2ΓF 1/2 in (2.31) can be easily diagonalized. One finds

one simple eigenvalue (1 + qΓ′
oo)e

−βfo(L,β)Ld−1

and one q − 1 fold degenerate eigenvalue

e−βfo(L,β)Ld−1

. As a consequence, the bound (2.31) can be rewritten as

∣∣∣∣
dk

dβk

[
Zper(V, β) −

(
(1 + qΓ′

oo)
t + (q − 1))

)
e−βfo(L,β)|V |

]∣∣∣∣ ≤ e−βf |V |e−(τ∗−O(1))t .

(2.31′)
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3. The Transfer Matrix and its First Eigenvalues

As a consequence of Theorem A, the first q + 1 eigenvalues of the transfer matrix T
are just the eigenvalues of the matrix

R = F + F 1/2ΓF 1/2 , (3.1)

provided |β − βt|Ld−1 ≤ 1. In order to calculate these eigenvalues, we consider vectors

~v = (v0, v1, · · · , vq) ∈ Cq+1 and note that R~v = λ⊥ ≡ e−βfo(L,β)Ld−1

~v for vectors of the

form ~v = (0, v1, · · · , vq),
∑
vi = 0. On the remaining two dimensional subspace (where

~v = (v0, v, · · · , v)), the eigenvalues of R are obtained by diagonalizing the effective 2 × 2

matrix

R̂ =




(1 + Γdd)e
−Ld−1βfd(L,β) √

q e−β
fo(L,β)+fd(L,β)

2 Ld−1

Γod

√
q e−β

fo(L,β)+fd(L,β)

2 Ld−1

Γod (1 + qΓoo)e
−Ld−1βfo(L,β)


 . (3.2)

Defining

βf̃o(L, β) = βfo(L, β) − L−d−1 log(1 + qΓoo) , (3.3a)

βf̃d(L, β) = βfd(L, β) − L−d−1 log(1 + Γdd) , (3.3b)

x̃ = 1
2(βf̃d(L, β) − βf̃o(L, β))Ld−1 , (3.3c)

and

Γ̃od =
Γod√

1 + Γdd

√
1 + qΓoo

, (3.4)

we rewrite R̂ as

R̂ = e−β
f̃o(L,β)+f̃d(L,β)

2 Ld−1




e−x̃ √
qΓ̃od

√
qΓ̃od ex̃


 .
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Calculating the eigenvalues of R̂ and putting everything together we find that the first

q + 1 eigenvalues of the transfer matrix T are just

λ⊥ = e−βfo(L,β)Ld−1

= e−β
f̃o(L,β)+f̃d(L,β)

2 Ld−1

(
ex̃

1 + qΓoo

)
(3.5)

and

λ± = e−β
f̃o(L,β)+f̃d(L,β)

2 Ld−1

(
cosh x̃±

√
sinh2 x̃+ qΓ̃2

od

)
(3.6)

where λ+ and λ− are simple eigenvalues, while λ⊥ is q − 1 fold degenerate.

Remark: It is sometimes convenient to rewrite λ± in a slightly different form. Observing

that
(

cosh x̃+

√
sinh2 x̃+ qΓ̃2

od

)(
cosh x̃−

√
sinh2 x̃+ qΓ̃2

od

)
= 1 − qΓ̃2

od ,

while

cosh x̃+
√

sinh2 x̃+ qΓ̃2
od

cosh x̃−
√

sinh2 x̃+ qΓ̃2
od

=
1 +

√
tanh2 x̃+ qΓ̃2

od/ cosh2 x̃

1 −
√

tanh2 x̃+ qΓ̃2
od/ cosh2 x̃

,

we introduce the quantity x̂ defined by

tanh x̂ =

√
tanh2 x̃+ qΓ̃2

od/ cosh2 x̃ (3.7)

to rewrite

λ+

λ−
=

1 + tanh x̂

1 − tanh x̂
= e2x̂ . (3.8)

Using the variable x̂, we then rewrite λ± as

λ± = e−β
f̃o(L,β)+f̃d(L,β)

2 Ld−1
√

1 − qΓ̃2
od e

±x̂ . (3.9)

In order to discuss the relation of the eigenvalues λ± and λ⊥ to the irreducible rep-

resentations of the global symmetry, we recall that the transfer matrix may be considered
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as a bounded operator on the Hilbert space H of complex valued functions ψ = ψ(σA)

over the configuration space (Zq)
A = {σA | σA : A→ Zq} (recall that V = A×T , where T

is the one dimensional torus of length t and A, the spatial lattice, is a d− 1-dimensional

torus of side length L). On this Hilbert space, an element g = e2πik/q (k = 0, · · · , q− 1) of

the global symmetry group Zq is represented by the unitary operator U(e2πik/q),

(U(e2πik/q)ψ)(σA) := ψ(e−2πik/qσA) , (3.10)

where the configuration e−2πik/qσA is obtained from the configuration σA by multiplying

each spin σx by e−2πik/q. Denoting the irreducible representations of the abelian group Zq

by χl, χl(e
2πik/q) = e2πikl/q, we may then decompose the Hilbert space H as

H =

q−1⊕

l=0

Hl (3.11)

where Hl is the subspace of H on which the unitary operator U(g) is just the multiplication

by χl(g).

Due to the global symmetry of the model, the transfer matrix T commutes with

the unitary operators U(g), g ∈ Zq. It follows that T and U(g) can be simultaneously

diagonalized, and that

Zper(V, β) =

q−1∑

l=0

TrHl
T t . (3.12)

The following theorem then expresses the fact that the two lowest eigenvalues of T in the

subspace H0 where the global symmetry is represented trivially are just the eigenvalues

λ± defined in (3.6), while the lowest eigenvalue of T in Hl (l 6= 0) is λ⊥. Heuristically,

this can be seen by arguing that the action of Zq in the effective one dimensional model,

where the transfer matrix is just the matrix R on the Hilbert space H = Cq+1, is given by

the relation

U(e2πik/q)(v0, v1, · · · , vq) := (v0, v1+k, · · · , vq+k) ,
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where we identified vn+q with vn, n = 1, · · · , q. Admitting this correspondence, the corre-

spondence between the q + 1 lowest eigenvalues of T and the irreducible representations

of the global symmetry just follows from the fact that λ⊥ corresponds to the subspace

where v = (0, v1, · · · , vq) with
∑
vi = 0, while λ± correspond to the subspace where

v = (v0, v, · · · , v).

In order to actually prove the above correspondence, we will use the Fortuin-Kasteleyn

representation [12] of the Potts model. Using the symbol V1 to denote the set of all d|V |
nearest neighbor bonds in V , the Fortuin-Kastelyn representation of the Potts model is

obtained by expanding eβδ in

Zper(V, β) =
∑

σV

∏

〈xy〉∈V1

eβδ(σx,σy) , (3.13)

as 1 + (eβ − 1)δ:

Zper(V, β) =
∑

σV

∑

X⊂V1

∏

〈xy〉∈X

(eβ − 1)δ(σx, σy) . (3.14)

Interchanging the two sums, the sum over σV can be performed exactly, giving a factor q

for each connected component of X and for each point x ∈ V/S(X) (we use the symbol

S(X) to denote the set of points x ∈ V which belong to a bond in X). The partition

function Zper(V, β) can therefore be rewritten as

Zper(V, β) =
∑

X⊂V1

(eβ − 1)|X|qC(X)q|V \S(X)| , (3.15)

where the summation runs over all sets of bonds X ⊂ V1, |X | and C(X) are used to denote

the number of bonds and connected components of X , respectively, and |V/S(X)| is used

to denote the number of points in V/S(X). We stress that the above manipulations are

manipulations on finite sums, and therefore do not require any assumptions like large q

or small β. This is the reason why the first statement of Theorem 3.1 (below) does not

contain any restriction on β, q or t.
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Theorem 3.1.

(i) Let Z⊥(V, β) be the partition function obtained from Zper(V, β) by restricting the sum

in (3.15) to configurations X ⊂ V1 which contain at least one loop closed via the periodicity

in time direction. Then

TrHl
T t =

1

q
Z⊥(V, β) for all l 6= 0 . (3.16)

(ii) Let q and L be sufficiently large, t ≥ (d− 1) log q, k ≤ 6 and |β − βt|Ld−1 ≤ 1. Then

∣∣∣∣
dk

dβk

[
TrHl

T t − λt
⊥

]∣∣∣∣ ≤ e−βf |V |q−bt for all l 6= 0 (3.17)

and
∣∣∣∣
dk

dβk

[
TrH0

T t −
(
λt

+ + λt
−

)]∣∣∣∣ ≤ e−βf |V |q−bt . (3.18)

Proof. We start with the proof of (i). We note that Hl may be written as

Hl = PlH where Pl :=
1

q

∑

g∈Zq

χl(g
−1)U(g) (3.19)

and write the lattice V as V = ∪t
i=1Ai, where Ai denotes the i’th time slice of V . Intro-

ducing the set B12 of nearest neighbor pairs < xy > for which x ∈ A1 and y ∈ A2, the

partition function

Z(n) := TrHU(e2πin/q)T t (3.20)

is then obtained from Zper by replacing δ(σx, σy) in (3.13) and (3.14) by

δ(n)
xy (σx, σy) =

{
δ(σx, σy) if < xy >/∈ B12 ,
δ(σxe

−2πin/q, σy) if < xy >∈ B12 .

For a given X ⊂ V1 in the sum (3.14), let us consider a component C of X . If C contains

a loop L which is closed via the periodicity in time direction, the product

∏

〈xy〉∈C

δ(n)
xy (σx, σy) (3.21)
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will be zero for all configurations σV if n modulo q is different from zero. If C does not

contain such a loop, however, one finds exactly q configurations σS(C) on the set of points

S(C) for which the product (3.21) is different from zero (and hence 1!). We therefore find

that Z(n) is given by a formula of the form (3.15) as well, with the only difference that the

sum over X is restricted to those configurations for which X does not contain a loop which

is closed via the periodicity in time direction. With the definitions of the above theorem,

this reads

Z(n) = Zper(V, β) − Z⊥(V, β) =: Z ′
per(V, β) if n = 1, 2, · · · , q − 1 .

As a consequence

TrHl
T t =

1

q

q−1∑

n=0

e−2πinl/q Z(n)

=
1

q
Zper(V, β) +

1

q

q−1∑

n=1

e−2πinl/q Z ′
per(V, β)

=
1

q
(Zper(V, β) − Z ′

per(V, β)) +
1

q

q−1∑

n=0

e−2πinl/q Z ′
per(V, β)

=
1

q
Z⊥(V, β) + δ0l Z

′
per(V, β)

,

which proves (i).

In order to prove (ii) we use the contour expansions of the last section. Since the

existence of a loop L ⊂ X which is closed via the periodicity in time direction implies

that the set of contours corresponding to the configuration X contains no interfaces, the

partition function Z⊥(V, β) is just a sum over configurations X which are perturbations

of the completely ordered configuration X = V1 by ordinary contours, plus an error term

coming from the configurations which contain long contours. In the language of the last

section, this reads Z⊥(V, β) = Zo(V, β) + O(e−βf |V |e−(τ1−O(1))L), where Zo(V, β) is the

partition function introduced in the paragraph following (2.7). The results of the last

section, in particular (2.9a) and its generalization to derivatives, then imply the bound
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(3.17). The bound (3.18) follows from (3.17) and the fact that statement (i) of Theorem

A may be rewritten as

∣∣∣∣
dk

dβk

[
Zper(V, β) −

(
λt

+ + λt
− + (q − 1)λt

⊥

)]∣∣∣∣ ≤ e−βf |V |q−bt . (3.22)

Remarks: i) Up to now, λ± and λ⊥ are only defined in the region where the ”effective

transfer matrix ” R = F +F 1/2ΓF 1/2 is defined. Using the fact that the lowest eigenvalue

of the full transfer matrix T is simple and corresponds to an eigenvector ψ ∈ H0 due to the

Perron-Frobenious theorem, we may give the following alternative definition which gives

λ± and λ⊥ directly as eigenvalues of T . We define: λ+ is the largest eigenvalue of T , λ−

is the next eigenvalue of T in the Hilbert space H0, and λ⊥ is the largest eigenvalue of T
in the Hilbert space H⊥ :=

⊕q−1
l=1 Hl. Note that λ⊥ is (at least) q − 1 fold degenerate due

to the above Theorem 3.1.

ii) Introducing ξ−1
sym(L, β) as the spectral gap of the transfer matrix Tsym = T |H0

for

the symmetric sector,

ξ−1
sym(L, β) := log(λ+/λ−) , (3.23)

and ξ−1(L, β) as

ξ−1(L, β) := log(λ+/λ⊥) , (3.24)

the results stated at the beginning of this section, in particular (3.7) through (3.9), imply

that

ξ−1
sym(L, β) = 2x̂ (3.25)

and

ξ−1(L, β) = (x̂− x̃) + 1
2 log(1 − qΓ̃2

od) + log(1 + qΓoo) , (3.26)

provided |β − βt|Ld−1 ≤ 1.
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iii) As shown in the last section, Theorem A can be extended to the wider range

aLd−1 ≡ β|fo(β) − fd(β)|Ld−1 ≤ 7τ1
8

with τ1 = (
1

2d
− 1

4d− 2
) log q . (3.27)

Outside this region, it is no longer possible to actually calculate all three eigenvalues λ±

and λ⊥ by the methods of [11]. Using an effective matrix R of lower rank, see Theorem

2.3 of the last section, one may prove, however, that

∣∣∣∣
dk

dβk

(
logλ+ + βf(β)Ld−1

)∣∣∣∣ ≤ q−bL . (3.28)

and

1

λ+

∣∣∣∣
dkλ−
dβk

∣∣∣∣ ≤ O(e−7τ1/8) , (3.29)

provided |β − βt| is so large that (3.27) is violated. If β < βt and (3.27) is violated, the

bound (3.29) holds for λ⊥ as well,

1

λ+

∣∣∣∣
dkλ⊥
dβk

∣∣∣∣ ≤ O(e−7τ1/8) , (3.30)

while
∣∣∣∣
dk

dβk
(logλ⊥ − logλ+)

∣∣∣∣ ≤ qe−(2τ−O(1))Ld−1

, (3.31)

if β > βt and (3.27) is violated. As in Theorem 2.3, one needs |β − βt| ≤ O(1), q and L

sufficiently large, and k ≤ 6.

We close this section with a theorem concerning the behaviour of the ”symmetric

part”, Zsym(V, β) := TrH0
T t of the partition function Zper(V, β) for d = 2.

Theorem 3.2. Assume that d = 2, let H0 be the Hilbert space corresponding to the trivial

representation of the global symmetry and define

Zsym(V, β) := TrH0
T t . (3.32)
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Then

Zsym(V, β)(eβ − 1)−|V | = Zsym(V, β∗)(eβ∗ − 1)−|V | , (3.33)

where β∗ and β are related by duality, i.e.

(eβ − 1)(eβ∗ − 1) = q .

Remarks: i) Theorem 3.2 follows immediately from the results of [21]. For the convenience

of the reader we give an alternative proof in the appendix.

ii) Theorem 3.2 implies that all eigenvalues λsym of the transfer matrix which corre-

spond to the trivial representation of the global symmetry obey the duality relation

λsym(L, β)(eβ − 1)−Ld−1

= λsym(L, β∗)(eβ∗ − 1)−Ld−1

. (3.34)

As an immediate consequence, we obtain that

λ+(L, β)

λ−(L, β)
=
λ+(L, β∗)

λ−(L, β∗)
. (3.35)

Equation (3.35) is the main input for the statement (iii) of Theorem 4.1 (below).

4. Finite-Size Scaling of λ±, λ⊥ and Ecyl(L, β).

In this section we derive the finite-size scaling λ±, λ⊥ and of the internal energy

Ecyl(L, β) := − lim
t→∞

1

tLd−1

d

dβ
logZper(V, β) , (4.1)

see Theorem 4.2 and 4.3 (below). In a preliminary step, we discuss the definition of a

suitable, finite L transition point. We consider two candidates: the point β̃0(L) where the

L-dependent free energies f̃o(L, β) and f̃d(L, β) are equal and the point βt(L) where the

mass gap in the symmetric sector , ξ−1
sym(L, β) = log(λ+/λ−), is minimal. We recall that
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τ is the constant τ = 1
2d log q, and that it is related to the order-disorder surface tension

σod by σod = τ +O(q−b).

Theorem 4.1. Let q and L be sufficiently large. Then the following statements are true.

(i) In the range |β − βt|Ld−1 ≤ 1 where f̃o and f̃d are defined, there is exactly one point

β̃0(L) such that f̃o(L, β̃0(L)) = f̃d(L, β̃0(L)). It obeys a bound

|β̃0(L) − βt| ≤ O(q−bL) . (4.2)

(ii) There is exactly one point βt(L) such that

ξ−1
sym(L, β) ≥ ξ−1

sym(L, βt(L)) (4.3)

for all β in the range |β − βt| ≤ O(1). It obeys the bounds

|βt(L) − βt| ≤ O(q−bL) (4.4a)

and

|βt(L) − β̃0(L)| ≤ O(qe−(2τ−O(1))Ld−1

) . (4.4b)

(iii) Let d = 2. Then βt(L) = βt by duality.

Proof: (i) The statement (i) of the above theorem follows immediately from the bounds

(1.6) and (1.7) of Theorem A and the fact that fo(βt) = fd(βt) while

d

dβ
[βfd(β) − βfo(β)]β=βt

= Ed −Eo > 0 . (4.5)

(ii) In a first step we note that

ξ−1
sym(L, β̃0(L)) = log

[
1 +

√
q Γ̃od

1 −√
q Γ̃od

]
= 2

√
q Γ̃od +O(q Γ̃2

od) .
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Since λ+/λ− ≥ O(1) if |β − βt|Ld−1 ≥ 1, we may restrict ourselves to the region

|β − βt|Ld−1 ≤ 1. In fact, we may assume the much stronger condition that

|x̃| ≤ O(
√
q Γ̃od) (4.6)

since λ+/λ− = e2x̂ ≥ e2|x̃| if |β − βt|Ld−1 ≤ 1, see (3.7) and (3.8). In order to find the

minimum of ξ−1
sym = 2x̂, we now consider the derivatives of

tanh2 x̂ = tanh2 x̃+
qΓ̃2

od

cosh2 x̃
.

Using Theorem A to bound the derivatives of Γ̃od, we find that

d2

dβ2
tanh2 x̂ ≥ 2

cosh4 x̃

(
d

dβ
x̃

)2

−O(
√
qe−(τ−O(1))Ld−1

)

≥ 2

(
Ed − Eo

2
−O(q−bL)

)2

L2(d−1) −O(
√
qe−(τ−O(1))Ld−1

) (4.7)

if β lies in the region where (4.6) is fulfilled. (4.7) implies the uniqueness of the point

βt(L). Combining (4.7) with the bound

d

dβ

(
tanh2 x̂

)∣∣∣∣
β=β̃0(L)

= 2qΓ̃od

∣∣∣∣∣
dΓ̃od

dβ

∣∣∣∣∣ ≤ O(qe−(2τ−O(1))Ld−1

) (4.8)

we obtain the bound (4.4b). The bound (4.4a) follows from (4.4b) and (4.2).

(iii) Combining the fact that βt(L) is unique due to the statement (i) of the above

theorem with the relation (3.35) stated at the end of the last section, we conclude that

βt(L) = βt(L)∗ which implies that βt(L) = log(1 +
√
q) = βt.

Remarks: i) The above theorem shows that βt(L) and β̃0(L) differ only by an amount

O(qe−(2τ−O(1))Ld−1

), which is much smaller than the width O(
√
q e−(τ−O(1))Ld−1

) of the

transition region.

ii) Using a strategy similar to that which lead to the proof of Theorem 4.1 (ii), one

may prove that the point βCmax(L) where the specific heat,

Ccyl(L, β) = −kβ2 d

dβ
Ecyl(L, β) ,
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is maximal obeys a bound of the form (4.4) as well. We will not use this statement in this

paper, and leave the proof to the interested reader.

The next theorems summarize the main results of this section. We use Em, Cm,

m = o, d to denote the infinite volume internal energy and specific heat of the phase m at

β = βt.

Theorem 4.2. Let q and L be sufficiently large. Then there are constants ξL and Eo(L),

Ed(L), Co(L) and Cd(L) such that the following statements are true.

(i) Eo(L) = Eo +O(q−bL) and Ed(L) = Ed +O(q−bL) , (4.9a)

Co(L) = Co +O(q−bL)) and Cd(L) = Cd +O(q−bL)) , (4.9b)

and

ξ−1
L =

√
q e−βσodLd−1




Cod L

−1/2(1 +O(L−1)) , d = 2 ,

(1 +O(q−bL)) , d ≥ 3 ,

(4.10)

(ii) If |β − βt|Ld−1 ≤ 1,

λ± = e−β
f̃o(L,β)+f̃d(L,β)

2 Ld−1

exp
(
±ξ−1

L

√
1 + y2(1 +O(|β − βt(L)|2) + O(ξ−2

L )
)

(4.11)

and

λ⊥ = e−β
f̃o(L,β)+f̃d(L,β)

2 Ld−1

exp
(
qΓoo + ξ−1

L y(1 +O(|β − βt(L)|2) + O(ξ−2
L )
)
, (4.12)

where y is the scaling variable

y = ξLL
d−1

(
Ed(L) − Eo(L)

2
(β − βt(L)) − Cd(L) − Co(L)

4kβt(L)2
(β − βt(L))2

)
. (4.13)

Theorem 4.3. Let q and L are sufficiently large and assume that |β − βt|Ld−1 ≤ 1. Then

Ecyl(L, β) = Ē(L, β) − ∆E(L, β)
y√

1 + y2
+ O(ξ−1

L ) , (4.14)
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where

Ē(L, β) =
Ed(L) + Eo(L)

2
− Cd(L) + Co(L)

2kβt(L)2
(β − βt(L)) +O(|β − βt(L)|2) (4.15)

and

∆E(L, β) =
Ed(L) − Eo(L)

2
− Cd(L) − Co(L)

2kβt(L)2
(β − βt(L)) +O(|β − βt(L)|2) . (4.16)

Remarks: i) It is possible to eliminate the error terms O(|β − βt(L)|2) in (4.11), (4.12),

(4.15) and (4.16) if one introduces the β dependent quantities

Em(L, β) =
d

dβ
f̃m(L, β), m = o, d , (4.17)

and

x = x(L, β) := x̃(L, β) − x̃(L, βt(L)) , (4.18)

where f̃o, f̃d and x̃ are the quantities defined at the beginning of the last section. Then

λ± = e−β
f̃o(L,β)+f̃d(L,β)

2 Ld−1

exp

(
±
√
ξ−2
L + x2 + O(ξ−2

L )

)
, (4.19)

λ⊥ = e−β
f̃o(L,β)+f̃d(L,β)

2 Ld−1

exp
(
qΓoo + x + O(ξ−2

L )
)
, (4.20)

and

Ecyl(L, β) =
Ed(L, β) + Eo(L, β)

2
− Ed(L, β) −Eo(L, β)

2

y√
1 + y2

+O(ξ−1
L ) . (4.21)

Defining Em(L) = Em(L, βt(L)) and Cm(L) = −kβt(L)2(dEm(L, β)/dβ)(β = βt(L)),

the bounds (4.11), (4.12), (4.15) and (4.16) are obtained from (4.19) through (4.21) by

expanding x and Ed(L, β)±Eo(L, β) about βt(L). The bounds (4.9) follow from Theorem

A and the bound (4.4a).
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ii) If one uses Theorem A to bound the two surface term Γoo, the gaps ξ−1(L, β) and

ξ−1
sym(L, β) following from the above bounds are just

ξ−1
sym(L, β) = 2ξ−1

L

√
1 + (xξL)2 + O(ξ−2

L ) (4.22)

and

ξ−1(L, β) = ξ−1
L

(√
1 + (xξL)2 − xξL

)
+ O(e−(2τ−O(1))Ld−1

)

= ξ−1
L

(√
1 + (xξL)2 − xξL

)
+ O(ξ

−(2−ǫ)
L ) , (4.23)

where ǫ = ǫ(q) → 0 as q → ∞.

Proof of Theorem 4.2 and Theorem 4.3. The proof follows the heuristics sketched in the

introduction, with β − β0(L) replaced by β − βt(L). We define

ξ−1
L :=

√
q Γ̃od(L, βt(L)) , (4.24)

and note that ξ−1
L obeys the bound (4.10) by Theorem A. We then use Theorem 2.3 in

conjunction with Theorem A to bound the derivative of Γ̃od(L, β),

∣∣∣∣
dk

dβk
Γ̃od(L, β)

∣∣∣∣ ≤ O(Lk(d−1))Γ̃od(L, β) , (4.25)

and observe that (4.25) implies that

√
q Γ̃od(L, β) = ξ−1

L (1 +O(Ld−1(β − βt(L)))) . (4.26)

Note that (4.25) and (4.26) allow to replace the right hand side of (4.8) by O(ξ−2
L ), which

implies that

|βt(L) − β̃0(L)|Ld−1 ≤ O(ξ−2
L ) . (4.27)

As a consequence,

x̃ = x+O(ξ−2
L ) . (4.28)
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Next, we want to approximate

x̂ = artanh

(√
tanh2 x̃+ qΓ̃2

od/ cosh2 x̃

)
(4.29)

by
√
x2 + ξ−2

L . To this end we consider x̂2 as a function of x̃2 and qΓ̃2
od and expand in

qΓ̃2
od. Using the fact that |x̃| ≤ O(1), a straight forward calculation yields

x̂2 = x̃2 +
x̃

tanh x̃
qΓ̃2

od +O((qΓ̃2
od)

2)

= x̃2 + qΓ̃2
od(1 +O(x̃2)) +O((qΓ̃2

od)
2)

= (x̃2 + qΓ̃2
od)(1 +O(ξ−2

L )) . (4.30)

Combining this bound with (4.26) and (4.28) and the fact that (β − βt(L))Ld−1 = O(x),

we obtain that

x̃2 =
(
x2 + ξ−2

L +O(xξ−2
L ) +O(ξ−4

L )
) (

1 +O(ξ−2
L )
)

(
x2 + ξ−2

L

)(
1 +O(ξ−2

L ) +O

(
xξ−2

L

x2 + ξ−2
L

))
,

and hence

x̂ =
√
x2 + ξ−2

L

(
1 +O(ξ−2

L ) +O

(
xξ−2

L

x2 + ξ−2
L

))
=
√
x2 + ξ−2

L +O(ξ−2
L ) . (4.31)

Combining (4.31) with the bounds

log(1 + qΓoo) = qΓoo +O((qΓoo)
2) = qΓoo +O(ξ−2

L ) , (4.32a)

log

√
1 − qΓ̃2

od = 1
2qΓ̃

2
od +O((qΓ̃2

od)
2) = O(ξ−2

L ) , (4.32b)

we obtain (4.19) and (4.20) and hence Theorem 4.2. We are left with the proof of (4.21).

We use the results of the last section, in particular equation (3.9), to rewrite the

internal energy as

Ecyl(L, β) =
Ed(L, β) + Eo(L, β)

2
− 1

Ld−1

dx̂

dβ
− 1

Ld−1

d

dβ
log

(√
1 − qΓ̃2

od

)
. (4.33)
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In a first step we calculate the derivative of x̂:

dx̂

dβ
=

1

2

d

dβ
log



cosh x̃+
√

sinh2 x̃+ qΓ̃2
od

cosh x̃−
√

sinh2 x̃+ qΓ̃2
od



 =
sinh x̃√

sinh2 x̃+ qΓ̃2
od

dx̃

dβ
+

qΓ̃od

1 − qΓ̃2
od

dΓ̃od

dβ

which gives

1

Ld−1

dx̂

dβ
=

sinh x̃√
sinh2 x̃+ qΓ̃2

od

1

Ld−1

dx̃

dβ
+O(ξ−2

L ) . (4.34)

We then distinguish between |x| ≤ cξ−2
L and |x| > cξ−2

L , where c > 0 is chosen in such a

way that |x̃(L, βt(L))| ≤ cξ−2
L . For |x| > cξ−2

L , signx = sign x̃ and

sinh x̃√
sinh2 x̃+ qΓ̃2

od

=
x√

x2 + ξ−2
L

(
1 + qΓ̃2

od/ sinh2 x̃

1 + ξ−2
L /x2

)
.

Using (4.26) and the fact that x̃ = x+O(ξ−2
L ) = x(1 +O(ξ−2

L /x)) we then expand

1 + qΓ̃2
od/ sinh2 x̃

1 + ξ−2
L /x2

=
1 + (ξ−2

L /x2)(1 +O(x) +O(ξ−2
L /x))

1 + ξ−2
L /x2

= 1 +O(ξ−2
L /x) .

We conclude that

sinh x̃√
sinh2 x̃+ qΓ̃2

od

=
x√

x2 + ξ−2
L

(1 +O(ξ−2
L /x)) =

x√
x2 + ξ−2

L

+O(ξ−1
L ) (4.35)

provided |x| > cξ−2
L .

If |x| ≤ cξ−2
L , we bound

∣∣∣∣∣∣
sinh x̃√

sinh2 x̃+ qΓ̃2
od

− x√
x2 + ξ−2

L

∣∣∣∣∣∣
≤ O(ξ−2

L )√
ξ−2
L +O(ξ−4

L )
≤ O(ξ−1

L ) . (4.36)

Combining (4.33) with the bounds (4.25), (4.26), (4.34), (4.35) and (4.36), and the obser-

vation that

1

Ld−1

dx̃

dβ
=
Ed(L, β) − Eo(L, β)

2
,
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we obtain the bound (4.21).

Remarks. i) As a corollary of the above proof and equation (3.25) and (3.26) one obtains

that

1

Ld−1

dξ−1(L, β)

dβ
=
Ed(L, β) − Eo(L, β)

2


 x√

x2 + ξ−2
L

− 1


+O(ξ−1

L ) , (4.37)

while

1

Ld−1

dξ−1
sym(L, β)

dβ
=
Ed(L, β) − Eo(L, β)

2


 2x√

x2 + ξ−2
L


+O(ξ−1

L ) . (4.38)

ii) Due to Theorem 4.1, βt(L) = βt if d = 2 and |βt(L) − βt| ≤ O(q−bL) if d > 2. In the

next section, we need an estimate of the actual shift βt(L) − βt for d > 2. To this end we

first consider the point β̃0(L) where the finite volume free energies f̃o(L, βt) and f̃d(L, βt)

are equal and recall that fo(βt) = fd(βt). Up to power law corrections in L, which may be

neglected for the heuristics discussed here, the difference of the finite volume free energies

f̃m(L, βt) at the point βt should then behave like

f̃o(L, βt) − f̃d(L, βt) ∼ Koe
−L/ξo −Kde

−L/ξd

where ξm is of the order of the infinite volume correlation length of the phase m at the

transition point βt and Km is a constant (m = o, d). As a consequence,

β̃0(L) − βt ∼
1

Ed(L) − Eo(L)
(Koe

−L/ξo −Kde
−L/ξd) .

Due to Theorem 4.1, βt(L) − βt shows the same asymptotic behaviour. Assuming now

that ξo 6= ξd for d > 2, we obtain the asymptotic behaviour

βt(L) − βt ∼ Ke−L/L0 , (4.39)

where |K| > 0 and L0 = max{ξo, ξd}.
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5. Finite-Size Scaling of the gaps ξ−1(L, β) and ξ−1
sym(L, β).

In this section we discuss the finite-size scaling of the gaps ξ−1(L, β) and ξ−1
sym(L, β)

and their derivative with respect to β. For the convenience of the reader we recall the

corresponding results derived in the last section. Under the condition that

|β − βt|Ld−1 ≤ 1 (5.1)

we have shown that

ξ−1(L, β) = ξ−1
L

(√
1 + (xξL)2 − xξL

)
+ O(ξ

−(2−ǫ)
L ) , (5.2)

ξ−1
sym(L, β) = 2ξ−1

L

√
1 + (xξL)2 + O(ξ−2

L ) , (5.3)

dξ−1(L, β)

dβ
=

(
xξL√

1 + (xξL)2
− 1

)
Ed(L, β) − Eo(L, β)

2
Ld−1 +O(Ld−1ξ−1

L ) , (5.4)

and

dξ−1
sym(L, β)

dβ
=

2xξL√
1 + (xξL)2

Ed(L, β) − Eo(L, β)

2
Ld−1 +O(Ld−1ξ−1

L ) , (5.5)

provided L and q are sufficiently large. Here ǫ = ǫ(q) → 0 as q → ∞, Em(L, β) =

Em(L)(1 +O(β − βt(L))),

x = Ld−1Ed(L) −Eo(L)

2
(β − βt(L))(1 +O(β − βt(L))) (5.6)

and Em(L) = Em + O(q−bL), ξL are the quantities introduced in Theorem 4.2. Finally,

βt(L) is defined as the point where the gap in the symmetric sector, ξ−1
sym(L, β), is minimal.

Due to Theorem 4.1, βt(L) = βt if d = 2, while |βt(L) − βt| ≤ O(q−L) if d > 2. We also

argued that

βt(L) − βt ∼ Ke−L/L0 if d > 2 . (5.7)
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Fig. 2. The gaps ξ−1(L, β) and ξ−1
sym(L, β) in the crossover region |β − βt(L)|Ld−1 ≤

O(ξ−1
L ). If d = 2, βt(L) = βt, while |βt − βt(L)|Ld−1 is expected to be much larger than

ξ−1
L if d > 2 and L is sufficiently large.

Here K is a non zero constant and L0 is of the order of the maximum of ξo and ξd, where

ξm is the infinite volume correlation length of the phase m.

In Fig.2 we have schematically drawn the behaviour of the gaps ξ−1(L, β) and

ξ−1
sym(L, β) as given by (5.2) and (5.3). At the point βt(L), the two gaps just differ by

a factor 2(1 +O(ξ
−(1−ǫ)
L )),

ξ−1(L, β) = ξ−1
L (1 +O(ξ

−(1−ǫ)
L )) (5.8a)

ξ−1
sym(L, β) = 2ξ−1

L (1 +O(ξ−1
L )) ; (5.8b)

if xξL is large and positive, the gap ξ−1(L, β) becomes very small while

ξ−1
sym(L, β) ∼ 2x ; (5.9)

and if xξL is large and negative, both gaps grow proportional to |x|,

ξ−1(L, β) ∼ 2|x| (5.10a)

ξ−1
sym(L, β) ∼ 2|x| . (5.10b)
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The crossover from one region to the other takes place in a region where |β−βt(L)|Ld−1 =

O(ξ−1
L ) and is given by (5.2) and (5.3) with x replaced9 by Ed(L)−Eo(L)

2 (β − βt(L))Ld−1.

Next, we discuss the behaviour of the derivative dξ−1(L, β)/dβ. Let us first sketch

the FSS of this derivative in the vicinity of a second-order transition point βc. For a

typical second-order transition, the infinite volume correlation length diverges with an

exponent ν as β approaches βc. Phenomenological renormalization group (RG) consider-

ations then imply that the FSS of an observable P (L, β) is given by a relation of the form

P (L, β)/P (∞, β) = P̂ ((β−βc)L
λT ), with λT = 1/ν. Since P (L, β) must be finite for all β

including βc as long as L stays finite, while P (∞, β) diverges as β → βc, consistency then

implies that the FSS behaviour of P (L, βc) is given by P (L, βc) ∼ Lσ/ν , if σ is the critical

exponent of P (see e.g. [2] for a review of these considerations). For the correlation length

and its derivative, we obtain

ξ−1(L, βc) ∼ L−1 (5.11a)

and

dξ−1(L, β)

dβ

∣∣∣∣
β=βc

∼ L−1+1/ν . (5.11b)

The numerical study of the quantity

1

ν(L, β)
=

1

logL
log

(−dLξ−1(L, β)

dβ

)
(5.12)

at the transition point βc therefore should allow a prediction of the RG eigenvalue λT =

1/ν. For second-order transitions, this idea, first introduced by Nightingale [22], has been

very successful, see e.g. [23] for a recent application.

The above considerations are obviously very doubtful at a first-order transition, where

the notion of critical exponents is meaningless. It is nevertheless a legitimate question

to ask whether 1/ν(L, βt), as defined in (5.12), converges to the phenomenological RG

eigenvalue [24] λT = d. As we will see, this is a delicate question. For first order transitions

9 In the region |β−βt(L)|Ld−1 = O(ξ−1
L ), the error resulting from this replacement can

be absorbed in to the errors already present in the bounds (5.2) and (5.3).
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which describe the coexistence of two phases, one which is stable below βt and one which

is stable above βt, this is in fact false, as already observed in [10]. For the case considered

here, where q > 1 ordered phases coexist with one disordered phase, the answer is positive,

at least if β is chosen carefully, see below.

Let us first consider ξ(L, β) and its derivative at the finite L transition point βt(L).

Using (5.2) one immediately sees that ξ(L, βt(L)) diverges exponentially with L, in contrast

to (5.11a). Nevertheless, 1/ν(L, βt(L)) is a good approximation for the RG eigenvalue

yT = d. Indeed, (5.4) and the fact that Em(L, βt(L)) = Em(1 +O(q−bL)) imply that

1

ν(L, βt(L))
= d+

1

logL

(
Ed − Eo

2

)
+O(q−bL) . (5.13)

Unfortunately, the convergence of ν(L, β) to 1/d depends crucially on the right choice of β.

If we chose, e.g., βt instead of βt(L), the answer to the question whether ν(L, β) converges

to 1/d for d > 2 (for d = 2, βt(L) = βt) will depend on the sign of the constant K in (5.7).

If the deviation from βt(L) is given by (5.7) with K < 0, (xξL)(β = βt) will go to −∞ as

L goes to ∞10. Inserting this behaviour into (5.4) we find that

1

ν(L, βt)
= d+

Ed −Eo

logL
+O(q−bL) . (5.14a)

But if the deviation from βt(L) is given by (5.7) with K > 0, (xξL)(β = βt) will go to +∞
as L goes to ∞, the derivative of ξ−1(L, β) at the point βt goes to zero and

1

ν(L, βt)
∼ −L

d−1

logL
O(1) as L→ ∞ . (5.14b)

The sensitivity of ν(L, βt) on the sign of the exponential small shift (5.7) makes ν(L, βt)

useless for numerical calculations in d > 2. But this puts some doubt on the usefulness of

ν(L, βt(L)) as well, since βt and βt(L) might be numerically hard to distinguish.

In the following, I propose to different strategies to avoid this problem. While the

second one tries to avoid the strong dependence of ν(L, β) on β by slightly modifying its

10 We recall that ξL ∼ eβσLd−1

; this obviously overwhelms the exponential decrease of

x ∼ Ld−1e−L/L0 .
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definition, the first one does in fact use this dependence. I start from the observation that

ν(L, β) does converge to the right value 1/d if β < βt(L) and |β − βt|Ld−1 < 1. Recalling

that the specific heat in a cubic volume is maximal for β = βCmax
(L) = βt−L−d log q/(Ed−

Eo) + O(L−2d), see e.g. [3], it seems natural to consider ν(L, β) at the point βCmax
(L).

With this choice, β − βt(L) ∼ KL−d and x ∼ K ′L−1 with negative constants K < 0,

K ′ < 0. As a consequence,

ξ−1(L, β) ∼ L−1 (5.15a)

and

dξ−1(L, β)

dβ
∼ L−1+d (5.15b)

provided β is chosen as the point βCmax
(L) where the specific heat in the corresponding

cubic volume is maximal. Note the similarity between relations (5.15) and the second-order

relations (5.11).

The second strategy starts from the observation that the x dependance of

dξ−1
sym(L, β)/dβ and dξ−1(L, β)/dβ is of the same form. If one considers the difference

dξ−1
sym(L, β)/dβ − 2 dξ−1(L, β)/dβ, this dependance cancels out. As a consequence,

1

ν̃(L, β)
=

1

logL
log

(
d

dβ
(Lξ−1

sym(L, β) − 2Lξ−1(L, β))

)
(5.16)

has a much weaker β dependance. In fact, as long as β stays in the range (5.1),

1

ν̃(L, β)
= d+

Ed − Eo

logL
+O(q−bL) +O(β − βt) . (5.17)

This makes the definition (5.17) very promising for numerical simulations.

Remarks: i) None of the considerations in this section depends very strongly on the

precise form of ξL. A powerlaw correction O(Lω), e.g., would not destroy the results

derived in this section. This makes it very plausible that the results of this section remain

valid for small q, even though their rigorous proof requires large q.
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ii) The reader should be warned, however, to ignore the condition ”for L sufficiently large”.

Taking for example the q = 5 Potts model in d = 2, which has a correlation length of a few

thousand lattice spacings, numerical simulations on lattices as large as 100 × 100 might

quite well give critical exponents, even though the infinite volume transition is first-order.

Appendix.

In this appendix I want to prove Theorem 3.2. In fact, Theorem 3.2 follows imme-

diately from the results of [21]. For the convenience of the reader, I give an independent

proof here. I recall that the periodic partition function Zper(V, β) is defined as

Zper(V, β) =
∑

σ
V

∏

<xy>∈V1

eβδ(σx,σy) , (A.1)

where V1 is the set of all d|V | nearest neighbor bonds in V and δ(·, ·) is the Kronecker

delta. Rewriting Z(n) as defined in (3.20) as

Z(n) =
∑

σ
V

∏

<xy>∈V1\B12

eβδ(σx,σy)
∏

<xy>∈B12

eβδ(σxe−2πin/q,σy) ,

where B12 is the set of nearest neighbor pairs < xy > for which x lies in the first and y

in the the second time slice of V , the partition function corresponding to the symmetric

subspace of H can be rewritten as

Zsym(L, β) =
1

q

q−1∑

n=0

Z(n) ,

see Section 3, equation (3.19) and (3.20). If we introduce

ϕxy = ϕxy(n) =

{
0 if < xy >/∈ B12 ,
2πin/q if < xy >∈ B12 ,

(A.2)

the partition function Zsym(L, β) can be expressed as

Zsym(L, β) =
1

q

q−1∑

n=0

∑

ϕ
V

∏

<xy>∈V1

eβδ(1,ei(ϕx−ϕy−ϕxy(n))) , (A.3)
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where the second sum goes over all configurations ϕ
V

: V → {0, 2π/q, · · · , 2π(q − 1)/q}.
Note that the sum over n gives the projection onto the symmetric subspace of H.

Equation (A.3) is the starting point of our analysis. Following the usual strategy of

duality transformations (see e.g. [25]) , we introduce the the dual inverse temperature β∗,

(eβ∗ − 1)(eβ − 1) = q , (A.4)

and rewrite the weight eβδ(1,.) as

eβδ(1,eiϕ) = 1 + (eβ − 1)δ(1, eiϕ) = 1 +
eβ − 1

q

q−1∑

p=0

eipϕ =
eβ − 1

q

q−1∑

p=0

eipϕeβ∗δ(0,p) . (A.5)

Inserting (A.5) into (A.3), one finds that

Zsym(L, β) =

(
eβ − 1

q

)2|V |
1

q

∑

n,ϕ
V

∑

p
V1

∏

<xy>∈V1

eβ∗δ(0,pxy)ei(ϕx−ϕy−ϕxy(n))pxy

=

(
eβ − 1

q

)2|V |∑

p
V1

∏

<xy>∈V1

eβ∗δ(0,pxy)
∑

ϕ
V

ei(dϕ,p) 1

q

∑

n

e
−i 2πn

q

∑
<xy>∈B12

pxy
,

where (dϕ, p) =
∑

<xy>∈V1

(ϕx − ϕy)pxy. After summation by parts,

(dϕ, p) =
∑

x

ϕx(d∗p)x with (d∗p)x =
∑

y:|y−x|=1

pxy ,

the sum over ϕ
V

and n in Zsym(L, β) can be carried out, giving a product of δ-functions

on Zq. One obtains

Zsym(L, β) =

(
eβ − 1

q

)2|V |

q|V |
∑

p
V1

′ ∏

<xy>∈V1

eβ∗δ(0,pxy) , (A.6)

where the sum is restricted to those configurations p
V1

:< xy >7→ pxy for which d∗p =

0 mod q and
∑

<xy>∈B12
pxy = 0 mod q.
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At this point, we replace V by the dual lattice V ∗, obtaining

Zsym(L, β) =

(
eβ − 1

q

)2|V |

q|V |
∑

p
V ∗
1

′ ∏

<xy>∈V ∗
1

eβ∗δ(0,pxy) (A.7)

where the sum goes over all configurations p
V ∗
1

: V ∗
1 → {0, · · · , q − 1} such that

dp = 0 mod q and
∑

<xy>∈B∗
12

pxy = 0 mod q . (A.8)

Consider now a function p
V ∗
1

: V ∗
1 → {0, · · · , q− 1} which obeys the constraints (A.8).

We would like to write p as dr, with r : V ∗ → {0, · · · , q− 1}. A minute of reflection shows

that this is possible if and only if

∑

<xy>∈C

pxy = 0 mod q (A.9)

for all closed loops C. Furthermore, there are exactly q different possibilities to rewrite q

as dr if the condition (A.9) is valid. Unfortunately, the relations (A.8) do only guaranty

(A.9) for those closed loops which are topologically trivial, or which are closed via the

periodicity in the ”space” direction11, while a loop C which is closed via the periodicity

in time direction can give rise to a number

n(C) =
∑

<xy>∈C

pxy 6= 0 mod q .

It is an easy exercise, however, to show that this corresponds just to one additional degree

of freedom n ∈ {0, · · · , q − 1}, and that any p which satisfies the conditions (A.8) can be

written as p = dr + ñ, where r is a function r : V ∗ → {0, · · · , q − 1} and

ñxy = ñxy(n) =

{
0 if < xy >/∈ B̃12 ,
n if < xy >∈ B̃12 .

11 Note that B∗
12 is such a loop, and that all loops which are closed by the periodicity in

the space direction can be build up from topologically trivial loops and B∗
12.
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Here B̃12 consists of all bonds in V ∗
1 which are made of a point x in the first and a point y

in the second time slice of V ∗
1 . Finally, r and n are uniquely determined through p, except

for the freedom of adding a constant function (δr)x = s, s = 0, · · · , q−1 to r. Putting these

facts together, we may replace the sum over p in (A.7) by a sum over n and r, obtaining

that

Zsym(L, β) =

(
eβ − 1

q

)2|V |

q|V | 1

q

q−1∑

n=0

∑

r
V ∗

∏

<xy>∈V ∗
1

eβ∗δ(1,ei(ϕx−ϕy−ϕ̃xy(n))) , (A.10)

where ϕ̃xy(n) is defined by (A.2) with B12 replaced by B̃12. Comparing (A.3) and (A.10)

and recalling that V and V ∗ are isomorphic, we obtain the desired equality

Zsym(L, β) =

(
eβ − 1

q

)2|V |

q|V |Zsym(L, β∗)

=

(
eβ − 1

eβ∗ − 1

)|V |

Zsym(L, β∗) . (A.11)
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