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The question whether Anderson insulators can persist to finite-strength interactions – a scenario dubbed many-
body localization – has recently received a great deal of interest. The origin of such a many-body localized
phase has been described as localization in Fock space, a picture we examine numerically. We then formulate
a precise sense in which a single energy eigenstate of a Hamiltonian can be adiabatically connected to a state
of a non-interacting Anderson insulator. We call such a state a many-body localized state and define a many-
body localized phase as one in which almost all states are many-body localized states. We explore the possible
consequences of this; the most striking is an area law for the entanglement entropy of almost all excited states in
a many-body localized phase. We present the results of numerical calculations for a one-dimensional system of
spinless fermions. Our results are consistent with an area law and, by implication, many-body localization for
almost all states and almost all regions for weak enough interactions and strong disorder. However, there are rare
regions and rare states with much larger entanglement entropies. Furthermore, we study the implications that
many-body localization may have for topological phases and self-correcting quantum memories. We find that
there are scenarios in which many-body localization can help to stabilize topological order at non-zero energy
density, and we propose potentially useful criteria to confirm these scenarios.

I. INTRODUCTION

Until relatively recently, it was generally assumed that all
materials have non-vanishing electrical conductivity at non-
zero temperature even in the presence of disorder. According
to this conventional wisdom, an electron trapped in some po-
tential energy well would always have some non-zero prob-
ability of being thermally-excited to a nearby site and, from
there, to another, and so on. However, Basko et al.1,2 sug-
gested, following ideas of Anderson3, that it could, instead, be
possible for a system to remain an insulator even at non-zero
temperature, an effect that they called many-body localization
(MBL). According to their analysis, a weakly-interacting sys-
tem of localized electrons cannot serve as its own heat bath
(although phonons, which would necessarily be present in a
solid but not in a system of ultra-cold atoms, could serve in
that role). Consequently, the system cannot supply an elec-
tron with the energy that it needs to make a transition to a
nearby site even when there is non-zero energy density, so
that the system has far more total energy than is needed for
this transition.

This hypothesis has profound consequences, not only for
the electrical conduction of dirty metals and semiconductors
(where, due to phonons, there will always be non-zero con-
duction at non-zero temperature, though it would be very
small in a many-body localized state in the limit of weak
electron-phonon interaction4), but also for the foundations of
quantum statistical mechanics. The eigenstate thermalization
hypothesis (ETH)5,6 is an elegant justification of the micro-
canonical ensemble: expectation values of physical observ-
ables in individual energy eigenstates in generic (i.e. non-
integrable) systems are equal to their averages over all eigen-
states of that energy – i.e. are equal to the predictions of the
microcanonical ensemble. If, in a closed isolated system in
an energy eigenstate, one focuses on any subsystem which is
large but still much smaller than the whole system, the rest of
the system can act as a heat bath, and the system will have
the properties expected in thermal equilibrium. However, this

must fail in systems in which many-body localization occurs.
The rest of the system cannot act as a heat bath; rather than
thermalize any added energy, it keeps it localized.

Basko et al.1,2 proposed many-body localization as an ana-
logue of single-particle localization, in which a single particle
moving on a lattice with (for instance) random on-site ener-
gies is unable, in an energy eigenstate, to explore the whole
lattice and, instead, has an amplitude that decays exponen-
tially with distance from some finite subset of the lattice. Sim-
ilarly, if a many-body state has low energy density, which
corresponds to low temperature, then it is unable to explore
the entire Fock space of Slater determinants of single-particle
eigenstates of the non-interacting disordered system and, in-
stead, has appreciable amplitude only on some subspace. This
picture of localization in Fock space has previously been dis-
cussed for quantum dots7–9.

Important progress was made by Oganesyan and Huse10,
who noted that in a system with a maximum energy, such
as a system of fermions on a lattice with a finite number of
bands, it could be possible for many-body localization to oc-
cur even at “infinite temperature”, meaning that it would hold
for all energy eigenstates. They studied the energy level statis-
tics of a system of interacting fermions in one dimension, and
found that the energies, obtained by numerical diagonaliza-
tion of the Hamiltonian, obeyed Poisson statistics for weak
interactions and random-matrix level statistics for stronger in-
teractions. The former corresponds to a many-body localized
phase and the latter to a phase with extended states. However,
the transition point between these two regimes drifted with
system size, leaving open the possibility that all states are ex-
tended in the thermodynamic limit. The “infinite temperature”
ensemble was further explored in Ref. 11.

Other probes of many-body localization, primarily involv-
ing the real-time dynamics of systems prepared in simple ini-
tial states, were investigated in a number of papers. Iyer et
al.12 computed the density auto-correlation function, configu-
ration space participation ratio, and growth of the Renyi entan-
glement entropy in clean but quasiperiodic systems prepared
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in initial product states in the local occupation basis. They
found two regimes, one in which these measures indicated that
the subsequent evolution explored the entire Hilbert space,
and another, interpreted as a many-body localized phase, in
which it does not. Z̆nidaric̆ et al.13, De Chiara et al.14, Bardar-
son et al.15 and Vosk and Altman16 studied the growth of the
entanglement entropy in the evolution of the system from an
initial product state in the local occupation basis. They found
logarithmic growth, which was also interpreted as a possible
indication of many-body localization. Theoretical explana-
tions for this growth were recently discussed in Refs. 17 and
18. A logarithmic bound was also shown in Ref. 19 for the
non-interacting case. (See Sec. V for further discussion of the
growth of the entropy from an initial product state.)

In this paper, we put the Basko et al.1,2 picture to the test
by numerical simulation of a system of spinless electrons with
weak nearest-neighbor interactions in one dimension. In Sec-
tion II, we show that, if we view the Slater determinants of
(localized) single-particle wavefunctions as the nodes of a
graph, then the matrix elements of the Hamiltonian only con-
nect states that differ by local rearrangements of one or two
electrons and are nearby in energy. Thus, motion on this
graph occurs by “local” hops, roughly analogous to the mo-
tion of a single particle on a lattice. However, the coordination
number of this graph scales linearly with the system size; in
other words, lowest-order perturbation theory about the non-
interacting state gives a contribution that isO(N), whereN is
the number of particles. In this respect, the many-body system
seems different from the single-particle one, in which local-
ization occurs in the strong disorder limit because perturba-
tion theory in the hopping converges3,20. However, the failure
of this extremely literal analogy between many-body local-
ization and single-particle localization can be rather benign.
Since, in a typical energy eigenstate, each particle can hop to
a nearby state, there are O(N) states with which a Slater de-
terminant will have appreciable matrix element. Therefore,
an energy eigenstate of an interacting system will generically
not be a superposition of a finite number of eigenstates of the
non-interacting system. However, the Hilbert spaces of many-
body systems have dimension of O(ebN ), which is so large
that, even if a state explores O(eaN ) states with a < b, this is
still a very small fraction of the full Hilbert space.

In fact, we will argue in this paper that a system in a
many-body localized phase explores only a relatively small
and very specific subset of the full Hilbert space, namely the
low-entanglement states. We will define many-body localiza-
tion for an eigenstate of such a system as a state that may, in
the following sense, be adiabatically connected to a state of
the non-interacting system, which is a Slater determinant of
localized single-particle states:

For a many-body localized energy eigenstate |ψ〉, there
is a finite-depth local unitary transformationU that will
almost everywhere transform |ψ〉 into a Slater deter-
minant of localized single-particle states, to within de-
sired accuracy.

In other words, in a generic region of the lattice, the state
looks similar to a product state. In Section III, we give a more

precise version of this definition. Note that this is a defini-
tion that applies to a single eigenstate. The surprise is that
there are excited states with a finite energy density above the
ground state that satisfy this definition. We expect that the
ground state of a disordered system in one or two dimensions
(or, with sufficient disorder, a higher-dimensional system) will
satisfy the definition given above (denoted Definition 2 in Sec-
tion III A) even for strong interactions. However, for very
weak interactions and strong disorder, the system may be in a
regime in which almost all energy eigenstates satisfy this def-
inition. We believe that this is closely related to the concept
of “many-body localization at infinite temperature”, discussed
by Oganesyan and Huse10. We will say that such a system is
in a many-body localized phase. It has been speculated that,
for intermediate interactions, there is a critical energy density
below which all states are many-body localized. However, we
do not find evidence for a sharp energy density that is anal-
ogous to the mobility edge of single-particle localization in
spatial dimensions d > 2.

A possible consequence of Definition 2, which we discuss
in more detail in Section III B, is that an energy eigenstate
satisfying it will have a bipartite entanglement entropy with
an ‘area law’: for almost all regions of size L larger than the
correlation length, the entanglement entropy S between the
region and the rest of the system has leading L-dependence

S = αLd−1 +O(Ld−2), (1)

where α is a constant, independent ofL, and d is the spatial di-
mension. This is in sharp contrast to random quantum states,
or highly excited (thermal) states of generic local Hamiltoni-
ans, which will obey a volume-law scaling21. For the ground
state of a disordered, interacting system, such an area law was
previously observed in Ref. 22. Here, however, we emphasize
that in a many-body localized phase, an area law holds for
nearly all eigenstates instead of merely for low-energy states.
A further consequence is that the mutual information, which
serves as an upper bound for all correlation functions23, de-
cays exponentially. Note that entanglement properties have
previously been used to identify phase transitions24, including
transitions in disordered systems25.

In our definition of an MBL state and our statement of the
area law, we used the terms “almost everywhere” and “almost
all regions” because we find that there are rare regions in the
system where the entanglement entropy is large. Furthermore,
we wrote “nearly all eigenstates” in the previous paragraph
because we find that there are states of arbitrarily high entan-
glement entropies at all energies, but the density of such states
is exponentially-small. This is one reason why it is difficult to
identify a sharp ‘mobility edge’ separating high and low en-
tanglement entropy states.

We find clear evidence for two regimes in a system of
interacting spinless fermions in 1D. In the weak-interaction
regime, the median value of S does not scale with L (as ex-
pected from Eq. (1) with d = 1). The density of states with
high entanglement entropy falls off exponentially. Thus, our
results are consistent with the existence of many-body local-
ized states in this regime. In the strong-interaction regime,
the median value of S increases with L in a manner consis-
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tent with a linear dependence on L and the distribution of en-
tanglement entropies is a Gaussian peaked near the median
value. The situation is less clear for intermediate interaction
strengths. It is possible that there is a sharp transition between
the two regimes described above. An alternative possibility is
that there is an intermediate phase in which there are compa-
rable densities of high and low entropy states. We cannot, at
present, rule out either of these possibilities.

One interesting possible consequence of many-body local-
ization is that it may stabilize topological order in a manner
analogous to the stabilization of zero-temperature topological
qubits by single-particle localization. Here, we give a crite-
rion for the stabilization of 2D topological order by many-
body localization of quasiparticles. Our criterion relies on the
use of Wilson loops. However, a related criterion in terms of
entanglement entropy can also be formulated. This is poten-
tially particularly useful when the topological phase is dual to
the symmetry-unbroken phase of a magnetic system. Similar
ideas were recently discussed in a paper by Huse et al.26.

The rest of this paper is structured as follows: In Section II,
we discuss a 1D model of interacting spinless fermions in a
random on-site potential from the perspective of localization
in Fock space. In Section III, we introduce our definition of
MBL in terms of continuation to a local product state with
a finite-depth unitary transformation. We show how this im-
plies an area law for the entanglement entropy and present
calculations of the entanglement entropy for our 1D model.
In Section IV we comment on some of the implications of
these results for topological order and quantum memories at
non-zero energy density. Finally, in Section V, we discuss our
results.

II. LOCALIZATION IN FOCK SPACE

Basko et al.1,2 proposed that many-body localization could
occur as an analogue of single-particle localization, in the
sense that the state of the many-body system could be local-
ized in Fock space. According to their analogy, the following
correspondence holds:

Lattice Site ↔ Slater determinant ΨSl
α

of localized single-particle
energy eigenstates

Random On-Site Potential↔ Hartree-Fock
energy 〈ΨSl

α |H|ΨSl
α 〉

of Slater determinant ΨSl
α

Hopping↔ Interaction

In this section, we briefly discuss this analogy, while we post-
pone a discussion of our numerical results to App. C. For an-
other recent numerical study of this analogy, see Ref. 27.

For the sake of concreteness, let us consider the following

Hamiltonian in one dimension:

H = H0 +Hint (2a)

H0 = −t
L−1∑
i=1

(
c†i ci+1 + c†i+1ci

)
+

L∑
i=1

wini (2b)

Hint = V

L−1∑
i=1

nini+1, (2c)

where c†i creates a spinless fermion on site i, and ni = c†i ci.
The wi are uniformly chosen from wi ∈ [−W,W ]. We use
open boundary conditions. The non-interacting problem H0

is readily solved to obtain the eigenvalues εn and eigenvectors
φn(i). We can then rewrite the problem as follows:

H =
∑

εnd
†
ndn +

∑
ijkl

Vijkld
†
id
†
jdkdl, (3)

where d†n creates a fermion in the single-particle state φn(i).
Note that in this formalism, the single-particle states φn(i)
are obtained as solutions purely of the non-interacting prob-
lem and not as solutions of a Hartree-Fock equation for the
interacting Hamiltonian. Finally, this can be recast in the fol-
lowing form:

H =
∑
~α

µα|~α〉〈~α|+
∑
~α 6=~β

Vβα|~β〉〈~α|. (4)

In this model, the on-site potential µα is given by the Hartree-
Fock energy of the single-particle Slater determinants, which
consists of the non-interacting part of the original Hamilto-
nian as well as the diagonal part of the interaction term. The
hopping term Vβα stems purely from the interaction term. Full
definitions for all these models are given in App. C.

It was argued by Basko et al.1,2 that Hamiltonian (3) has
a very particular structure, namely that due to the localiza-
tion of the single-particle orbitals φn(i), the matrix elements
Vijkl fall off exponentially with separation between the states
φi and φk or φl and between φj and φk or φl. They further
argued that these matrix elements decay very quickly with
the difference between single-particle energies. This holds
for a quantum dot in the diffusive regime, where quantum in-
terference corrections can be neglected28,29, whereas we will
be dealing with the strong disorder regime in this paper. We
therefore confirm this condition numerically in App. C.

In order to be able to apply a single-particle localization
perspective to the Fock space hopping problem (4), it is nec-
essary to understand the properties of the (random) graph on
which this hopping Hamiltonian is defined. To make progress
on this, we calculate an effective coordination number

z = 〈zα〉 , zα =
∑
β 6=α

Vβα
|µβ − µα|

(5)

where 〈·〉 indicates averaging over α as well as disorder real-
izations. As discussed in more detail in App. C, we observe
that the effective coordination number scales linearly in the
system size, z ∼ L, independently of the parameters of our
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model, i.e. in both the regime where we expect a delocal-
ized phase and the regime in which we expect an MBL phase.
This divergence is easily understood by the following argu-
ment: in a generic Slater determinant |~α〉 at half-filling, there
are N = L/2 fermions that can hop within a small part of
the system, whose volume is controlled by the localization
length and essentially is ξdloc. In our Fock space model, the
number of Slater determinants |~β〉 to which the system can
“hop” is therefore also proportional to the number of fermions
N = L/2, and hence our coordination number z ∼ N . In
App. C, we confirm this argument by calculating the depen-
dence of z on the number of fermions, N , in a system of fixed
size L.

We conclude that the effective coordination number scales
asN . This is not very deep: each of theN electrons can make
a transition to a nearby (in both location and energy) state.
However, this means that MBL is not likely to be a simple
analogue of single-particle localization, with Eq. (4) playing
the role of H0 in Eq. (2) for a single particle. This is further
illustrated by consideration of the inverse participation ratios:

Iψ =
∑
α

|〈α|ψ〉|4. (6)

Precisely at V = 0, the inverse participation ratio is 1 in every
eigenstate. As V is increased, we find that the inverse par-
ticipation ratios decrease linearly with V . But our calculated
values of Iψ as a function of V do not show simple scaling be-
havior as a function of system size. Moreover, we expect that
Iψ ∼ e−aN even in an MBL phase because each electron can
hop to O(1) nearby localized states, so it would be difficult to
use Iψ to distinguish an MBL phase from a metallic state.

III. ADIABATIC CONTINUITY AND ENTANGLEMENT
ENTROPY

A. Definition of a Many-Body Localized State

In this paper, we adopt the point of view that when all of
the states of a system are many-body localized, they should
be adiabatically connected to the localized states of the cor-
responding non-interacting system. However, it is difficult
to make this notion precise by considering direct analogues
of criteria used in single-particle localization, such as inverse
participation ratios, since even weak interactions will mix ex-
ponentially many single-particle Slater determinants to obtain
the eigenstate of the interacting system.

For this reason, the definition of many-body localization
that we propose in this paper is, as stated in the introduction:

For a many-body localized energy eigenstate |ψ〉, there
is a finite-depth local unitary transformationU that will
almost everywhere transform |ψ〉 into a Slater deter-
minant of localized single-particle states, to within de-
sired accuracy.

In this section, we will try to make the words “almost” and
“to within desired accuracy” more precise. For the most part,

we will assume (without justification) in this paper that the
latter caveat does not matter, but the first one will play a role
in our calculations. The first step in making our definition
more precise is to define the “localization depth” of a state
(for a definition of a local unitary transformation of depth D
and localized single-particle states, see Appendix A):

Definition 1. A state |ψ〉 on a lattice L has localization depth
D to accuracy (ε, k) in some (not necessarily connected) sub-
set A if there exists a local unitary transformation U of depth
D and a Slater determinant of localized single-particle states
|ΨSl〉, such that the reduced density matrices,

ρB = TrL\B|ψ〉〈ψ|, ρSl
B = TrL\B|ΨSl〉〈ΨSl|,

satisfy the property that

Tr
(∣∣ρB − UρSl

BU
†∣∣) < ε.

for all connected B ⊂ A with vol(B) = k.

Here, Tr(| · |) denotes the trace norm distance, which for re-
duced density matrices of two states has the operational mean-
ing that it quantifies how well the two states can be distin-
guished by measurements only on these reduced density ma-
trices30–32. This definition thus formalizes the notion that such
a state shares all k-local properties of a localized Slater de-
terminant, i.e. properties that can be measured using k-local
operators. A key requirement is that a single transformation
U and a single Slater determinant |ΨSl〉 are used for all B; if
one allows a different U or |ΨSl〉 for each B, the above defini-
tion can always be fulfilled with D ∼ k. In our definition, we
require that |ΨSl〉 be a Slater determinant of localized single-
particle states, as defined in Appendix A, rather than the basis
of site occupation numbers so that our unitaryU does not have
to remove the exponential tails of localized states, as we dis-
cuss further in the next subsection.

Of course the localization depthD will generally grow with
k, i.e. as more long-ranged properties of the system are being
captured. A similar picture emerges when describing gapped
states in one dimension as local unitary circuits applied to a
product state, which is equivalent to describing them with a
matrix-product state of bond dimension M ∼ exp(D): while
local properties may be accurately described by a circuit of
finite depth D even as L→∞33, the bond dimension M will
have to grow polynomially with N if some fixed accuracy is
demanded for the density matrix on N sites34,35. In our case,
the localization depth D would depend on vol(A) if one were
to demand B = A; in order to avoid this dependence and
to facilitate approaching the thermodynamic limit below, we
only require k-local properties to match to a localized Slater
determinant, allowing us to obtain a finite D independent of
vol(A), for a given k.

Of course, the above definition can always be fulfilled if D
is allowed to scale sufficiently rapidly with vol(A) – in other
words, in a finite-size system, every state has a finite localiza-
tion depth in all subsets. The distinction between many-body
localized states and extended ones must, therefore, be the scal-
ing of the localization depth with the system size. We now
propose a definition of a many-body localized state that draws
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a line between the two types of states. For simplicity, we give
a definition on the hypercubic lattice Zd, but this definition
can be generalized to an arbitrary lattice or even an arbitrary
triangulation.

Definition 2. We will say that an energy eigenstate |ψ〉 of a
Hamiltonian H on Zd is an MBL state if, for any ε > 0 and
any 0 < f < 1, there exists a sequence of hypercubic regions
Ci ⊂ Zd satisfying C1 ( C2 ( . . . and a sequence of subsets
Ai ⊂ Ci satisfying A1 ( A2 ( . . . and vol(Ai)/vol(Ci) >
f such that the following holds: D ≡ limi→∞Di is finite
for any finite k, where Di is the localization depth of |ψ〉 to
accuracy (ε, k) on Ai.

In other words, an MBL state can be approximately trans-
formed into a Slater determinant of localized single-particle
orbitals almost everywhere by a local unitary transformation
of finite depth. We emphasize that, at this point, our definition
applies to a single eigenstate of a Hamiltonian. The details of
the Hamiltonian determine whether any of its eigenstates are
MBL states. However, these details – e.g. whether there is
a random potential, whether the interactions are short-ranged
or long-ranged, etc. – do not enter our definition of an MBL
state. To the best of our knowledge, such a definition has not
been previously formulated. (However, see Refs. 18 and 36
where similar ideas are discussed.) Most previous discussions
have focused on the dynamical properties of Hamiltonians.
Our treatment can be more directly compared to those discus-
sions when, in Section III D, we give a definition of a many-
body localized phase that applies directly to the properties of
a Hamiltonian.

This definition provides an attempt to formalize the basic
idea that states of a many-body localized system are adiabat-
ically connected to states of a non-interacting Anderson in-
sulator. A non-interacting Anderson insulator has the unusual
property that all of its states below the mobility edge are Slater
determinants of localized single-particle orbitals. While this
is also true for the ground state of a band insulator (since
fully occupied bands can be expanded in localized Wannier
orbitals), it is not true for its excited states at non-zero en-
ergy density. It is also not true for arbitrary eigenstates (in-
cluding the ground state) of symmetry-protected topological
phases37,38 or gapless phases. Our definition essentially boils
down, then, to the idea that this unusual property of a non-
interacting Anderson insulator can also hold, to within desired
accuracy, in an interacting system. Note that our definition is
not precisely the same as a failure of the ETH hypothesis5,6;
one can imagine non-ergodic states that aren’t MBL states39.

In this respect, we can connect Definition 2 to a definition
given by Basko et al.1,2 in their pioneering work. Although
our definition applies to an individual energy eigenstate rather
than a range of temperatures and focusses on the relation to a
Slater determinant via local unitary transformations of finite-
depth, it has similar consequences if it holds for almost all
states of a system. Consider the following statement of many-
body localization given by Basko et al.1,2: Label the energy
eigenstates of the system |k〉 and consider matrix elements of
a bounded local operator X ,

Ck′k ≡ 〈k′|X|k〉 (7)

(Basko et al.1,2 consider the operator c†αcβ , but their statement
can be generalized to any local operator X .) Then, one could
define MBL by requiring that if all |k〉, |k′〉 are MBL states in
subset A, then ∑

k′ |Ck′k|4

(
∑
k′ |Ck′k|2)2

(8)

has a non-zero limit in thermodynamic limit, while in the
metallic phase, it has a vanishing limit. The sum in Eq. 8
will have a non-zero limit if there is one term in the sum that
does not scale with system size. This property can be inher-
ited from the non-interacting case as follows. We can insert
the local unitary transformation Uk for each state |k〉 to obtain

Ck′k = 〈k′|U†k′Uk′XU
†
kUk|k〉 = 〈ΨSl

k′ |Uk′XU
†
k |Ψ

Sl
k 〉 (9)

If X has support only on A and A′, the regions of the two
states where Uk, Uk′ have finite-depth, then Uk′XU

†
k is also

a local operator and |ΨSl
k 〉 is a Slater determinant of localized

single-particle wavefunctions.

B. Area-Law for the Entanglement Entropy

A key proposition of this paper is that many-body local-
ized states at non-zero energy, which meet the requirements of
Definition 2, have an area law for the entanglement entropy.
This area law will lead to a more practically useful definition
for an MBL state since it is generically difficult to find the
finite-depth local unitary transformationU required by Defini-
tion 2, whereas entanglement properties are readily calculated
by a variety of computational and analytical approaches.

In Section II, we have encountered the issue that even a
localized system may explore an exponentially large part of
its Hilbert space. The same issue is also encountered when
attempting to accurately describe the low-energy states of a
gapped system such as a band insulator. Expanding a low-
energy state of such a system in a local basis, one finds contri-
butions from exponentially-many local product states. At the
same time, it is known that the ground states of band insula-
tors – in fact, the ground states of most local Hamiltonians –
only have overlap with a tiny subset of the full Hilbert space,
namely that of low-entanglement states, which obey an area
law21,40–42 or, in the case of many gapless systems, an area
law with a multiplicative logarithmic correction. In one di-
mension, the area law for the ground state of systems with a
finite correlation length has been firmly established35, while a
logarithmic correction is expected for the ground state of crit-
ical (scale-invariant) systems24,43,44, including some random
ones45. In higher dimensions, the situation is more compli-
cated and rigorous results are only available for the ground
states of free systems46–48 and certain classes of interacting
systems. In all of these systems, a volume law scaling will
generically be observed for high-energy eigenstates. Here, we
propose that many-body localized states have the highly un-
usual property that they are excited states satisfying an area
law. As we now discuss, it is reasonable to conjecture that
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=

FIG. 1. Transformation of a product state |φ〉 (blue dots, top) into
an entangled state by a finite-depth 2-local (possibly unitary) trans-
formation of depth D = 3 (see Def. 4 in App. A). The amount of
entanglement in the state after transformation is controlled by the
number of operators that extend across a cut (such as indicated by
the dashed red line on the left), i.e. by the depth of the circuit D.
Decomposing the operators using an SVD leads to the picture on the
right, which is similar to a Schmidt decomposition. The maximum
entanglement is proportional to D.

the area law follows from our definition of an MBL state and
from properties of non-interacting Anderson insulators.

Consider, first, the origin of such an area law for a system
of non-interacting spinless fermions, where we fill some set of
single-particle orbitals φn(i). Any eigenstate of such a system
can be written in the form

|ψ〉 =

(∑
i

φ1(i)c†i

)n1
(∑

i

φ2(i)c†i

)n2

. . . |0〉, (10)

where ni = 0, 1 are the occupation numbers of the single-
particle orbitals. Let us assume that the single-particle orbitals
φn are strictly local, i.e. they have support only on m con-
tiguous sites. We can then pictorially represent the state as a
product of local operators acting on a product state, as shown
in the left panel of Fig. 1. Note that these operators are not
unitary, but this does not matter for the purpose of our ar-
guments here. Using this construction, we have successfully
decomposed the state |ψ〉 into a tensor network. We can now
use standard tensor network arguments to read off the maxi-
mum amount of bipartite entanglement contained in the state
|ψ〉: Consider splitting every operator crossing the dashed red
line indicated in Fig. 1 using a singular value decomposition
to obtain the picture shown in the right panel. The number of
non-vanishing singular values for each operator is bounded by
dm, where d is the dimension of the local Hilbert space (e.g.,
d = 2 for spinless fermions). The rank of a reduced density
matrix describing the left or right part is then bounded by this
number to the power of the number of operators cut, i.e. the
number of blue lines in the right panel, i.e. it is bounded by

(dm)D, where D is the depth of the circuit. It follows that the
bipartite entanglement entropy is bounded by

S ≤ mD log d (11)

The minimal depth D of the tensor network depends on the
number of single-particle states that overlap at a given site i,
which is roughly m and is independent of the system size.

In this argument, we have ignored the fact that we are ac-
tually interested in localized single-particle states which can
have exponential tails, rather than states with strictly local
support. It is easily shown that the overlap of a state where
these tails have been truncated with the full state approaches
one exponentially quickly as the supportm of the strictly local
states is increased, but this does not imply that the bipartite en-
tanglement matches to the same accuracy. However, it seems
plausible that for the eigenstates of local Hamiltonians, the en-
tanglement properties, or at least the scaling of entanglement
entropies, does not depend on these tails for m sufficiently
large.

We have argued above that when the state of the non-
interacting system can be written by filling a set of strictly
local single-particle orbitals, the bipartite entanglement en-
tropy is independent of system size and displays an area-
law scaling. Consider now our colloquial definition for an
MBL state, which is that it can be transformed to a Slater
determinant of localized single-particle states almost every-
where to within some desired accuracy by a finite-depth lo-
cal unitary circuit. Such a circuit can, by similar arguments
as given above, increase the entanglement entropy only by
some constant amount depending on its depth. By this defini-
tion, a many-body localized state would thus inherit the area
law from the corresponding Slater determinant. An important
caveat is that using a finite-depth local unitary circuit, we can
transform a state of the many-body system to a Slater deter-
minant only to within desired accuracy for local properties.
For a rigorous argument, we would have to show that if two
eigenstates of a local Hamiltonian are locally nearly identical
then their entanglement entropies scale the same way. Al-
though reasonable, this is a non-trivial proposition, and we do
not attempt to prove it here. We thus propose the following
as a conjecture, which will be true if small errors in the lo-
cal structure of the state do not lead to errors in the scaling of
the von Neumann entropy of the reduced density matrix for a
large subset of the system:

Conjecture 1. A many-body localized state |ψ〉 has an area
law for the entanglement entropy, that is for almost all regions
of sitesR, the entanglement entropy SR has

SR < α ∂R

for some constant α > 0.

Here, ∂R denotes the boundary area ofR, and

SR = −TrρR log ρR ρR = TrL\R|ψ〉〈ψ|. (12)

This is to be contrasted with a volume law, where SR ∼
Vol R. In one dimension, this means that for a system of
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size L which is cut in a generic location, the bipartite en-
tanglement entropy is constant instead of proportional to L.
In higher dimensions, the entanglement entropy will scale as
Ld−1 instead of Ld.

This condition is useful for the following reason. Although
Definition 2 is precise, it is difficult to find the necessary local
unitary transformation. On the other hand, the entanglement
entropy is more readily calculated, given an energy eigenstate.
However, our definition may still not be directly applicable as
we cannot solve the system in the thermodynamic limit, or in
a sufficiently large system to be self-averaging with enough
distinct regions R of different size. In a practical calculation,
we therefore have to consider an ensemble of Hamiltonians
and compare the entanglement entropies obtained for different
system sizes.

We therefore formulate the following criterion that we use
to identify a many-body localized phase. We will give a more
precise definition in Sec. III D, but for now, we suggest the
following more colloquial definition:

If almost all energy eigenstates of a Hamiltonian have
an area law for their entanglement entropy for almost
all regions, then we will say that the system is in a
many-body localized phase.

We will make precise what we mean by ”almost all” eigen-
states in Def. 3.

However, this definition is satisfied by many trivial systems,
for example systems with only on-site terms or coupling terms
that are diagonal in a product basis, such as an Ising model
with a longitudinal (instead of the transverse) field. The area
law observed for arbitrary eigenstates of such trivial systems
is unstable against many perturbations, though. We there-
fore formulate the following, stricter definition which serves
as sufficient and necessary condition for an MBL regime:

A system described by a Hamiltonian H is in a many-
body localized phase if almost all eigenstates of

H + λΦ, (13)

have an area-law for their entanglement entropy for ar-
bitrary perturbations Φ that are a sum of bounded local
operators and for some non-vanishing range of λ, e.g.
for all |λ| < λc.

We conjecture that this definition excludes systems that
have an area law for almost all eigenstates for trivial reasons
that should not be considered many-body localization. Thus,
it paves the way for using the entanglement entropy to identify
many-body localization.

C. Numerical Calculation of Entanglement Entropy in Energy
Eigenstates of a 1D Model of Interacting Electrons in a Random

Potential

We now turn to a numerical analysis of the entanglement
entropy in random eigenstates of the system described by
Eqn. (2). We calculate the entanglement entropy at the cen-
ter of the system, i.e. for a block of size L/2. We perform an

average over at least 1024 disorder realizations, and for each
realization extract the entropy for L randomly-chosen eigen-
states. From now on, the quantity S will refer to the entangle-
ment entropy between the left- and right-halves of the system,
and we will drop the subscript R in SR since R will always
be the left (or, equivalently, the right) half of the system. Oc-
casionally, we will use the notation Sc to emphasize that this
is the entropy obtained by cutting the system at its center.

Fig. 2 has histograms showing the total number of states
that have entanglement entropy Sc (y-axis) in the entire en-
semble of 1024 systems at each size (x-axis) from L = 4 to
L = 16. We show results for three strengths of the disor-
der potential, W = 4, 6, 8, and three strengths of the interac-
tion, V = 0, 0.4, 1.2. Each histogram also shows the median
value of Sc (dashed line). Consider first the non-interacting
case V = 0 (top row in Fig. 2), where the system is a non-
interacting Anderson insulator. As expected, we observe an
entanglement entropy that is largely independent of system
size but does depend on the disorder strength since the amount
of local contributions to the entanglement entropy depends on
the localization length. For W = 6 and W = 8, additional
peaks at S ≈ ln(2) become visible. These peaks can be traced
to a purely local effect – a localized state spread over the two
sites straddling the center of the system – which is discussed
in Appendix B. However, apart from a small but noticeable
number of states that have S ≈ ln(2), almost all states have
entropies near or less than the median entropy, which has very
weak dependence on system size.

Although our primary interest is the scaling of S with L, it
is useful to view ln(2) as a heuristic boundary between low-
and high-entropy states. When there are very few states with
S > ln(2), the median entropy does not scale with system size
but when a large fraction of the states of the system have S >
ln(2), the median entropy tends to scale withL. This is not, by
any means, a precise boundary, but it is nevertheless useful to
refer to “low-entropy states” and “high-entropy” states, which
refers to their entropy relative to ln(2).

Returning to Fig. 2, we now consider the case of weak in-
teractions and strong disorder, V = 0.4, W = 8. The his-
togram is very similar to those of the non-interacting case: the
median entanglement entropy depends very weakly on sys-
tem size and most states have entropies near or less than the
median entropy. Even for stronger interactions, but strong dis-
order, V = 1.2, W = 8, the histogram is still similar to the
non-interacting case, although one might argue that a slight
increase in the median Sc with L is visible. But even for this
strong interaction, most of the states have very low entropy.

As we decrease the disorder, we find that, for weak inter-
actions and moderate disorder, V = 0.4,W = 6, there are
still very few high-entropy states, and the median entropy has
weak dependence on L. However, for strong interactions and
moderate disorder, V = 0.4,W = 6, the number of high-
entropy states clearly increases with L, and the median en-
tropy increases with L in a manner roughly consistent with
linear increase.

Finally, we consider the weak disorder case, W = 4. For
weak interactions V = 0.4, the number of high-entropy states
increases with system size, roughly linearly. In this case, in-
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FIG. 2. (Color online) Histogram of the entanglement entropy of random eigenstates of the Hamiltonian (2) at different values of disorder
strength and interaction. Dark blue indicates a small density of states at a given L and Sc, whereas red indicates a higher density. Dashed lines
indicate the median value. Results are extracted from 1024 disorder realizations and L randomly chosen states for each realization.

teractions have caused a large fraction of the states to be “de-
localized”, i.e. to have large entanglement entropy due to en-
tanglement between all parts of the system. This is reflected
in the median entanglement entropy, which grows with L,
but slowly. Finally, when we consider stronger interactions,
V = 1.2, we find that the number of high-entropy states in-
creases linearly with L forW = 4. The median entropy scales
linearly or, perhaps, even faster, although the apparent super-
linear growth that sets in at around L = 12 is probably an in-
crease in the slope from its small L value to its large L value.

The most salient and striking feature of these data is that
for the stronger disorder potentials W = 6, 8, the vast ma-
jority of states at V = 0.4 have low entanglement entropy
for the system sizes accessible to our simulations. It seems
extremely unlikely that this behavior would change for larger
system sizes: if the behavior of the system is governed by a
large (or divergent) length scale, we would expect a volume
law for block sizes smaller than this length scale and a po-

tential crossover to an area law beyond this scale; the other
situation, i.e. observing an area law on short scales and a vol-
ume law at large scales, is very unlikely. However, we cannot
exclude the possibility of extremely slow growth.

The histograms in Fig. 2 include states of all energies.
However, separating the states by energy does not change the
picture very much. High entropy states occur primarily near
the center of the spectrum, but even at the center of the spec-
trum there are states with very low and very large entropy re-
gardless of the strength of interactions. Hence, for the system
sizes available to us, no sharply-defined many-body analogue
of a mobility edge can be numerically observed for these in-
termediate values of disorder and interaction strength.

One important feature of this data, which is somewhat
masked by the color scale in Figs. 2, is that there are high en-
tropy states at all energies. As may be seen from Fig. 3, these
states become more rare as we consider larger and larger en-
tanglement entropies. We suggest the following heuristic pic-



9

0 1 2 3 4 5 6
0.0

0.2

0.4

0.6

0.8

1.0

H
(S

)
W = 4 V = 1.2

L=10
L=12
L=14
L=16

0 1 2 3 4 5 6
0.0

0.2

0.4

0.6

0.8

1.0

W = 4 V = 2

L=10
L=12
L=14
L=16

0.0 0.4 0.8 1.2

S

0.01

0.1

1

H
(S

)

W = 8 V = 0.4

L=10
L=12
L=14
L=16

0 1 2 3 4 5 6

S

0.01

0.1

1
W = 6 V = 1.2

L=10
L=12
L=14
L=16

FIG. 3. The number of states H with entropy S for different system
sizes and system parameters. Plots in the top row show parameters
where the system is entering a metallic regime and the histogram fol-
lows (15). In the lower left, the system is clearly in the MBL regime,
where the histogram follows (14) with a independent of L. In the
lower right panel, some drift of a(L) with L is observed, putting the
system on the edge of the MBL regime. Dashed lines indicate fits
to (14), dotted lines are fits to (15).

ture: the entanglement generally remains small because there
are “entanglement bottlenecks”. These are places where, for
reasons which we examine in more detail below, entanglement
cannot be generated in a given state. If we assume a proba-
bility pb that a given site is a bottleneck, then a region with
entropy S will occur somewhere in the system with probabil-
ity p(S) ∼ L(1 − pb)S . The probability that we will obtain
this entanglement entropy from an arbitrary cut through the
system (e.g. at the middle) is ∼ (1 − pb)

S . This leads to
an exponentially-decaying density H(S) of states with en-
tanglement entropy S across the mid-point of the system,
H(S) ∼ e−S/a.

In Fig. 3, we see four different types of behaviors. From the
lower left panel of Fig. 3, we see that, for W = 8, V = 0.4,
the density of states H(S) with entanglement entropy S in-
deed decays exponentially, as expected from the above dis-
cussion. (Note that there is a peak at S = log 2, as dis-
cussed above.) In the upper panels, H(S) clearly does not
satisfy the definition of an MBL phase for W = 4, V = 1.2
or 2, as we discuss below. In the lower right panel, where
W = 6, V = 1.2, the situation is unclear. This will be dis-
cussed below.

First, however, we examine more quantitatively the extent
to which the distribution of entropies H(S) agrees with our
expectations. We consider the more general form for a finite-
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FIG. 4. Coefficient a(L) extracted from fits to Eqn. (14). Solid lines
are W = 8, dashed lines are W = 6; interaction strength is V =
0, 0.4, 0.8, 1.2, 1.6, 2 from bottom to top.

size system:

H(S) ∼ e−S/a(L). (14)

In a many-body localized regime, we expect a(L) to approach
a finite constant as L → ∞. For W = 8, Fig. 4 shows that
a(L) is approximately constant over a wide range of interac-
tion strengths V , as expected if the system were in an MBL
phase in this range. For W = 6, a(L) appears be constant
for V = 0.4 (second dashed line from the bottom in Fig. 4)
but it increases for larger values of V . Finally, for W = 4
(not shown), a(L) appears to increase for all of the values of
V > 0 studied, with the possible exception of V = 0.2.

In a regime where the system is metallic but disorder re-
mains strong enough to affect the local physics, we expect that
the mean entropy scales with system size and the entropies are
normally-distributed around the mean value, so that

H(S) ∼ e−(S−s0L)
2/αL. (15)

This is observed for weak disorder, W = 4, and strong inter-
actions, V = 1.2 and V = 2, in the upper panels of Fig. 3.
The peak of the Gaussian is approximately at the median value
of the entropy, which increases linearly with system size L.
This is somewhat obscured at smaller system sizes because
the ln(2) peak dominates the data. It may be somewhat sur-
prising that we obtain these results even without restricting to
states of a single energy because, in a metallic state in thermal
equilibrium we expect the entropy density S/L to grow with
the energy of the state. However, the histogram is dominated
by states near the center of the (many-body) energy spectrum
because there are exponentially more of them than there are
states in the tails of the spectrum. Therefore, H(S) is nearly
indistinguishable from H(S,E), the histogram restricted to
an energy window around E, if E is near the center of the
spectrum. On the other hand, in the band tails H(S,E) looks
similar to the MBL regime.
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For intermediate parameters between the MBL and the
metallic regimes, we observe a different behavior of H(S).
Consider, for example, W = 6 and V = 1.2. From Fig. 2, we
see that for these parameters the median value of S increases
slowly with L, consistent with S ∝ L but with small propor-
tionality constant. This is reflected in the lower right panel of
Fig. 3, where we see that H(S) decays as H(S) ∼ e−S/a(L)

with a(L) increasing. The coefficient a(L) increases with sys-
tem size, as may be seen in Fig. 4. Therefore, at least for these
system sizes, the system at W = 6 and V = 1.2 is qualita-
tively different from the systems at W = 4 and V = 1.2.
Although the median entropy grows with system size in both
cases, the distribution of entropies is rather different. In the
latter case, it appears similar to thermodynamic equilibrium
but in the former case, it looks more like a long tail of high
entropy states in an MBL system.

In Fig. 4, we can see that for W = 6 and V = 1.2, a(L)
grows linearly for small systems and the growth slows down
for the largest systems accessible to our simulations. The sim-
plest possibility is that the system is in an MBL phase, and
a(L) approaches a finite limit for large enough systems. An
alternate possibility is that the system is in a metallic phase,
but with low S/L. However, it is also possible that the system
is in an intermediate phase in which a(L) ∼ Lβ at large L,
with 0 < β ≤ 1 so that a non-zero fraction of the states of the
system have entanglement entropy S > κLβ for some κ. This
would not be a conventional metallic phase, even if β = 1
(or, more generally, β = d in d-dimensions). Rather, it is a
phase in which an O(1) fraction of the states has low entan-
glement entropy and an O(1) fraction has large (though pos-
sibly sub-linear) entanglement entropy. We call this a “long
tail” regime, in which the median entropy increases with sys-
tem size – possibly even linearly – but the system is not in
an equilibrium metallic phase because anO(1) fraction of the
states of the system have O(1) entanglement entropy, even if
we restrict attention to energies near the center of the spec-
trum.

D. Definition of a many-body localized phase

In this section, we condense the above considerations about
the statistical distribution of entanglement entropies into a
concise definition for a many-body localized phase.

Let us revisit our heuristic picture for the entanglement bot-
tlenecks. These can occur for two reasons: There can be dis-
order realizations in which the on-site potential is very large
or very small at a given site, thereby effectively cutting the
system there. Conversely, there can be disorder realizations in
which the on-site potential is nearly the same over clusters of
several sites, which is analogous to the two-site clusters that
cause the ln(2) peak discussed previously and in Appendix B.
This leads to the absence of bottlenecks in that cluster of sites.
A second reason why bottlenecks could occur is the particular
choice of state. For a fixed disorder realization, there may be
arrangements of the particles – possibly of very high energy
– which effectively cut the system in two, thereby forming a
bottleneck. Of course, these two mechanisms are not indepen-

dent. Regardless of the ultimate cause of the bottleneck, the
entanglement entropy across it would be low because particle
and correlations cannot propagate through a bottleneck.

Let us now consider a very large system L, where most of
the states are MBL states. We have argued that the probabil-
ity of finding entropy S in such a system for a generic cut is
H(S) ∼ e−S/a; cuts where S/a � 1 are therefore unlikely.
One could, however, also ask: what is the probability of find-
ing some cut of the system for which the entanglement en-
tropy is S? This clearly follows H̃(S) ∼ Le−L/a, and hence
only cuts where S/a � lnL are rare; in other words, the
maximum entanglement entropy found in the system diverges
logarithmically, while the median entanglement entropy sat-
urates to an area law. This behavior is observed in the data
shown in Fig. 5. However, our arguments also suggest that for
a given state of a very large system, the distribution of entan-
glement entropies obtained by cutting in different ways has a
finite variance, i.e. while the maximum may diverge, the me-
dian (and other quantiles) of the distribution remain finite. In
other words, as the thermodynamic limit is approached, the
cuts that lead to a divergent entanglement entropy become a
set of measure (lnL)/L. Relating this back to our Def. 2,
we can expect that using a finite-depth unitary transformation,
an MBL state can be transformed into a Slater determinant
of localized single-particle orbitals everywhere except in an
exponentially-small fraction of the system.

Note that this is very different from the case of single-
particle localization. In the single-particle case, there may be
regions of size lnL in which the on-site potential is nearly
constant over the entire region. However, this is not sufficient
for a state with localization length ∼ lnL. As we consider
larger and larger regions, the potential must get flatter and
flatter over the entire region in order for a delocalized state
to occur. Thus states with large localization length occur only
occur for disorder configurations of measure zero in the prob-
ability distribution of the on-site disorder20. However, in the
case of MBL, the on-site potential need not be fine-tuned to
be within some set of configurations of measure zero. There
could, instead, be arrangements of the particles that allow en-
tanglement to build up even for more generic disorder config-
urations.

With the preceding considerations in mind, we define a
many-body localized phase as follows.

Definition 3. An infinite system described by some Hamil-
tonian H is in an MBL phase if, for any f, ε, k there exist
finite real numbers D, b, c such that for any d > D, all energy
eigenstates are MBL states with localization depth ≤ d to ac-
curacy (ε, k) on a volume fraction f of the system, except for
a fraction of states < b e−cd.

Note that in a many-body localized system, generically no
mobility edge can be observed for the following reason: In
a non-interacting Anderson insulator, localized and extended
single-particle states cannot coexist at the same energy – if
there were both a localized and an extended single-particle
state at the same energy, it would require fine-tuning for them
to have vanishing matrix elements. Small changes in the
Hamiltonian would mix them, causing both states to become
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FIG. 5. Disorder-averaged entropy (i) for the cut at the center of
the system (dashed lines) and (ii) for the cut with the maximum en-
tropy in each disorder realization (solid lines) for W = 6 on a semi-
logarithmic scale. While an area law is observed for the center cut for
weak enough interactions, a logarithmic divergence of the entropy
for the maximum entropy cut is found for these interaction strengths.
For strong enough interactions, both diverge with a volume law.

extended. In the many-body system, on the other hand, low-
and high-entropy states can exist at the same energies because
the matrix elements between these many-body states could
vanish due to an orthogonality catastrophe: they may differ in
the arrangements of an extensive number of particles so that
the matrix elements between them for any local Hamiltonian
would vanish.

IV. TOPOLOGICAL ORDER AT NON-ZERO EXCITATION
ENERGY DENSITY AND SELF-CORRECTING QUANTUM

MEMORY

A. Overview

A system is in a topological phase in its ground state if it
satisfies the following definition: On a manifoldM, it has a
set of orthonormal ground states |a〉, a = 1, 2, . . . , NM. The
degeneracy NM depends only on the topological configura-
tion of the system, e.g. genus, number of boundaries, and
boundary conditions. These states are separated from the rest
of the spectrum by an energy gap ∆ that remains non-zero in
the limit that the system size L → ∞. Furthermore, for any
local operator φ,

〈a|φ|b〉 = Cδab +O(e−L/ξ) (16)

where C is a constant independent of a, b; L is the system
size; and ξ is the correlation length of the system, which is
finite in the limit L → ∞. The Hamiltonian is a sum of local
operators, so the energy splitting between theM ground states
vanishes exponentially with the system size.

In many situations, a topological phase can equivalently be
defined as a gapped phase which cannot be transformed to a

FIG. 6. Fattened Wilson loop operator Wa(C).

local product state by a local unitary transformation of finite
depth. For a symmetry-protected topological phase, which is
not our primary focus here, one has to augment this definition
by requiring that the unitary transformation leave the symme-
tries untouched. However, as was shown in Ref. 49, there is a
subtle difference between these definitions when considering
disordered systems with ground states that have a non-zero
density of localized quasiparticles: these will generally not
satisfy the latter definition since the quasiparticles effectively
partition the system into finite blocks that can be transformed
to a product. However, such a system could still satisfy the
first definition given above.

A similar situation is encountered for systems at non-zero
temperature in two dimensions, where a non-zero – albeit ex-
ponentially small in T/∆ – density of quasiparticles is ther-
mally induced. Such a system clearly violates the second def-
inition and it is not immediately clear how to extend the first
definition to excited states at finite energy density. However,
it is conceivable that topological order survives even in states
of finite energy density above the ground state if the quasi-
particles are many-body localized. In this section, we seek to
find a definition of a topological phase that encompasses all
these scenarios. Similar ideas were recently put forward in
Ref. 26. We will largely rely on the area law as a definition of
a many-body localized regime.

Following Ref. 50, we will define a topological phase (in
its ground state, for now) in terms of a “zero-law” for Wil-
son loop operators. At an intuitive level, the definition is the
following: We define appropriate “fattened” Wilson loop op-
erators Wa(C) associated to curves C (cf Fig. 6) and quasipar-
ticle types a (see, for instance, Ref. 51 and references therein).
These operators will be defined explicitly below. In a topolog-
ical phase in its ground state, this Wilson loop operator will
have the following properties: When measured on the sphere
or plane, such operators have ground state expectation values
〈0|Wa(C)|0〉 6= 0 that are independent of the perimeter PC of
C. On manifolds with non-trivial topology, such operators can
be used to distinguish the different degenerate ground states.
Depending on the curve C and quasiparticle type a, Wilson
loop operators can have expectation values that are different
for different ground states or can have non-vanishing matrix
elements between different ground states. When measured in
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a non-topological phase, on the other hand, the expectation
values of such Wilson loop operators will decay as e−aP for
some constant a.

The reason that we need to consider “fattened” Wilson loop
operators is that, even in the ground state of a topological
phase, virtual quasiparticle pairs will be created and one mem-
ber of the pair can fluctuate between the interior and exterior
of the region bounded by C. If the Wilson loop operators are
“fattened” so that they have a width that is larger than the
length scale for such fluctuations, then virtual quasiparticle
will not cause 〈Wa(C)〉 to wash out.

Let us now consider the case of a topological phase at
finite temperature, i.e. at finite energy density above the
ground state. In this setting, thermally excited and mobile
quasiparticles will hop in and out of the loop, washing out
Tr
(
e−βHWa(C)

)
and leaving behind a strong dependence on

the perimeter of the curve C. If, however, quasiparticle exci-
tations are localized in the energy eigenstate |E〉, this may be
prevented: Suppose that we have a topological phase with a
large gap. Then, since the gap is large, we can, with negligi-
ble effect on the ground state, tune the Hamiltonian so that the
quasiparticles have a large effective mass and we can tune the
disorder so that it has a large effect on the quasiparticles above
the gap. If quasiparticle excitations are many-body localized
in this limit, which seems ideally suited for it to occur, then
excited quasiparticles will be unable to move. Therefore, they
will be unable to wash out 〈E|W (C)|E〉 ∼ const.

To define topological order in the ground state, we could
exploit either the ground-state degeneracy or Wilson opera-
tors. While they are equivalent, the former is typically more
convenient since it is not always obvious how to define the ap-
propriate Wilson loop operators. However, as was discussed
above, it is very difficult to use degeneracy as a criterion since
it may be hard to identify the correct correspondence between
degenerate states in different topological sectors since the den-
sity of states at energies much above the spectral gap is always
exponentially large. However, as pointed out by Huse et al.26,
there are scenarios where such an approach can be applied.

In essence, the Wilson construction we describe here could
allow us to identify topological multiplets in the midst of a
very high density of states. In the case of a Hamiltonian whose
clean limit we understand, it could be possible to construct
these operators and, by entering the regime noted above, test
the possibility of topological order stabilized by many-body
localization.

B. Example: Toric Code

Consider the perturbed toric code Hamiltonian52 with ran-
dom couplings:

HTC = −
∑
v

Je(v)A(v)−
∑
p

Jm(p)B(p)

− h
∑
i

σzi − h̃
∑
i

σxi (17)

Here, A(v) and B(p) are defined by:

A(v) =
∏

j∈vertex(v)

σzj , B(p) =
∏

j∈plaquette(p)

σxj (18)

and Je(v) and Jm(p) are independent random variables cho-
sen uniformly from Je(v) ∈

[
Je0 −W,Je0 +W

]
and Jm(p) ∈[

Jm0 − W̃ , Jm0 + W̃
]
. The magnetic fields h, h̃ create pairs

of, respectively, magnetic and electric excitations and move
these excitations. In the limit that h, h̃ � W, W̃ � Je0 , J

m
0 ,

the ground state is essentially the ground state of the toric
code and the gap to all excitations is very large53–58. How-
ever, at energies larger than the gap, excitations will be local-
ized: although h, h̃ could allow them to move, the disorder
W is so much larger that both electric and magnetic parti-
cles will get trapped in regions where Je(v) ≈ Je0 − W or
Jm(p) ≈ Je0 − W , respectively. If many-body localization
occurs, then electric and magnetic particles will be unable to
move, even in states with non-zero energy densities and in the
presence of perturbations such as the following, which may
be viewed as an interaction between quasiparticles:

Hint = V
∑
〈v,v′〉

A(v)A(v′) + Ṽ
∑
〈p,p′〉

B(p)B(p′). (19)

V is an interaction between electric particles on neighboring
vertices while Ṽ is an interaction between magnetic particles
on neighboring plaquettes.

For h, h̃ = 0, the Wilson loop operators

Wm(CD) =
∏
i∈CD

σzi , We(C) =
∏
i∈C

σxi (20)

have expectation value 1 in the ground state, i.e.
〈0|Wm(CD)|0〉 = 1, 〈0|We(C)|0〉 = 1 for any contractible
closed curves C on the lattice and CD on the dual lattice. How-
ever, for h, h̃ 6= 0, virtual excitations of pairs of quasiparticles
straddling the curves C, CD will cause these expectation val-
ues to vanish for large loops as 〈0|Wm(CD)|0〉 ∼ e−aPCD

and 〈0|We(C)|0〉 ∼ e−aPC , where PC is the perimeter of a
the curve C. Thus, we must consider ‘fattened’ Wilson loop
operators. Consider, for instance,

WF
m(CD) =

∏
i∈CD

1

2n+ 1

n∑
j=−n

σzi+j‖ (21)

where i + j‖ is the link of the lattice that is j spacings away
from link i in the direction of link i. For n much larger than
the typical separation of a virtual pair of electric excitations
(which is ∼ h̃/Je0 for small h̃), 〈0|WF

m(CD)|0〉 > 0 for h > 0
but T = 0. In other words, the topological phase survives
small quantum fluctuations at zero temperature, as can be di-
agnosed with fattened Wilson loop operators.

Now consider non-zero temperature. For vanishing disor-
der, W, W̃ = 0, and non-zero temperature T > 0, there will
be a non-zero density of thermally-excited quasiparticles. For
large loops CD, tr

(
e−βHWF

m(CD)
)
∼ eaPCD because the sta-

tistical average will include nearly equal numbers of states
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with even and odd numbers of quasiparticles within each loop
CD.

Suppose now that an MBL phase occurs in this model in
the regime h, h̃ � W, W̃ � Je0 , J

m
0 . Then, in an MBL

eigenstate of energy-density ε, there will be a non-zero den-
sity ∼ ε/Je,m0 of localized quasiparticles. If this density is
low and the localization length is short, we can choose curves
CD and ‘fattened’ Wilson loop operators WF

m(CD) that avoid
these quasiparticles by passing between them. (We will say a
bit more about avoiding quasiparticles in the next paragraph)
Then, for any particular realization of the disorder, we have
〈ε|WF

m(CD)|ε〉 ∼ const., although its precise value will de-
pend on the particular curve and how many localized quasipar-
ticles it encloses. This is the analog for non-zero energy den-
sity of the situation that occurs for two quasiparticles, which
was studied by Stark et al59. On the other hand, if we average
over disorder realizations or over locations of the curve within
the system, we will obtain zero.

If we know a priori where the localized quasiparticles are,
then we can simply choose a curve that avoids them, assum-
ing that the density of quasiparticles nqp satisfies nqpξ2 � 1,
where ξ is their localization length. On the other hand, if we
do not know where the quasiparticles are located and sim-
ply place a curve CD on the dual lattice at random, then it
has a probability ∼ nqpξLCD of intersecting one of these
localized quasiparticles, according to Crofton’s formula. So
long as nqpξLCD � 1, which puts constraints on the en-
ergy density, then there will be a range of lengths LCD �
1(nqpξ) over which even a randomly chosen curve CD will
give 〈ε|WF

m(CD)|ε〉 independent of the size of the loop with
high probability.

We can make this more concrete by specializing to the case
in which Je0 = ∞ so that there are no electric particles, only
magnetic ones. In a generic energy eigenstate, there will be
a non-zero density of magnetic particles. However, if they
are many-body localized, they will be essentially frozen into
some locations so that a Wilson loop operatorWe(C) can have
a non-vanishing expectation value for a curve C that avoids
them. In the absence of electric particles, we can perform
a duality transformation from the toric code, which is a Z2

gauge theory, to the Ising model. We introduce a new set of
spins µp located at the centers of the plaquettes. They are
defined by

µxp = B(p) =
∏

j∈plaq(p)

σxj

µzp = (−1)np (22)

where np is the number of times that p has been flipped, count-
ing from an arbitrary fixed reference state so that σzi = µzpµ

z
p′

where p and p′ share the edge i. The Hamiltonian now takes
the form

H = −
∑
p

Jm(p)µxp − h
∑
〈p,p′〉

µzpµ
z
p′

= −
∑
p

Jm0 µ
x
p − h

∑
〈p,p′〉

µzpµ
z
p′

−
∑
p

[Jm(p)− Jm0 ]µxp (23)

This is a transverse field Ising model with an average trans-
verse field Jm0 and an additional random component Jm(p)−
Jm0 in the range [−W,W ].

When the transverse field Ising model is disordered, (a fat-
tened version of) the Wilson loop operator We(C) will have
non-vanishing expectation value. When it orders, the spins
σzi also order, and We(C) satisfies a perimeter law. Equiva-
lently, when the spins µzp order, a domain wall between up-
and down-spins has an energy cost proportional to its length.
However, if topological order (according to our definition) is
present in some eigenstate, then the dual spins will not be
ordered. A trivial case of this occurs in the h = 0 limit.
Magnetic quasiparticles cannot move because there is no hop-
ping term for them. In the dual transverse field Ising model,
there is no Ising interaction between spins, so an energy eigen-
state at finite energy density simply has a non-zero density of
µxp = −1 dual spins. But since there are no spins fluctuat-
ing between µxp = 1 and µxp = −1, the correlation function
〈µzpµzp′〉 vanishes for p 6= p′. On the other hand, if h 6= 0 in the
absence of disorder, then the µxp = −1 magnetic particles can
move and, consequently, the bipartite entanglement entropy
will have a volume law corresponding to a gas of bosons. As
a result, even fattened versions of the Wilson loop operator
We(C) will have perimeter laws. However, if the µxp = −1
magnetic particles are many-body localized for h 6= 0 and
W 6= 0, then the bipartite entanglement entropy of the trans-
verse field Ising model at non-zero energy density will have
an area law.

We will call a system that realizes this scenario a topolog-
ical phase at non-zero energy density, which we will make
more precise elsewhere60. The basic idea is that when the sit-
uation described in the previous paragraph holds, we can mea-
sure Wilson loop operators – which could be done in a real
system with interferometery experiments (see Ref. 51 and ref-
erences therein) – and thereby determine where the localized
quasiparticles are. Once this is done, we can excite further
quasiparticles and braid them. The outcome of such braid-
ing processes will be invariant under small deformations of
the quasiparticle trajectories, namely deformations that do not
cross localized quasiparticles.

C. Self-correcting quantum memories

We now turn to the related, but distinct, problem of self-
correcting quantum memories. While the question of the sta-
bility of a topological phase at non-zero energy density in-
volved the characterization of eigenstates of the system above
the spectral gap, the question of stability of self-correcting
quantum memories relies on a characterization of the dynam-
ics of the system at long times. The effect of disorder on
the stability of quantum memories has previously been dis-
cussed for the toric code59,61 and a one-dimensional Majorana
chain62, and it was found that disorder can, under the right cir-
cumstances, improve the stability of quantum memories. To
pose the question, let us suppose that we have quantum infor-
mation encoded in a physical system. We shield the system as
well as we can, but there will always be some rate, however
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small, at which external perturbations such as cosmic rays will
pass through our shielding and cause a transition of the system
into some other state. If the system is self-correcting, then it
means that the quantum information encoded in the state – but
not necessarily other properties of the state – is unaffected at
long times; more precisely, we will require the error rate to be
exponentially-small in the system size.

Consider, for the sake of concreteness, the Toric code in
four dimensions63, which is an example of a topological phase
that survives at T > 064. Its stability at T > 0 is due to the fact
that the quasiparticles are string-like excitations which have a
string tension. Consequently, an energy proportional to the
linear size of the system is required to create a long-enough
string to change the topological sector of the system. Let us
suppose that the system is initially in some state in the NM-
dimensional ground state subspace of the full Hilbert space.
Every time a high-energy photon enters the system, there is
some probability that it creates a pair of small string loop ex-
citations. The system, which is in a higher-energy state in
the same topological sector, can now relax back to the ground
state subspace by pair-annihilating the small string loops and
emitting a photon. In order for an error to occur, one of the
string loops must wrap around the system before they annihi-
late. However, it costs energy to increase the length of a string
loop. This energy must be supplied by another photon. If the
rate at which photons enter the system is sufficiently small,
then the system will almost surely relax back before the string
can grow. There is a very small probability p for the string
loop to grow larger as a result of a second photon before the
error has been relaxed away; the probability that a series of
such events allows a string to grow to length L is pL. There-
fore, if this scenario is correct, then the probability that an
error occurs is exponentially-small in the system size, i.e. the
system is a self-correcting quantum memory.

Consider, in contrast, a clean topological phase in two
dimensions65, which is known to be unstable to any non-zero
temperature. Suppose an incoming photon is absorbed by the
system and a quasiparticle-quasihole pair is created. Then, the
quasiparticle-quasihole pair could annihilate, emitting a pho-
ton. But even if the probability for this is large, there will be
some non-zero probability for the quasiparticle and quasihole
to move apart from each other rather than immediately anni-
hilate. Since there is no long-distance force holding the quasi-
particle and quasihole together, once they move apart, they
can move around independently. Eventually, they will meet
again and annihilate, but the probability for the difference be-
tween the quasiparticle and quasihole trajectories to be a loop
encircling the system decreases as a power of the system size
L. Therefore, even at T = 0, just a single incoming photon
will cause an error with a probability that decreases as a power
of the system size (see, e.g., Ref. 66).

Now suppose that the system is dirty and, furthermore, that
all quasiparticle and quasihole states are many-body localized.
A single incoming photon can create a quasiparticle-quasihole
pair, but the quasiparticle and quasihole cannot move on their
own and eventually the pair will annihilate and emit a photon.
Even if this takes a long time, a single photon cannot lead to
an error since the quasiparticle and quasihole can’t move suf-

ficiently far away to change the information encoded in the
quantum state, and hence. If, on the other hand, a second pho-
ton impinges on the system before the quasiparticle-quasihole
pair annihilates, it could provide one of them with sufficient
energy to hop into another localized state. Provided that an
external source pumps energy into the system at a constant
and sufficiently high rate, the quasiparticle and quasihole may
execute a random walk and move far apart. In a finite system,
they will eventually meet again and annihilate, but there will
be a non-zero probability for the difference between the quasi-
particle and quasihole trajectories to be a loop which encircles
the system, leading to a change of the information encoded in
the system. To summarize, although a single incoming photon
cannot cause an error, a non-zero rate of incoming photons can
cause errors with probability inversely proportional to a power
of L even in a many-body localized system. Since this is not
an exponential, it is not a self-correcting quantum memory.

V. DISCUSSION

A disorder-driven metal-insulator transition is, seemingly,
a transition in the purely dynamical properties of a system.
However, single-particle localization can be diagnosed from
the properties of an individual wavefunction. For instance,
the single-particle eigenstate at a given energy can be com-
puted by the transfer matrix method, and the properties of the
state can be deduced from the eigenvalues of the transfer ma-
trix – the system is localized when there is a gap between the
two lowest eigenvalues. In this paper, we suggest a defini-
tion of many-body localization in terms of individual energy
eigenstates. We define a many-body localized state as one
which can be transformed almost everywhere into a Slater de-
terminant of localized single-particle states by finite-depth lo-
cal unitary transformations, to within desired accuracy.

One important potential consequence, which we conjecture
to follow from our definition of an MBL state, is that the en-
tanglement entropy of a block within the system scales as the
surface area of that block. A many-body localized system
hence has the highly unusual property that nearly all eigen-
states display an area law. Equivalently, the interior of a region
is only correlated with the exterior through local correlations
at the boundary.

We find clear evidence for two regimes in a 1D system of
spinless fermions in a random on-site potential. For weak in-
teractions, the entanglement entropy is independent of the sys-
tem size (which is an area law in a 1D system). For sufficiently
large interactions, the entanglement entropy is proportional to
the system size. The former is not quite a proof that the system
is many-body localized, according to our definition. However,
the other known examples of states with area-laws in excited
states are not likely to be realized in this context. Therefore,
we take our results, summarized in Fig. 2, as a strong indica-
tion that there is a weak-interaction regime in which the sys-
tem’s eigenstates are many-body localized such that they can
be transformed into a Slater determinant of localized single-
particle states by a finite-depth local unitary transformation.

Our physical picture is that, in an MBL phase, entangle-
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ment bottlenecks emerge, which prevent an extensive entan-
glement entropy from developing. This leads to an area law
but, assuming that the probability for an entanglement bottle-
neck to occur at a given site is less than 1, it also implies that
there will be an exponentially-decaying density of states with
high entropies even in the regime that we identify as the MBL
phase. Our data is consistent with this and further suggests the
interesting possibility of a regime in which the median entropy
increases with system size as a result of ever lengthening tails
in H(S), as in the lower right panel of Fig. 3 and the upper
curves in Fig. 4. This implies a broadening distribution of en-
tropies, rather than a narrow distribution about an increasing
mean, as we find for the metallic states in the upper panels of
Fig. 3.

Our definition and our calculations focus on the entangle-
ment entropy of energy eigenstates. This shows very different
behavior than the entanglement entropy that is generated by
the dynamics of a system that is prepared in an initial local
product state and then subjected to time evolution under the
full, possibly interacting, Hamiltonian. For clean systems, it
has been shown that the entanglement entropy can at most
grow linearly in time21,67 and approaches a volume law for
long times. In contrast to this, Burrell and Osborne19 have
shown that the entanglement growth in a non-interacting, lo-
calized system can be at most logarithmic with time. Sev-
eral authors13–16 have studied the entanglement growth for in-
teracting disordered systems numerically or using a dynami-
cal real-space renormalization approach and have found that
the entropy grows logarithmically after an initial delay, but
ultimately approaches a volume law at large enough times.
Hence, for both a localized and a delocalized system, the en-
tropy approaches a volume law at very long times, but only
the saturation value is different between the two cases: in the
localized phase, it is smaller than in an ergodic phase. The
entanglement entropy of an eigenstate, meanwhile, appears
to show a very dramatic difference between many-body lo-
calized regime and a metallic one: the entanglement entropy
satisfies an area law in one case and a volume law in the other.

According to our definition, if we look at a subsystem of a
large system, it does not look like a system in thermal equilib-
rium. For instance, its entropy will not be extensive, which
is an indication that it is not exploring all of the available
states at that energy. This also has dramatic consequences for
topological order in highly-excited states. If excited quasi-
particles – which would ordinarily destroy topological order
– cannot move, then one might expect that topological order
can survive. In this manuscript, we have defined topologi-
cal order at finite temperature in terms of the expectation val-
ues of ‘fattened’ Wilson loop operators68. Such an operator
can avoid localized quasiparticles and give a constant deter-
mined by the number of quasiparticles enclosed, rather than
a perimeter law. A 2D system at non-zero energy density ex-
hibiting topological order according to this definition would
share many properties with the ground state of a topological
phase in a disordered system with a non-zero density of lo-
calized quasiparticles, but it does not give a self-correcting
quantum memory.
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Appendix A: Localized Single-Particle States and Finite-Depth
Unitary Transformations

1. Localized Single-Particle States

In Section III we have made extensive use of ‘localized
single-particle states’; here, we give them a precise defini-
tion. By ‘localized single-particle states’, we mean normal-
ized single-particle wavefunctions φ(x) that decay exponen-
tially at long distances. This can be made more precise by
demanding that if φ(x) is a localized single-particle state then
for any ε > 0, there is a function χ(x) that satisfies the fol-
lowing conditions. (1) χ(x) is normalized:∣∣∣∣∫ ddxχ∗(x)χ(x)

∣∣∣∣ = 1 . (A1)

(2) The overlap between χ(x) and φ(x) satisfies:∣∣∣∣∫ ddxχ∗(x)φ(x)

∣∣∣∣ > 1− ε . (A2)

(3) χ(x) has compact support R of linear size LR(ε) satisfy-
ing limε→0[εαLR(ε)] = 0 for all α > 0.

We now give a definition of a finite-depth local unitary cir-
cuit:

Definition 4. An m-local unitary circuit of depth D is a uni-
tary operator

U =

D∏
i=1

m−1∏
j=0

(
U ij ⊗ U im+j ⊗ U i2m+j ⊗ . . .

)
,

where U in is a unitary operator that acts on at most m consec-
utive sites starting at site n.

Appendix B: log(2) peak in H(S)

To investigate the nature of the additional peaks observed
in the histogram H(S) at S ≈ log 2, we have plotted in Fig. 7
histograms of the entanglement entropy at the center of the
system against the difference between the on-site potentials
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FIG. 7. (Color online) Histogram of the entropy at the center of
the system Sc vs the difference in on-site potential between the two
sites i, j adjacent to the cut. Darker red colors indicate peaks in the
histogram. The figure demonstrates that the additional peak at Sc =
log 2 observed in the entropy data is due to adjacent sites having very
close on-site potential and thus having an electron resonate between
the two sites.

adjacent to the central bond, |wi − wj |. The data clearly
shows that configurations with Sc ≈ log 2 occur predomi-
nantly when the difference |wi − wj | is very small. We con-
clude from this correlation that the peaks at Sc ≈ log 2 are an
artifact due to configurations that favor electrons at the center
to spread over two sites adjacent to the central cut.

Appendix C: Localization in Fock space

In this section, we will discuss some numerical results on
the Fock space localization problem introduced in Section II.
For sake of readability, we repeat the derivation of Eqn. (4)
here, giving some additional details. We begin by solving
the non-interacting part H0 of Hamiltonian (2) to obtain the
eigenvalues εn and eigenvectors φn(i). We can then rewrite
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FIG. 8. Normalized logarithm of the histogram, lnH , of the strength
of four-fermion terms |Vijkl| vs. the energy difference δ of the
single-particle orbitals connected by this interaction term, cf. (C4).
Results are for L = 24 and t = V = 1 and accumulated over 100
disorder realizations. White regions correspond to H = 0.
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FIG. 9. Scaling of the effective coordination number z of Eqn. (5)
with system size L at half fillingN = L/2 for V = 1.2 (black, solid
lines) and V = 0.4 (blue, dotted lines).

the problem as follows (cf. (3)):

H =
∑

εnd
†
ndn +

∑
ijkl

Vijkld
†
id
†
jdkdl, (C1)
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FIG. 10. Scaling of the effective coordination number z of Eqn. (5)
with system size L at particle number N , for N = 2, 4, 6. Calcu-
lations are performed at W = 8 and V = 0.4, i.e. in a strongly
localized regime.

where d†n creates a fermion in the single-particle state φn(i),
and the coefficients of the four-fermion term are

Vijkl = V

L−1∑
p=1

φ∗i (p)φ
∗
j (p+ 1)φk(p+ 1)φl(p). (C2)

This defines a Fock space model, in which we interpret the
Slater determinants formed by filling single-particle eigen-
states as sites of our new model. We denote such a Slater
determinant as |~α〉 =

∏
(d†n)αn |0〉, where ~α is an occupation-

number vector and d†n =
∑
i φn(i)c†i . There are 2L such sites

in the full Fock space; restricting to half filling, we are left
with

(
L
L/2

)
sites. We thus obtain the Fock space model (cf. (4))

H =
∑
~α

µα|~α〉〈~α|+
∑
~α 6=~β

Vβα|~β〉〈~α| (C3a)

µα =
∑
n

αnεn + Vαα (C3b)

Vβα =
∑
ijkl

Vijkl〈~β|d†id
†
jdkdl|~α〉. (C3c)

We will now numerically analyze the structure of the effec-
tive hopping terms Vαβ . Since we are assuming that we only
have two-body interactions, the many-body states |α〉 and |β〉

can only differ in the occupations of four of the single par-
ticle states φi, φj , φk, φl, which directly relates the Vαβ to
the Vijkl. As discussed previously, due to the localization of
single-particle states φn(i), the matrix elements Vijkl fall off
exponentially with separation between the states. We now
want to confirm numerically that they also fall off exponen-
tially with the difference in single-particle energies.

To this end, let us consider only terms where i 6= j 6= k 6= l
and define

δ = min{max(|εi − εk|, |εj − εl|),
max(|εi − εl|, |εj − εk|)}. (C4)

This defines a natural measure for the energy difference of the
single-particle eigenstates involved in the term Vijkl. In Fig. 8,
we show a histogram of how the strength of |Vijkl| depends
on this distance δ. Following Basko et al.1,2 , we expect that
terms with large δ are strongly suppressed in a sufficiently
strongly disordered system. This is nicely confirmed in our
data: for large enough δ, only very weak terms |Vijkl| � 1
occur, whereas for small δ terms of all strength up to |Vijkl| ∼
O(1) occur. Note that for any choice of disorder strength,
most of the terms are very small. For terms of the form Vikkj ,
i.e. where only one fermions hops, very similar results are
obtained with δ = |εi − εj |; the probability of having terms
of strength O(1) in this case is independent of |εi − εk| and
|εj − εk|. Terms of the form Vijij , which are diagonal, have a
strength that is largely independent of |εi − εj |.

Turning our attention to the structure of the hopping prob-
lem of (C3), we now examine the effective coordination num-
ber previously defined in (5):

z = 〈zα〉 , zα =
∑
β 6=α

Vβα
|µβ − µα|

(C5)

Due to practical considerations, we only evaluate terms with
|Vijkl| > ε with ε = 10−3; our estimate for z can thus be
considered a lower bound, but we have confirmed that the es-
timate is independent of ε within statistical error bars. Our re-
sults for a half-filled system are shown in Fig. 9, which shows
the scaling approaches z ∼ L largely independently of the pa-
rameters of the model. To obtain a better understanding, we
study the dependence of z on L at fixed particle number in-
stead of fixed filling fraction. We show z as a function of L
in Fig. 10 for system sizes up to L = 26 and fixed particle
number N = 2, 4, 6. In all three cases, a saturation of z is
observed for L = cN , where c is a constant which is roughly
c ≈ 3 for our choice of parameters. This coefficient will de-
pend on the single-particle localization length and therefore
on the disorder strength W .
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