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Abstract

Conventional application of hidden Markov models to the task of recognizing human
gesture may su�er from multiple sources of systematic variation in the sensor outputs. We
present two frameworks based on hidden Markov models which are designed to model and
recognize gestures that vary in systematic ways. In the �rst, the systematic variation is
assumed to be communicative in nature, and the input gesture is assumed to belong to ges-
ture family. The variation across the family is modeled explicitly by the parametric hidden
Markov model (PHMM). In the second framework, variation in the signal is overcome by
relying on online learning rather than conventional o�ine, batch learning.
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1 Introduction

Hidden Markov models (HMMs) are a popular technique for recognizing human gesture in a

variety of applications and sensor con�gurations. Chief among their bene�ts is the fact that

gesture models may be trained automatically from a series of examples of the gesture class, and

the fact that the trained models encode the variation present in the set of examples.

On the surface, applying HMMs to the task of recognizing gestures from video input is no

di�erent than applying HMMs to any other kind of signal: features are computed at each time

step, example sequences of the features are stored, and models trained on the examples are

later matched to a novel input feature sequence.

A naive application of HMMs to recognize gestures from video might treat the collection

of image pixel values at each time step as the feature vector. Besides being computationally

daunting, this approach su�ers from the fact that it would take a great many examples to span

the space of variation present in the raw appearance of a human gesture, particularly if multiple

viewing conditions and multiple users are considered.

The standard approach is thus to compute some features from each image �rst and treat the

concatenation of these features as the feature vector passed to the gesture model. For example,
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if the environment is su�ciently controlled, it may be possible to track the head and hands of

the user to construct a compact feature vector useful in gesture recognition. Such an approach

is ultimately also a�ected by variation in visual appearance: tracking may fail in unpredictable

ways if the situation is novel enough. The hope is that features may be chosen such that the

resulting system works in a wide enough set of circumstances to be useful.

Another class of variation that gesture recognition systems must confront is the variation

in the execution of gestures themselves. Even within-subject variation is common in most

gestures. Some of this variation is communicative in nature, in which case we might like to

extract some well-de�ned meaning, and some may be considered noise.

In this article we present two frameworks that deal with these kinds of variation in di�erent

ways. Each di�ers from the usual approach of training standard HMMs on pre-de�ned features

computed on the image sequence, making di�erent tradeo�s based on features extracted from

the image, assumptions about the nature of the gesture to be recognized, and assumptions

about the environment.

In the �rst, we present the parametric HMM (PHMM), which models families of input

signals that vary smoothly. PHMMs are appropriate for extracting meaningful, systematic

variation from a gesture signal.

In the second framework, we exploit online learning in recognizing gesture from video.

Online learning avoids the dual problems of feature selection and collecting a su�cient number of

example gestures, and instead relies on features derived from application context. By adapting

to the situation on-the-
y, the system is able to overcome variation in the gesture signal that

might otherwise be modeled as noise by the usual training/testing paradigm.

2 Modeling Gesture Families

Current approaches to the recognition of human movement work by matching an incoming signal

to a set of representations of prototype sequences. For example, a typical gesture recognition

system matches a sequence of hand positions over time to a number of prototype gesture

sequences, each of which are learned from a set of examples. To handle variations in temporal

behavior, the match is typically computed using some form of dynamic time warping (DTW).

If the prototype is described by statistical tendencies, the time warping is often embedded

within a hidden Markov model (HMM) framework. When the match to a particular prototype

is above some threshold, the system concludes that the gesture corresponding to that prototype

has occurred.

Consider, however, the problem of recognizing the gesture pictured in Figure 1 that ac-

companies the speech \I caught a �sh. It was this big." The gesture co-occurs with the word

\this" and is intended to convey the size of the �sh, a scalar quantity. The di�culty in recog-

nizing this gesture is that its spatial form varies greatly depending on this quantity. A simple

DTW or HMM approach would attempt to model this important relationship as noise. We call

movements that exhibit meaningful, systematic variation parameterized movements.

Here we focus on gestures whose spatial execution is determined by the parameter, as op-

posed to, say, the temporal properties. Many hand gestures that accompany speech are so
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Figure 1: The gesture that accompanies the speech \I caught a �sh. It was this big." In its entirety,
the gesture consists of a preparation phase in which the hands are brought into the gesture space, a
stroke phase (depicted by the illustration) which co-occurs with the word \this" and �nally a retraction
back to the rest-state (hands down and relaxed). The distance between the hands conveys the size of
the �sh.

parameterized. As with the \�sh" example, hand gestures are often used in dialog to con-

vey some quantity that otherwise cannot be determined from speech alone; it is the spatial

trajectory or con�guration of the hands that re
ect the quantity. Examples include gestures

indicating size, rotation, or direction.

Techniques that use �xed prototypes for matching are not well suited to modeling move-

ments that exhibit such meaningful variation. We present a framework which models spatially

parameterized movements in a such way that the recovery of the parameter of interest and the

computation of likelihood proceed simultaneously. This ability allows the construction of more

accurate recognition systems.

We begin by extending the standard hidden Markov model method of gesture recognition

to include a global parametric variation in the output probabilities of the states of the HMM.

Using a linear model of the relationship between the parametric gesture quantity (for example,

size) and the means of probability density functions of the parametric HMM (PHMM), we

formulate an expectation-maximization (EM) method for training the PHMM. During testing,

a similar EM algorithm allows the simultaneous computation of the likelihood of the given

PHMM generating the observed sequence and estimation of the quantifying parameters. Using

visually-derived and directly measured 3-dimensional hand position measurements as input, we

present results on several movements that demonstrate the superiority of PHMMs over standard

HMMs in recognizing parametric gestures and show improved robustness in estimating the

quantifying parameter with respect to noise in the input features.

2.1 Motivation and Prior Work

Hidden Markov models and related techniques have been applied to gesture recognition tasks

with success. Typically, trained models of each gesture class are used to compute each model's

similarity to some novel input sequence. The input sequence could be the last few seconds

of data from a variety of sensors, including hand position data derived using computer vision
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techniques or other position tracking methods. Typically, the classi�cation of the input se-

quence proceeds by computing the sequence's similarity to each of the gesture class models. If

probabilistic techniques are used, these similarity measures take the form of likelihoods. If the

similarity to any gesture is above some threshold, then the sequence is classi�ed as the gesture

for which the similarity is greatest.

A typical problem with these techniques is determining when the gesture began without

classifying each subsequence up to the current time. One solution is to use dynamic program-

ming to match the sequence against a model from all possible starting times of the gesture to

the current time. The best starting time is then chosen from all possible starting times to give

the best match average over the length of the gesture. Dynamic time warping (DTW) and

Hidden Markov models (HMMs) are two techniques based on dynamic programming. Darrell

and Pentland [10] applied DTW to match image template correlation scores against models

to recognize hand gestures from video. In previous work [4], we represented gesture as a de-

terministic sequence of states through some con�guration or feature space, and employed a

DTW parsing algorithm to recognize the gestures. The states were found by �rst determining

a prototype gesture from a set of examples, and then creating a set of states in feature space

that spanned the training set.

Rather than model a prototype sequence, HMMs model a stochastic sequence of states to

represent gesture. Yamato [27] �rst used HMMs in vision to recognize tennis strokes. Schlenzig,

Hunter and Jain [20] used HMMs and a rotation-invariant image representation to recognize

hand gestures from video. Starner and Pentland [21] applied HMMs to recognize ASL sentences,

and Campbell et al. [7] used HMMs to recognize Tai Chi movements. The present work is based

on the HMM framework, which we summarize in the appendix.

None of the approaches mentioned above consider the e�ect of a systematic variation of the

gesture on the underlying representation: the variation between instances is treated as noise.

When it is too di�cult to approximate the noise, or the noise is systematic, is often e�ective to

look for diagnostic features. For example, in [25] we employed HMMs that model the temporal

properties of movement to recognize two broad classes of natural, spontaneous gesture. These

models were constructed in accordance with natural gesture theory [14, 9]. Campbell and

Bobick [8] search for orthogonal projections of the feature space to �nd the most diagnostic

projections in order to classify ballet steps. In each of these cases the goal is to eliminate the

systematic variation rather than to model it. The work presented here introduces a new method

for modeling such variation within an HMM paradigm.

2.2 Modeling parametric variations

In many gesture recognition contexts, it is desirable to extract some auxiliary information as

well as recognize the gesture. An interactive system might need to know in which direction a

user points as well as recognize that the user pointed. In human communication, sometimes

how a gesture is performed carries signi�cant meaning. ASL, for example, is subject to complex

grammatical processes that operate on multiple simultaneous levels [16].

One approach is to explicitly model the space of variation exhibited by a class of signals.

In [24], we apply HMMs to the task of hand gesture recognition from video by training an
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eigenvector basis set of the images at each state. An image's membership to each state is a

function of the residual of the reconstruction of the image using the state's eigenvectors. The

state membership is thus invariant to variance along the eigenvectors. Although not applied

to images directly, the present work is an extension of this earlier work in that the goal is to

recover a parameterization of the systematic variation of the gesture.

Yacoob and Black [26] as well as Bobick and Davis [5] model the variation within a class of

human movement using linear principle components analysis. The space of variation is de�ned

by a single linear transformation on the whole movement sequence. They apply their technique

to show more robust recognition in the face of varying walking direction and style. They do

not address parameter extraction.

Murase and Nayar [15] parameterize meaningful variation in the appearance of images by

computing a representation of the nonlinear manifold of the images in an eigenspace of the

images. Their work is similar to ours in that training assumes that each input feature vector

is labeled with the value of the parameterization. In testing, an unknown image is projected

onto the manifold and the parameterization is recovered. Their framework has been used, for

example, to recover the camera angle relative to a known object in the �eld of view.

Lastly, we mention that in the speech recognition community a number of models for speaker

adaptation in HMM-based speech recognition systems have been proposed. Gales [11] for

example, examines a number transformations on the means and covariances of HMM output

distributions. These transformations are trained against a new speaker speaking a known

utterance. Our model is similar in that we use constrained transformations of the model to

match the data, but di�ers in that we are interested in recovering the value of a meaningful

parameter as the input occurs, rather than simply adapting to a known input during a training

phase.

2.3 Parametric hidden Markov models

2.3.1 De�ning parameterized gesture

Parametric HMMs explicitly model the dependence on the parameter of interest. We begin with

the usual HMM formulation [18] and change the form of the output probability distribution

(usually a normal distribution or a mixture model) to depend on the gesture parameter to be

estimated.

As in previous approaches to gesture recognition, we assume that a given gesture sequence

is modeled as being generated by a �rst-order Markov �nite state machine. The state that the

machine is in at time t and its output are denoted qt and xt, respectively. The Markov property

is encoded by a set of transition probabilities, with aij = P (qt = j j qt�1 = i) the probability of

moving to state j at time t given the system was in state i at time t�1. In a continuous density

HMM an output probability density bj(xt) associated with each state j gives the probability

of the feature vector xt given the system is in state j at time t: P (xt j qt = j). Of course, the

actual state of the machine at any given time is unknown or hidden.

Given a set of training data | sequences known to be generated by a single machine | the

parameters of the machine need to be estimated. In a simple Gaussian HMM, the parameters
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are the aij , �̂j , and �j .
1

We de�ne a parameterized gesture to be one in which the output densities bj(xt) are a

function of the gesture parameter vector �: bj(xt; �). The dimension of � matches that of the

degree of freedom of the gesture. For the �sh size gesture it would be a scalar; for indicating a

direction in space, � would have two dimensions.

Note that our de�nition of parameterized gesture only models the spatial (or more general

feature) variation, and not temporal variation. Our primary reason for this is that the Viterbi

parsing algorithm of the HMMs essentially performs a dynamic time warp of the input signal.

In fact, part of the appeal of HMMs for gesture recognition is its insensitivity to temporal

variation. Unfortunately, this property means that it is di�cult to restrict the nature of the

temporal variation (for example a linear scaling or uniform speed change). Recently, Yacoob

and Black [26] derive a method for recognizing global temporal deformations of an activity;

their method does not however represent the explicit spatial parameter variation.

Also, although � is a global parameter | it a�ects all states | the actual e�ect varies state

to state. Therefore the e�ect of � is local and will be set to maximize the total probability of

the training set. As we will show in the experiments, if some state is best left unperturbed by

� the magnitude of the e�ect will automatically become small.

2.3.2 Linear model

To realize the parameterization on � we modify the output densities. The simplest useful model

is a linear dependence of the mean of the Gaussian on �. For each state j of the HMM we have:

�̂j(�) = Wj� + ��j (1)

P (xt j qt = j; �) = N (xt; �̂j(�);�j) (2)

where the columns of the matrix Wj span a d dimensional hyper-plane in feature space where

d is the dimension of �. For the �sh size gesture, if xt is embedded in a six-dimensional space

(e.g. the three-dimensional position of each of the hands) then the dimension of Wj would be

6x1, and would represent the one dimensional hyper-plane (a line in six-space) along which

the mean of the output distribution moves as � varies. For a pointing gesture (two degrees of

freedom) of one hand (a feature space of three dimensions), W would be 3x2. The magnitude of

the columns of W re
ect how much the mean of the density translates as the value of di�erent

components of � vary.

For a Bayesian estimate of � given an observed sequence we would need to specify a prior

distribution on �. In the work presented here we assume the distribution of � is �nite-uniform

implying that the value of the prior P (�) for any particular � is either a constant or zero.

We therefore can ignore it in the following derivations and simply use bounds checking during

testing to make sure that the recovered � is plausible, as indicated by the training data.

1The initial state distribution �j is usually also estimated; in this work we use causal topologies with a unique

starting state.
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qtqt-1 qt+1

xtxt-1 xt+1

Figure 2: Bayes network showing the conditional dependencies of the PHMM.

Note that � is constant for the entire observation sequence, but is free to vary from sequence

to sequence. When necessary, we write the value of � associated with a particular sequence k

as �k.

For readers familiar with graphical model representations of HMMs (for example, see [3]),

Figure 2 shows the PHMM architecture as a Bayes network. The diagram makes explicit the

fact that the output nodes (labeled xt) depend upon �. Bengio and Frasconi's [2] Input Output

HMM (IOHMM) is a similar architecture that maps input sequences to output sequences using

a recurrent neural net, which, by the Markov assumption, needs only consider the current and

previous time steps of the input and output. The PHMM architecture di�ers in that it maps a

single parameter value to an entire sequence. Thus the parameter provides a global constraint

on the sequences, and so the PHMM testing phase must consider the entire sequence at once.

Later, we show how this feature provides robustness to noise.

2.3.3 Training

Within the HMM paradigm of recognition, training entails using known, segmented exam-

ples of the gesture sequence to estimate the HMM parameters. The Baum-Welch form of the

expectation-maximization (EM) algorithm is used to update the parameters such that the prob-

ability that the HMM would produce the training set is maximized. For the PHMM training

is similar except that there are the additional parameters Wj to be estimated, and the value of

� must be given for each training sequence. In this section we derive the EM update equations

necessary to to estimate the additional parameters. An appendix provides a brief description

of the Baum-Welch algorithm; for a comprehensive discussion see [18].

The expectation step of the Baum-Welch algorithm (also known as the \forward/backward"

algorithm) computes the probability that the HMM was in state j at time t given the entire

sequence x; the probability is denoted as 
tj . It is convenient to consider the HMM parse of the

observation sequence as being represented by the matrix of values 
tj . The forward component

of the algorithm also computes the likelihood of the observed sequence given the particular

HMM.

Let the set of parameters of the HMM be written as �; these parameters are updated in

the maximization step of the EM algorithm. In particular, the parameters � are updated by

choosing a �0, a subset of �, to maximize the auxiliary function Q(�0 j �). As explained in the
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appendix, Q is the expected value of the log probability given the parse 
tj . �
0 may contain all

the parameters in �, or only a subset if several maximization steps are required to estimate all

the parameters. In the appendix we derive the derivative of Q for HMMs:

@Q

@�0
=
X
t

X
j


tj

@

@�0
P (xt j qt = j; �0)

P (xt j qt = j; �0)
(3)

The parameters � of the parameterized Gaussian HMM include Wj , ��j , �j and the Markov

model transition probabilities aij . Updating Wj and ��j separately has the drawback that when

estimating Wj only the old value of ��j is available, and similarly if ��j is estimated �rst, Wj is

unavailable. Instead, we de�ne new variables:

Zj �
h
Wj ��j

i

k �

"
�k

1

#
(4)

such that �̂j = Zj
k. We then need only update Zj in the maximization step for the means.

To derive an update equation for Zj we maximize Q by setting equation 3 to zero (selecting

Zj as the parameters in �0) and solving for Zj . Note that because each observation sequence k

in the training set is associated with a particular �k , we can consider all observation sequences

in the training set before updating Zj . Accordingly we denote 
tj associated with sequence k

as 
ktj . Substituting the Gaussian distribution and the de�nition of �̂j = Zj
k into equation

3:
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X
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(6)

where we use the identity @

@M
aTMb = abT . Setting this derivative to zero and solving for Zj ,

we get the update equation for Zj :

Zj =

2
4X
k;t


ktjxkt

T
k

3
5
2
4X
k;t


ktj
k

T
k

3
5
�1

(7)

Once the means are estimated, the covariance matrices �j are updated in the usual way:

�j =
X
k;t


ktjP
t 
ktj

(xkt � �̂j(�k))(xkt � �̂j(�k))
T (8)

as is the matrix of transition probabilities [18] (see also the appendix).
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2.3.4 Testing

Recognition using HMMs requires evaluating the probability that a given HMM would generate

an observed input sequence. Recognizing a sequence consists of evaluating this probability

(known as the likelihood) of the sequence for each HMM, and, assuming equal priors, selecting

the HMM with the greatest likelihood. With PHMMs the probability is de�ned to be the

maximum probability with respect to the possible values of �. Compared to the usual HMM

formulation, the parameterized HMMs testing procedure is complicated by the dependence of

the parse on the unknown �.

We desire the value of � which maximizes the probability of the observation sequence. Again

an EM algorithm is appropriate: the expectation step is the same forward/backward algorithm

used in training. The estimation component of the forward/backward algorithm computes

both the parse 
tj and the probability of the sequence, given a value of �. In the corresponding

maximization step we update � to maximize Q, the log probability of the sequence given the

parse 
tj. In the training algorithm we knew � and estimated all the parameters of the HMM;

in testing we �x the parameters of the machine and maximize the probability with respect to

�.

To derive an update equation for �, we start with the derivative in equation 3 from the

previous section and select � as �0. As with Zj , only the means �̂j depend upon � yielding:

@Q

@�
=
X
t

X
j


tj(xi � �̂j(�))
T��1

j

@�̂j(�)

@�
(9)

Setting this derivative to zero and solving for �, we have:

� =

2
4X

t;j


tjW
T
j �

�1
j
Wj

3
5
�1 2
4X

t;j


tjW
T
j �

�1
j
(xt � ��j)

3
5 (10)

The values of 
tj and � are iteratively updated until the change in � is small. With the

examples we have tried, less than ten iterations are su�cient. Note that for e�ciency, many of

the inner terms of the above expression may be cached. As mentioned in the training derivation,

the forward component of the expectation step also computes the probability of the observed

sequence given the PHMM. That probability is the (local) maximum probability with respect

to � and is used by the recognition system.

Recognition using PHMMs proceeds by computing for each PHMM the value of � that

maximizes the likelihood of the sequence. The PHMM with the highest likelihood is selected.

As we demonstrate in section 2.5.1 in some cases it may be possible to classify the sequence by

the value of � as determined by a single PHMM.

2.4 Results of Linear Model

This section presents three experiments. The �rst | the example discussed in the introduction:

\I caught a �sh. It was this big." | demonstrates the ability of the testing EM algorithm to
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Figure 3: The Stereo Interactive Virtual Environment (STIVE) computer vision system used to collect
data in section 2.5. Using 
esh tracking techniques, STIVE computes the three-dimensional position of
the head and hands at a frame rate of about 20Hz. We used only the position of the hands for the �rst
two experiments.

recover the gesture parameter of interest. The second compares PHMMs to standard HMMs

in a to gesture recognition task to demonstrate a PHMM's ability to better model this type

gesture. The �nal experiment | a pointing gesture | displays the robustness of the PHMM

to noise in estimating the gesture parameter �.

2.5 Experiment 1: Size gesture

To test the ability of the parametric HMM to learn the parameterization, thirty examples of

the type depicted in Figure 1 were collected using the Stereo Interactive Virtual Environment

(STIVE)[1], a research computer vision system utilizing wide baseline stereo cameras and 
esh

tracking (see Figure 3). STIVE is able to compute the three-dimensional position of the head

and hands at a frame rate of about 20Hz. The input to the gesture recognition system is a

sequence of six-dimensional vectors representing the Cartesian location of each of the hands at

each time step.

The 30 sequences averaged about 43 samples in length. The actual value of �, which in

this case is interpreted the size in inches, was measured directly by �nding the point in each

sequence during which the hands were stationary and then computing the distance between

the hands. The value of � varied from 7.7 inches (a small �sh) to 36.6 inches (a respectable

catch). This method of assessing � is used as the known value for training examples, and for

the \ground truth" in evaluating testing performance. For this experiment, both the training

and the testing data were manually segmented; in experiment 3 we demonstrate the PHMMs
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Figure 4: Parameter estimation results for the size gesture. Fifty random choices of the test and
training sets were used to compute mean and standard deviation (error bars) on all examples. The
HMM was retrained for each choice of test and training set.

performing segmentation on an unsegmented stream of data containing multiple gestures.

A PHMM was trained with �fteen sequences randomly selected from the pool of thirty; we

used six states as determined by cross validation. The topology of the PHMM was set to be

causal (i.e., no transitions to previously visited states, with no \skip transitions" [18]). In this

example typically ten iterations were required for convergence, when the relative change in the

total log probability for the training examples was less than one part in one thousand.

Testing was performed with the remaining �fteen sequences. As described above, the size

parameter � was extracted from each of the testing sequences via the EM algorithm that

estimates the probability of the sequence. We calculated the di�erence between the estimated

value of � and the value computed by direct measurement.

Figure 4 shows statistics on the parameter estimation for 50 random choices of the test

and training sets. The PHMM was retrained for each choice of test and training set. The

average absolute error over all test trials is about 0.16 inches, demonstrating that the PHMM

has learned the parameterization accurately. The experiment demonstrates the validity of using

the EM algorithm which maximizes output likelihood as a mechanism for recovering �.

It is interesting to consider the recovered Wj . Recall that for this example Wj is a 6x1

vector whose direction indicates the linear path in six-space along which the mean �̂j moves

as � varies; the magnitude of Wj re
ects the sensitivity of the mean to variation in �. Table

2.5 gives the magnitude of the six Wj vectors for this experiment. The absolute scale of Wj is

determined by the units of the feature measurements and the units of the gesture quantity �.

But the relative scale of the Wj demonstrates that the mean of the middle states (for example,

3 and 4) are more sensitive to � than either the initial or �nal states. Figure 5 show how the

position of the states depends on �. This agrees with our intuition: the hands always start

and return to the body; the states that represent the maximal extent of the hands need to
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accommodate the variation in �. The system automatically learns which segment of the gesture

is most diagnostic of �.

State j 1 2 3 4 5 6

kWjk 0.062 0.187 0.555 0.719 0.503 0.134

Table 1: The magnitude ofWj is greater for the states that correspond to where the hands are maximally
extended (3 and 4). The position of these states is most sensitive to �, in this case the size of the �sh.

2.5.1 Experiment 2: Recognition

Our second experiment is designed to illustrate the utility of PHMMs in the recognition of

gesture. We compare the performance of the PHMM to that of the standard HMM approach,

and demonstrate how the ability of the PHMM to model systematic variation allows it to have

smaller (and more correct) estimates of noise.

Consider two variations of a pointing gesture: one in which the hand moves straight away

from the body at some angle, and another in which the hand moves from the body with some

angle and then changes direction midway through the gesture. The latter gesture might co-

occur with the speech \you, go over there". The �rst gesture we will call point and the second

direct. Point gestures are parameterized by the angle of pointing direction (one parameter),

while direct gestures are parameterized by the initial pointing angle to select an object and an

angle to indicate the object's direction of movement (two parameters). In this experiment we

show that two HMM's are inadequate to distinguish instances of the point family from instances

of the direct family, while a single PHMM is able to represent both families and classify instances

of each.

We collected 40 examples of each gesture class with a Polhemus motion capture system,

recording the horizontal and depth components of hand-position. The subject was positioned

at arm's length away from a display. For each point example, the subject started with hands

at rest and then pointed to a target on the display. The target would appear from between 25�

to the left of center and 25� to the right of center along a horizontal line on the display. The

training set was collected to evenly sample the interval � = [�25; 25]. For each direct example,

the subject similarly pointed initially at a target \X" and then midway through the gesture

switched to pointing at a target \O". Each \X" was again presented anywhere from �1 = 25�

to the left to 25� to the right on the horizontal line. The \O" was presented at �2
�, drawn from

the same range of angles, but in which the absolute di�erence between �1 and �2 was at least

10�. This restriction prevented any direct gesture from looking like a point gesture.

Thirty of each set of sequences were used to train an HMM for each gesture class. With

4-state HMMs, a recognition performance of 60% was achieved on the set of 20 test sequences.

With 20 states, this performance improved to only 70%.

Next a PHMM was trained using all training examples of both gesture classes. The PHMM

was parameterized by two variables �1 and �2. For each direct example, �1 and �2 were set to

equal the angles used in driving the display to collect the examples. For each point example,

both �1 and �2 were set to equal the value of the single angle used in collection. By using the
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(a)

(b)

(c)

Figure 5: The state output density of the two-handed �sh-size gesture. Each corresponds to either left
or right hand position at a state (for clarity, only the �rst four states are shown); (a) PHMM, � = 19:0,
(b) PHMM, � = 45:0, (c) HMM. The ellipsoid shapes for the left hand is derived from the upper 3x3
diagonal block of the full covariance matrices, and the lower 3x3 diagonal block for the right hand. An
animation of the �sh-size PHMM is located at http://www.media.mit.edu/~drew/movies.



Wilson and Bobick: Hidden Markov Modeling for Gesture Under Variation 14

same values used in driving the display during collection, the use of an ad hoc technique to

label the training examples was avoided.

To classify each of the 20 testing examples it su�ces to compare the value of �1 and �2

recovered by the PHMM testing algorithm. We used the single PHMM trained as above to

recover parameter values. A training example was classi�ed as a point if the absolute di�erence

in the recovered values �1 and �2 was more than 5�. With this classi�cation scheme, perfect

recognition performance was achieved with a 4-state PHMM, where 2 HMMs could only achieve

a 70% recognition rate. The mean error of the recovered values of �1 and �2 was about 4
�. The

confusion matrices for the HMM and PHMM models are shown in Figure 6.

4-state HMMs 20-state HMMs 4-state PHMM

point direct

actual point 8 2

actual direct 6 4

point direct

point 10 0

direct 6 4

point direct

point 10 0

direct 0 10

Figure 6: Confusion matrices for the point and direct gesture models. Row headings are the ground
truth classifcations.

The di�erence in performance between the HMM and PHMM is due to the fact that the

HMM models the systematic variation of each class of gestures as noise. The PHMM is able

to distinguish the two classes by recovering the systematic variation present in both classes.

Figures 7a and 7b display the 1.0� ellipsoids of the Gaussian densities of the states of the

PHMM; 7a is for � = (15�; 15�), 7b is for � = (15�;�15�). Notice how the position of the

means has shifted. Figure 7c and d display the 1.0� ellipsoids for the states of the conventional

HMM.

Note that in Figures 7c and d the ellipsoids corresponding to each state show how the

HMM spans the examples for varying values of the parameter. The PHMM explicitly models

the e�ects of the parameter. It is this ability of the the PHMM to more accurately model

parameterized gesture that enhances its recognition performance.

2.5.2 Experiment 3: Robustness to noise, bounds on �

In our �nal experiment using the linear model we demonstrate the performance of the PHMM

technique under varying amounts of noise, and show robustness in the extraction of the param-

eter �. We also demonstrate using the bounds of the uniform distribution of � to enhance the

recognition capability of the PHMM.

2.5.3 Pointing gesture

Another gesture that requires multi-dimensional parameterization is three-dimensional pointing.

Our feature space is the three-dimensional Cartesian position of the wrist as measured by a

Polhemus motion capture system. � is a two-dimensional vector re
ecting the direction of

pointing. If the pointing direction is restricted to the hemisphere in front of the user, the

movement can be parameterized by the � = (x; y) position in a plane in front of the user (see
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Figure 7: The state output densities of the point and direct gesture models. (a) PHMM � = (15�; 15�),
(b) PHMM � = (15�;�15�), (c) point HMM with training set sequences shown, (c) direct HMM with
training set sequences.
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Figure 8). This choice of parameterization is consistent with requirement that the parameter

be linearly related to the feature space.

The Polhemus system records wrist position at a rate of 30Hz. Fifty pointing gesture

examples were collected, each averaging 29 time samples (about 1 second) in length. As ground

truth, we again directly measured the value of � for each sequence: the point at which the

depth of the wrist away from the user was found to be greatest. The position of this point in

the pointing plane was returned. The horizontal coordinate of the pointing target varied from

-22 to +27 inches, while the vertical coordinate varied from -4 to +31 inches.

An eight state causal PHMMwas trained using twenty sequences randomly selected from the

pool of �fty; again the choice of number of states was done via cross validation. The remaining

thirty sequences were used to test the ability of the model to encode the parameterization. The

average error was computed to be about 0.37 inches (combined in x and y, an angular error of

approximately 0.5�). The high level of accuracy can be explained by the increase in the weights

Wj in those states that are most sensitive to variation in �. When the number of training

examples was cut to 5 randomly selected sequences, the error increased to 0.82 inches (about

1.1�), demonstrating how the PHMM can exploit interpolation to reduce the amount of training

data necessary. The approach discussed in section ?? of tiling the parameter space with multiple

unrelated HMMs would require many more training examples to match the performance of the

PHMM on the same task.

Because of the impact of � on all the states of the PHMM, the entire sequence contributes

evidence as to the value of �. For classes of movement in which there is systematic variation

throughout much the extent of the sequence, i.e. the magnitude ofWj is non-trivial for many j,

PHMMs should estimate � more robustly than techniques that rely on querying a single point

in time.

To show this ability, we added various amounts of Gaussian noise to both the training

and test sets, and then estimated � using the direct measurement procedure outlined above

and again with the PHMM testing EM procedure. The PHMM was retrained for each noise

condition. For both cases the average error in parameter estimation was computed by comparing

the estimated value with the value as measured directly with no noise present. The average

error, shown in Figure 9, indicates that the parametric HMM is more robust to noise than

the ad hoc technique. We note that while this particular ad hoc technique is obviously brittle

and does not attempt to �lter potential noise, it is analogous to techniques used by previous

researchers (for example, [13]) for real-world applications.

Using the pointing data we demonstrate how the bounds on the prior uniform density on �

can enhance recognition capabilities. To test the model, a one minute sequence was collected

that contained a variety of movements including six pointing gestures distributed throughout.

Using the same trained PHMMdescribed above, we applied it to a 30 sample (one second) sliding

window on the sequence; this is analogous to performing backward-looking causal recognition

(no pre-segmentation) for a �xed gesture duration. Figure 10a shows the log likelihood as a

function of time; the circled points indicate the peaks associated with true pointing gestures.

The value of both the recovered and true � are indicated for these peaks, and re
ect the small

errors discussed in the previous section. Note that although it would be possible to set a log
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x

y

Figure 8: The point gesture used in section 2.5.2. The movement is parameterized by the coordinates
of the target � = (x; y) within a plane in front of the user. The gesture consists of a preparation phase,
a stroke phase (shown here) and a retraction.
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Figure 9: Average error over the entire pointing test set as a function of noise. The value of � was
estimated by an direct measurement and by a parametric HMM retrained for each noise condition. The
average error was computed by comparing the estimate of � to the value recovered by direct measurement
in the noise-free case.
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Figure 10: Recognition results are shown by the log probability of the windowed sequence beginning at
each frame number. The true positive sequences are labeled by the value of � recovered by the EM testing
algorithm and the ground truth value computed by direct measurement in parentheses. (a) Maximum

likelihood estimate. (b) Maximum a posterior estimate, for which a uniform prior probability on � was
determined by the bounds of the training set. The MAP estimate was computed by simply disallowing
sequences for which the EM estimate of � is outside the uniform density bounds. This post-processing
step is equivalent to establishing a prior on � in the framework presented in the appendix.
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Figure 11: Log probability as a function of � = (x; y) for a pointing test sequence. The smoothness of
the surface makes it possible to use iterative optimization techniques such as EM to �nd the maximum.

probability threshold to detect these gestures (e.g. -250), there are many false peaks that would

approach this value.

However, if we look at the values of � estimated for each position of the sliding window, we

can eliminate many of the false peaks. Recall that we assume � has a uniform prior distribution

over some allowed range. We can estimate that range form the training data either by simply

taking the extremes of the training set, or by estimating the density using a ML or MAP

estimate [6]. Given such bounds we can post-process the results of applying the PHMM by

eliminating those windows which select an illegal value of �. Figure 10b shows the result of

such �ltering using the extremes of the training data as bounds. The improved output would

increase the robustness of any recognition system employing these likelihoods.

One concern in the use of EM for optimization is that while each EM iteration will increase

the probability of the observations, there is no guarantee that EM will �nd the global maximum

of the probability surface. To show that this is not a problem in practice for the point gesture

testing, we computed the log probability of a testing sequence for all legal values of �. This log

probability surface, shown in Figure 11, is unimodal, such that for any reasonable initial value

of � the testing EM will converge on the maximum corresponding to the correct value of �. The

probability surfaces of the other test sequences in our experiments are similarly unimodal.2

2.6 Nonlinear PHMMs

The linear PHMM model is applicable only when the output distributions of each state of the

HMM are linearly dependent upon �. When the gesture parameter of interest is a measure of

Euclidean distance and the feature space consists of coordinates in Euclidean space, the linear

model of 2.3.2 is appropriate.

2Given the graphical model equivalent in Figure 2 it is possible to exactly solve the for the best value of �

using the junction tree algorithm [12] and conditional gaussian potentials [17], which model distributions of

the form of equations 1 and 2. In this work we have opted however to stay within the more specialized HMM

framework.
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More generally, the parameterization may not be linear, and there may be no linearization

of the parameterization available. In this case more general modeling technique is in order.

With a more complex model of the dependence on � (for example, a neural network), it may

not be possible to solve for � analytically to obtain an update rule for the training or testing EM

algorithms. In such a case we may perform gradient descent to maximize Q in the maximization

step of the EM algorithm (which would then be called a \generalized expectation-maximization"

(GEM) algorithm). In [23] we extend the PHMM framework to use neural networks and GEM

algorithms to model non-linear dependencies.

3 Watch and Learn: Learning Gestures Online

The PHMM models gesture families by explicitly modeling the variation of the gesture. Recog-

nition then involves determining where in the modeled space of variation the input lies. In

this section we consider a di�erent but related approach, whereby rather than explicitly mod-

eling the variation from a set of examples, the system instead combines information from the

application context with the input to �x free parameters.

The result is a system that is able to model classes of gesture that undergo signi�cant

variation from session to session. Online learning is used to adapt a model with free parameters

to a particular runtime situation.

3.1 Introduction

One of the challenges in implementing gesture recognition systems is to design gesture models

that work across a wide variety of users and environments. The problem of generalization

is particularly acute when computer vision techniques are used to derive features. Lighting

conditions, camera placement, assumptions about skin color, even the clothing worn by the

user can disrupt gesture recognition processes when they are changed in ways not seen during

training.

We argue that rather than attempt to construct training ensembles that cover all possible

scenarios, it may be preferable to adapt existing models to the situation at hand. Prelimi-

nary work in developing a system that learns gestures in an online manner is presented. The

only knowledge explicitly encoded into the model a priori is a Markov model representing the

temporal structure of the gesture.

We demonstrate the technique in a simple gesture recognition system based on computer

vision as input. Gesture is used in an interactive context for controlling interaction events. We

show that with the online adaptive approach, it is possible to use simple features that are not

necessarily invariant to the usual set of transformations that disrupt recognition processes.

3.2 Motivation: Online Adaptive Learning of Gesture

Typically gesture recognition systems are trained by gathering a number of sequences that

serve as examples of a class of gestures, and a model of the class of gestures is constructed
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automatically from these examples. Hidden Markov models (HMMs) are a popular choice to

model gestures because they are easily trained and are e�cient in the testing phase [19].

One of the drawbacks of this traditional approach is that the trained models only work well

in testing if the situation under which the testing data are collected is typical of the situations in

which the training sequences were collected. A systematic bias present in the testing conditions

with respect to the training data conditions may confuse the classi�cation. For example, if the

input features are not translation-invariant and the user has moved a bit, the trained models

may no longer be appropriate.

There are two common approaches to this problem: collecting data over many di�erent

sessions, and choosing a feature space that generalizes well. By collecting data over many

sessions and incorporating them all into the example set, the hope is that the resulting model

will encapsulate all the kinds of variation in the gesture that the system is likely to see during

runtime. The drawbacks of this approach are two-fold: �rst, the number of examples that are

required may in fact be too great to be practical, and second, as the number of distinguishable

situations increase, the model will require more and more degrees of freedom to adequately

represent the set of gestures.

The second approach, that of choosing the right feature space, has the chief drawback that

it is in general di�cult to craft a feature set that at once collapses the variation of the signal

so that a manageable number of examples are su�cient, and still allows su�cient detail that

the gesture may be recognized among a set of gestures.

We argue that these di�culties may be somewhat eased if we let part of the feature selection

process happen during runtime. In the next section we show how an a priori model of the

temporal structure of the gesture, when combined with constraints from context, makes runtime

feature selection possible. We call this the online adaptive learning of gesture to di�erentiate it

from the usual gesture recognition methodology in which the gesture models are trained o�-line.

3.3 Temporal Structure, Context and Control

The idea of the online adaptive gesture learning algorithm is that if the system has a repre-

sentation of the temporal structure of the gesture in question and this can be combined with

real-time information derived from the application context, then the situation is su�ciently

constrained that a system may conduct feature selection on the 
y. Then later, when context

information is unavailable, the system will be able to recognize the gesture via the learned

representation.

The need for context arises because typically there is insu�cient structure in the temporal

model to unambiguously align a given input sequence with a potential traversal of a priori

de�ned states. For example, consider a gesture composed of \up" and \down" phases. The

temporal structure of such a gesture would be represented by the periodic Markov model in

Figure 12. If we try to align an observation sequence to the Markov model in the �gure, we

�nd there are two ways to do this. One possible outcome assigns state A a mean feature vector

that we call \down" and B a mean vector of \up". The other outcome swaps the assignment

of \down" and \up".

If our only concern is recognition then such a transposition is unimportant; the likelihood
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A B

Figure 12: The simplest Markov model appropriate for a periodic signal. Given equal transition proba-
bilities from state A to B, the Markov model is symmetric in A and B. Without contextual information,
alignment of a signal to this Markov model would yield one of two possible equivalent assignments of
semantics to A and B.

of the learned HMM producing the observed sequence is the same in either case. However, our

goal is to use gesture for control of dynamic human-computer interactions. As described in

section 3.7 we exploit the temporal-context sensitivity of HMMs by allowing a high likelihood

of being in particular states to trigger application events. In this approach, an inversion of, say,

\up" and \down" states is unacceptable. Note that the ambiguity may happen not at just the

level of single states, but at the level of groups of states, such as whole gesture models.

A way to resolve this ambiguity is to resort to some external information, such as that

provided by application context. If we can get a hint from the application to di�erentiate

\down" from \up", the ambiguity is removed. Now that the features that correspond to the

states has been unambiguously determined, the context information is no longer required to

perform an alignment which avoids the original ambiguity.

The learning algorithm presented in this paper incorporates the real-time learning of a

hidden Markov model given application context information.

3.4 Previous Work

In [25] we use an approach similar to that presented in this paper to extract two broad classes

of the natural, spontaneous gestures that people make when they are telling a story: biphasic

gestures, which involve moving the hands out of a rest position, into the gesture space, and

back to the rest position, and triphasic gestures, which consist of an additional stroke phase

while the hands are in the gesture space. This classi�cation scheme highlights the temporal

di�erences of an ontology of gestures developed in [14]. A Markov model was hand-designed

for each of the two classes of gesture, which di�ered in their temporal structure. These Markov

models were then combined with image-based features derived from a long (5-minute) video

sequence to derive the appearance of various rest-states used by the speaker. The appearance

of the rest-states was determined only after considering the input data; the EM-like process

of determining the rest state appearance models relied on the assumption that the subject's

behavior was reasonably well-modeled by the Markov model.

Once rest-states are identi�ed, it is possible to use the Markov model to parse the sequence

into rest periods, biphasic, and triphasic gestures. Figure 13 illustrates typical triphasic gestures

found by the system. This classi�cation might be used for an intelligent coding of the sequence.

For example, triphasic gestures, which are thought to be more communicative in their particular

form than beat gestures, might be coded in detail.
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Figure 13: Keyframes from four di�erent triphasic gestures correctly labeled automatically by the
system.

The present work similarly �ts a hand-coded Markov model with a block of video input in

order to determine the value of a set of free parameters, but di�ers in that this process happens

in realtime in an online fashion.

3.5 Learning Algorithm

3.5.1 Expectation-Maximization Algorithm for Hidden Markov Models

A hidden Markov model uses the topology of a Markov model and its associated transition

probabilities to express the temporal structure of the gesture. For example, a periodic motion

may be represented by a simple Markov model with two states and transitions back and forth

between them, as in Figure 12. During testing, the Viterbi or forward/backward algorithms

are used to compute the likelihood that an input sequence has the same temporal structure

of the HMM, as well as match the state output probability distributions. In the process of

calculating this likelihood, the forward/backward algorithm computes the posterior probability


tj = P (qt = j j O; �), the probability that the HMM was in state j at time t, given the

observation sequence O and HMM �. The quantities 
tj represent the parse of the HMM.

If all the values 
tj are known, it is easy to see how to update the output probability

distributions. For example, if the output probability distributions are Gaussian with mean �j

and covariance �j , the update equations are:

�j =

X
t


tjxt

X
t


tj
(11)
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�j =

X
t


tj(xt � �j)(xt � �j)
T

X
t


tj
(12)

This is the Baum-Welch update used in training an HMM. The Baum-Welch algorithm is

an expectation-maximization (EM) algorithm, where the expectation step involves calculating

the 
tj and the maximization step involves updating the parameters of the output probability

distributions and transition probabilities. These equations are derived in the appendix.

3.5.2 Controlling the Online Adaptation

In the online adaptive learning of gesture, we use HMMs to represent the gesture we wish to

recognize, but instead of running the Baum-Welch algorithm o�-line, we run it during runtime

to update the output probability distributions. In the present work, we start with a known

Markov model and transition probability matrix that represents the temporal structure of the

gesture of interest, while the parameters of the output probability distributions are randomized

at the start. As discussed in Section 3.3, without some hints from application context, the

states of the learned hidden Markov model may not obey the proper semantics required by

the application (for example, \down" and \up" may be swapped, or the \up" gesture may be

swapped with the \down" gesture).

The modi�cation required to the Baum-Welch algorithm for it to exploit context is basically

to bias the 
tj after the initial computation of the expectation. Since the 
tj are used as weights

to update the state output distribution parameters, the biased 
's may be thought of as an

attention focusing mechanism. We may bias 
tj as a way to incorporate exterior knowledge to

in
uence this focus of attention and thus guide the learning. In the exposition that follows we

give one method to create a lattice of biased 
tj , by de�ning a new quantity that is a linear

combination of 
tj and probabilities derived from application context.3

The information from application context is assumed to take the form of posterior proba-

bilities for each state:

!tj = P (qt = j j 
) (13)

where 
 represents application context. These posterior probabilities are then combined with

the usual HMM posterior probabilities 
tj = P (qt = j j �) to obtain a new posterior probability

which incorporates the HMM and the application state context:

�tj = �j
tj + (1� �j)!tj (14)

which is subsequently normalized so that
P

j �tj = 1. �j is a scalar quantity that is proportional

to how much the HMM state j has been tuned during online adaptation.

In the current system, we set �j to be proportional the number of frames for which 
tj is

greater than some �xed value (say, 0.7). When beginning the adaptation, �j is at its minimum

3In the present system, we implement this bias by altering the form of the output probability distribution rather

than by directly manipulating 
tj.
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value, then increases to some maximum value during adaptation. The intuition is that this

quantity controls the degree to which the system follows the application context versus the

HMM. It also overcomes the fact that when bjt takes the form of Gaussian distributions, starting

with large covariances to represent uncertainty brings bjt to zero and so the state is never

exploited by the HMM. The e�ect of �j during runtime is to arti�cially bias the algorithm to

use neglected states.

We also incorporate a global learning rate � to control the adaptation process. The idea

is that at the start of the algorithm, when the state output distributions parameters have

random values the algorithm should learn aggressively, and that later when the parameters

have approached good \�nal" values the algorithm should change the values less aggressively.

This prevents the algorithm from changing the gesture model to match some spurious input.

In the present system � is derived from the con�dence value �j described above. We

currently set the relationship between �j and � in an ad hoc manner. For a state which has

seen no probability mass 
tj , we would like quantity to be 1.0. It is important that the learning

rate always have some value greater than zero, so that the algorithm can continually adapt to

slow changes in the gesture signal. Optionally, we normalize � by the frame rate of the online

EM process.

The learning rate � is incorporated in the EM update by simply mixing the old value of the

parameter with the new value:

�0

j = (1� �)�j + �
X
t

�tjxt (15)

The quantities P (xt j qt = j; �) are computed over the sequence hxt�T : : :xti, and the EM

algorithm is run once over the sequence. At some time t+�t, this process is repeated (caching

values where possible) over the next window hxt+�t�T : : :xt+�ti, and so on, throughout the

lifetime of the application { there are no distinct training and testing phases.

3.6 Images as Input

3.6.1 Tracking

The Watch and Learn system uses the online adaptive algorithm described above with whole

images as input. Color images are acquired at a rate of 30Hz from a camera pointed at the user.

A body-centric image of the user is derived from the input image by subtracting the pixel values

of the image of the scene without the user (the background image) from the current image. This

di�erence image is then binarized to obtain a silhouette image. A simple EM-based tracking

algorithm updates the center of body-centric image at the center of the silhouette. The body-

centric silhouette image is then multiplied by the original image to obtain a color image that is

body-centric and does not include the background.

The EM-based tracking algorithm models the spatial distribution of the silhouette pixels

over the image as a Gaussian with �xed covariance.

hx;y =
1p

2� j � je
�

1

2

�
[x y]

T
�c

�T
��1

�
[x y]

T
�c

�
(16)
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c0 =
X

Ix;y>b

hx;y [x y]
T (17)

where Ix;y is the value of the pixel at (x; y), c is the vector of tracked coordinates from the

previous time step, b is threshold for binarizing the image and � is the constant covariance

matrix that is chosen to approximate the size of the user in the image.

hx;y is calculated over a window centered about c. If the likelihood of this model falls below

a threshold, the algorithm enters a seek mode in which the mean of the Gaussian is assigned a

random value at each successive frame until the likelihood is above the threshold. Otherwise,

the mean of the Gaussian is updated to re
ect the translation of the silhouette.

3.6.2 Output Probability Distribution

The pixel values of the cropped color foreground image centered about c at time t are concate-

nated to form the feature vector xt. The last two seconds of the color foreground images are

bu�ered in memory. These form the observation sequence over which the online adaptive EM

algorithm updates the output probability distribution parameters.

The output probability distributions bjt = P (xt j qt = j) take the form:

bjt =
1p
2��j

e
�

1

2�2
j
XY

(xt��j)
T (xt��j)

(18)

where �j is a scalar, and X and Y are the dimensions of the image corresponding to xt.

The output probabilities bjt(x) are computed over all states j for the current time step

only; the values are saved in a bu�er of the last T time steps. Updating the output probability

distribution parameter �j proceeds as equation 11, here involving the weighted sum of the

images xt in the image bu�er. The update of �j is similarly a weighted sum:

�j =

X
t

�tj(xt � �j)
T (xt � �j)

X
t

�tj
(19)

After each maximization step, it would be correct to recompute the value of the output

probability distributions for each state and each image in the image bu�er, since the parameters

of the distribution have changed by the update equations. In the present system, however, we

do not recompute these likelihoods for the reason that much computation may be avoided by

computing the likelihoods for only the newest image. If the bu�er is small and the changes in

the parameters are continuous, then the outdated values of the likelihood associated with the

oldest frames in the bu�er will not upset the learning algorithm. Empirically we have found

this to be the case.

In the Watch and Learn system, computing the weighted sum of images for the maximiza-

tion step is the most computationally intensive step of the algorithm and need not be executed

at every new time step. Thus with the current system, the input image bu�er is updated at

30Hz, while the learning algorithm executes at no more than 4Hz. Both the expectation and
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Figure 14: The Markov model used to represent the temporal pattern of a beat in the Watch and

Learn system applied to the simple conducting scenario.

maximization steps of Watch and Learn have been implemented to use MMX single instruc-

tion/multiple data (SIMD) instructions available on the Intel Pentium II processor.

3.7 Application: Conducting

One activity in which there is strong contextual information is musical conducting, where both

the musicians and the conductor follow a score. The Watch and Learn system has been applied

to a simpli�ed conducting scenario to demonstrate that a simple beat gesture may be learned

by adaptive online learning.

The interaction between the user who plays the role of the conductor and the system is as

follows. The user steps in front of the camera and waits for the system to play a series of beats

(wood block sounds) that establish a tempo. After a few beats, the user begins to follow the

beat with his hand. After a few bars of following the system's beat, the system begins to play

a piece of music. Having taught the system his own beat gesture, the user is now free to change

the tempo of the piece currently playing.

For the simple beat pattern described, a simple three state Markov model is used to model

the temporal structure of the gesture (see Figure 14). The Markov model begins in a rest state,

which is learned at �rst when the user is standing in front of the camera waiting for the system

to establish a beat. During the fourth beat generated by the system, the user is supposed to

have begun following the beat with his gesture. At this point, contextual priors are changed

to match the expectation that at the instant of the system-generated beat, the user should be

in the \downbeat" state. Given that at this stage in the learning the rest state has already

been learned by the system, the \upbeat" state will be learned correctly because temporal

structure provided will lead the system to ascribe the moments before the downbeat to the

\upbeat" state, and furthermore, presumably the images during the actual upbeat motion will

look di�erent than the \rest" state.

As the user counts out the beats, the appearance models (the means of the output probability

distribution) associated with each state gradually appear as reasonable approximations to what

an observer might call the \upbeat", \downbeat" and \rest" phases of the gesture. Figures 15

and 16 show a typical set of appearance models for the beat Markovmodel during the adaptation

process. Figure 15 shows the appearance models in the middle of the adaptation process, Figure

16 after the adaptation is complete. The system continually adjusts these states to re
ect the

subtle changes in the way the user executes the gesture from instance to instance.

Figures 17 and 18 show 
tj and !tj over a window of 64 frames (about 2 seconds) of video.

Figure 17 is taken during adaptation, Figure 18 after adaptation. Note that during adaptation,
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Rest Up Down

Figure 15: The appearance models (images) associated with each state of the beat HMM during online
adaptation. When the algorithm is started, the pixels values of the images are randomized. At this
point, the appearance model of the rest state has been trained, and the appearance model of the \up"

state is being adapted.

Rest Up Down

Figure 16: The appearance models (images) associated with each state of the beat HMM after online
adaptation.

the probabilities from the application !tj (square wave) guide the state membership 
tj.

QuickTime video of the camera input and the learning algorithm are located at http:

//www.media.mit.edu/~drew/watchandlearn.

Figure 19 shows appearance models learned in a second session with the system. Note that

even while many of the viewing circumstances such as pose, distance to camera, and clothing

have changed, the adapted appearance models have the correct semantics.

We wish to remind the reader thatWatch and Learn in no way attempts to track the user's

hands; it is purely through the combination of the temporal structure model and the contextual

information that gives rise to the semantically correct appearance models. Ultimately, the most

important requirement is that the user be cooperative, especially during the periods of high

learning rate, and consistent. It is quite possible to train Watch and Learn to recognize foot

tapping instead of hand beats, as long as the user consistently does so.

Changes in tempo are made in a very simplistic manner according to the rise and fall of


t;up: when 
t;up falls below a certain threshold, a \beat" event is generated. The time between

the current beat and the last beat is calculated, converted to MIDI clock units and passed
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Rest

Up

Down

Figure 17: Plots of 
tj and !tj (square wave) for the beat gesture, during online adaptation.

Rest

Up

Down

Figure 18: Plots of 
tj for the beat gesture, after online adaptation.
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Rest Up Down

Figure 19: The appearance models (images) associated with each state of the beat HMM after online
adaptation during a second session.

on to the MIDI time-keeper running on the host computer. Presently, no attempt is made to

synchronize where the particular downbeat falls with the downbeat in the score. If at some

point the user returns to the rest state, tempo changes are not made and the piece continues

playing at the last tempo.

3.8 Discussion and Future Work

An online adaptive learning algorithm for learning gestures has been presented. The approach

di�ers from the usual train/test paradigm in that much of the training process may occur online.

The algorithm requires a Markov model that represents the temporal structure of the gesture

to be learned. This is combined with contextual information to train the output probability

distributions during runtime. Watch and Learn succeeds in learning a simple beat pattern, and

in another con�guration has been applied to learning a mapping to various drum sound patches

with a slightly more complex temporal model (see Figure 20).

We argue that the problem of generalization by feature selection is eased with the online

adaptive learning algorithm presented above. By delaying the estimation of the output prob-

ability density parameters to runtime, the online algorithm is free to choose only those values

which �t the current set of data. Thus any particular bias in the features present in runtime

that would have upset an o�-line approach is absorbed in the online learning process.

The net result is that with the online algorithm, feature selection is not as crucially im-

portant as with the o�-line algorithm in obtaining generalization performance. As long as the

features are consistent over the set of learned states, the online algorithm will set the output

probability distribution parameters appropriately. For example, image space itself may make an

extremely poor feature space for many gesture applications because many of the usual desired

invariants are absent.

Although in general computer vision has been dismissed as a technique useful to computer

music on the grounds that the techniques are too computationally complex to run quickly on

today's hardware, we note without hard justi�cation that Watch and Learn is quite responsive.

One reason for this is the fact if events are triggered from 
tj, the temporal model enables

the system to anticipate events: for example, a MIDI note-on event may be generated at the
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Figure 20: The Markov model used for a drum-set con�guration of Watch and Learn. MIDI events are
generated when the Markov model enters the \Snare hit" and \Bass hit" states. \Snare start" and \Bass
start" states capture the preparation of the gesture and do not generate MIDI events. The appearance
models of the start states may adapt to resemble those of the hit states, thus they are necessary to
prevent spurious MIDI events during the gesture's preparation phase.

moment that 
t;up begins to fall below a threshold, which is in a moment in advance of the peak

of 
t;down (see Figure 18). Also recall that 
tj is being updated at 30Hz.

There are two drawbacks to the Watch and Learn system as it is currently implemented.

First, the system assumes that the user is being cooperative at all times. This drives the

learning initially, but can be a problem once gesture models have been learned. For example,

once the beat gesture is learned reliably, if the user does a completely di�erent gesture, this

new movement should not be incorporated into the model. However, if the gesture appears

to have the same temporal structure as the original beat, and occurs at the moment in time

during which the system expects a beat, the system should incorporate the new information.

The second drawback to the Watch and Learn system is the ad hoc manner in which the

con�dence values �j and the learning rate � is determined. We expect to incorporate more

principled ways of controlling the adaptation.

4 Conclusion

We present two frameworks for tackling the problem of recognizing gestures that undergo sig-

ni�cant systematic variation.

First, a new method for the representation and recognition of parameterized gesture is
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presented. The idea is to parameterize the underlying output probabilities of the states of an

HMM. Because the parameterization is explicit and analytic, the dependence on the parameter

� can be learned within the standard EM formulation.

As a gesture or activity recognition technique, the PHMM is immediately applicable to

scenarios where inputs to be recognized vary smoothly with some meaningful parameter(s).

One possible application is advanced human-computer interfaces where the gestures indicating

quantity must be recognized and the quantities measured. Also, the technique may be applied

to other types of movement, such as human gait, where one would like to ignore or extract some

component of the style of the movement. The parameterized technique presented is domain-

independent and is applicable to any sequence parsing problem where some context or style

([22]) spans an entire sequence.

Second, an online adaptive learning algorithm for learning gestures has been presented. The

approach di�ers from the usual train/test paradigm in that much of the training process may

occur online. The algorithm requires a Markov model that represents the temporal structure

of the gesture to be learned. This is combined with contextual information to train the out-

put probability distributions during runtime. The Watch and Learn computer vision system

demonstrates the online adaptive learning approach to learning gesture models.

Both techniques use representations encoding free parameters that are �xed during runtime.

With the PHMM the parameterization is �xed over each gesture that is a member of some

gesture family. In the case of Watch and Learn, this parameterization is �xed once per session.

The PHMM has currently been tested with tracked points and blobs as input, while the

Watch and Learn system operates on whole (masked) images. Operating on whole images has

the advantage that no assumptions about the nature of tracked objects are required, and the

features may be highly diagnostic within a particular session. Conversely, starting from tracked

point or blobs as features has the advantage that such features are more likely to generalize to

a future session than the image-based features. We are currently exploring ways to combine

the two approaches.

A Appendix: Expectation-maximization algorithm for hidden

Markov models

In this section we derive equation 3 from the expectation-maximization (EM) algorithm [3] for

HMMs. In the following, the observation sequence xt is the observable data, and the state qt is

the hidden data. We denote the entire observation sequence as x and the entire state sequence

as q.

EM algorithms are appropriate when there is reason to believe that in addition to the

observable data there are unobservable (hidden) data, such that if the hidden data were known,

the task of �tting the model would be easier. EM algorithms are iterative: the values of the

hidden data are computed given the value of some parameters to a model of the hidden and

observable data (the \expectation" step), then given this guess at the hidden data, an updated

value of the parameters is computed (\maximization"). These two steps are alternated until the

change in the overall probability of the observed and hidden data is small (or, equivalently, the
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change in the parameters is small). For the case of HMMs the E step uses the current values of

parameters of the Markov machine | the transition probabilities aij , initial state distribution

�j , and the output probability distribution bj(xt) | to estimate the probability 
tj that the

machine was in state j at time t. Then, using these probabilities as weights, new estimates for

aij and bj(xt) are computed.

Particular EM algorithms are derived by considering the auxiliary function Q(�0 j �), where
� denotes the current value of the parameters of the model, and �0 denotes the updated value

of the parameters. We would like to estimate the values of �0. Q is the expected value of the

log probability of the observable and hidden data together given the observables and �:

Q(�0 j �) = Eqjx;�
�
log P (x;q; �0)

�
(20)

=
X
q

P (q j x; �) logP (x;q; �0) (21)

where x is the observable data and the state sequence q is hidden. This is the \expectation

step". The proof of the convergence of the EM algorithm shows that if during each EM iteration

�0 is chosen to increase the value of Q (i.e. Q(�0 j �)�Q(� j �) > 0), then the likelihood of the

observed data P (x j �) increases as well. The proof holds under fairly weak assumptions on

the form of the distributions involved. Choosing �0 to increase Q is called the \maximization"

step.

Note that if the prior P (�) is unknown then we replace P (x;q; �0) with P (x;q j �0). In

particular, the usual HMM formulation neglects priors on �. In the work presented in this

paper, however, the prior on � may be estimated from the training set, and furthermore may

improve recognition rates, as shown in the results presented in Figure 10.

The parameters � of an HMM include the transition probabilities aij and the parameters

of the output probability distribution associated with each state:

Q(�0 j �) = Eqjx;�

"
log

Y
t

aqt�1qtP (xt j qt; �0)

#
(22)

The expectation is carried out using the Markov property:

Q(�0 j �) = Eqjx;�

"X
t

log aqt�1qt +
X
t

logP (xt j qt; �0)

#

=
X
t

Eqjx;�
�
log aqt�1qt + log P (xt j qt; �0)

�

=
X
t;j

P (qt = j j x; �)
"X

i

P (qt�1 = i j x; �) logaij + log P (xt j qt = j; �0)

#
(23)

In the case of HMMs the \forward/backward" algorithm is an e�cient algorithm for computing

P (qt = j j x; �). The computational complexity is O(TNk), T the length of the sequence, N

the number of states, k = 2 for completely connected topologies, k = 1 for causal topologies.
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The \forward/backward" algorithm is given by the following recurrence relations

�1(j) = �jbj(xt) (24)

�t(j) =

"X
i

�t(i)aij

#
bj(xt) (25)

�T (j) = 1 (26)

�t(j) =
X
j

aijbj(xt+1)�t+1(j) (27)

from which 
tj may be computed:


tj =
�t(j)�t(j)

P (x j �) (28)

In the \maximization" step, we compute �0 to increase Q. Taking the derivative of equation

23 and writing P (qt = j j x; �) as 
tj we arrive at:

@Q

@�0
=
X
t

X
j


tj

@

@�0
P (xt j qt = j; �0)

P (xt j qt = j; �0)
(29)

which we set to zero and solve for �0.

For example, when bj(xt) is modeled as a single multivariate Gaussian � = f�j ;�jg we

obtain the familiar Baum-Welch reestimation equations:

�j =

X
t


tjxt

X
t


tj
(30)

�j =

X
t


tj(xt � �j)(xt � �j)
T

X
t


tj
(31)

The reestimation equation for the transition probabilities aij are derived from the derivative

of Q and are included here for completeness:

�t(i; j) = P (qt = i; qt+1 = j j x; �)
=

�t(i)aijbj(xt)�t+1(j)

P (x j �) (32)

aij =

T�1X
t

�t(i; j)

T�1X
t


tj

(33)
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