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ABSTRACT | The advent of media-sharing sites has led to the

unprecedented Internet delivery of community-contributed

media like images and videos. Those visual contents have

become the primary sources for online advertising. Conven-

tional advertising treats multimedia advertising as general text

advertising by displaying advertisements either relevant to the

queries or the Web pages, without considering the potential

advantages which could be brought by media contents. In this

paper, we summarize the trend of Internet multimedia

advertising and conduct a broad survey on the methodologies

for advertising which are driven by the rich contents of images

and videos. We discuss three key problems in a generic

multimedia advertising framework. These problems are: con-

textual relevance that determines the selection of relevant

advertisements, contextual intrusiveness which is the key to

detect appropriate ad insertion positions within an image or

video, and insertion optimization that achieves the best

association between the advertisements and insertion posi-

tions so that the effectiveness of advertising can be maximized

in terms of both contextual relevance and contextual intru-

siveness. We show recently developed MediaSense which

consists of image, video, and game advertising as an exemplary

application of contextual multimedia advertising. In the

MediaSense, the most contextually relevant ads are embedded

at the most appropriate positions within images or videos. To

this end, techniques in computer vision, multimedia retrieval,

and computer human interaction are leveraged. We also

envision that the next trend of multimedia advertising would

be game-like advertising which is more impressionative and

thus can promote advertising in an interactive, as well as more

compelling and effective way. We conclude this survey with a

brief outlook on open research directions.

KEYWORDS | Computer vision; contextual advertising; multi-

media advertising; survey

I . INTRODUCTION

The proliferation of digital capture devices and the

explosive growth of online social media (especially along

with the so called Web 2.0 wave) have led to the countless

private image and video collections on local computing

devices, such as personal computers, cell phones, and

personal digital assistants (PDAs), as well as the huge yet

increasing public media collections on the Internet [8].

For example, the amount of digital images captured
worldwide in 2011 will increase from 50 billion in 2007

to 60 billion according to IT Facts’ report [44]. The most

popular photo sharing site, i.e., Flickr, reached three

billion photo uploads at the end of 2008 and 3–5 million

new photos uploaded daily [53], [85], while Youtube drew

5 billion U.S. online video views in July 2008 [118]. On the

other hand, we have witnessed a fast and consistently

growing online advertising market in recently years.
Jupiter Research forecasted that online advertising spend-

ing will surge to $18.9 billion by 2010-up, which is about

59 percent from an estimated $11.9 billion in 2005 [50].

Motivated by the huge business opportunities in the online

advertising market, people are now actively investigating

new Internet advertising models. To take the advantages of

the visual form of information representation, multimedia

advertising, which associates advertisements with an
online image or video, has become an emerging online

monetization strategy.1
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1Please note that Bmultimedia advertising[ and Badvertising multi-
media[ are two different concepts. By multimedia advertising, we refer to
the process of associating advertisements with multimedia, while advertis-
ing multimedia indicates using multimedia as the form of advertisement.
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In an advertising system, there is usually an interme-
diary commercial ad-network entity (i.e., a service

provider between the publisher and advertiser) in charge

of optimizing the ad selection and displaying with the twin

goal of increasing the revenue (shared between the pub-

lisher and ad-network) and improving user experience.

With these goals, it is preferable to the publishers and

profitable to the advertisers to have ads relevant to media

content rather than generic ads. By implementing a solid
multimedia advertising strategy into an existing content

delivery chain, both the publishers and advertisers have

the ability to deliver compelling content, reach a growing

online audience, and eventually generate additional reve-

nue from online media.

Advertising has embarked on a dramatic evolution,

which will be rapid, fundamental, and permanent. Al-

though this evolution is still underway in advertising in
terms of objectives, strategy, and solutions, we can sum-

marize the trends of Internet advertising into two genera-

tions in terms of methodologies: conventional advertising

and contextual advertising. Fig. 1 shows the evolution of
advertising using text and media (such as image, video, and

audio) as information carriers for advertising, respectively.

The conventional text-based advertising, i.e., the first gen-

eration in the leftmost of Fig. 1, is characterized by de-

livering ads at certain positions on Web pages which are

relevant to either the queries or Web page content. In this

generation, paid search and display advertising are the

main strategies which support a Blong-tail[ and Bhead[
business model, respectively. For example, Google’s Ad-

words [2] and AdSense [1] are successful paid search ad-

vertising platforms, while DoubleClick [24] and Yahoo!

[112] have predominantly focused on the latter. From the

perspective of research, the rich research in the first

generation has proceeded along three dimensions

from the perspective of what the ads are matched against:

1) keyword-targeted advertising (also called Bpaid search
advertising[ or Bsponsored search[) in which the ads are

matched against the originating queries [49], [75], [106],

2) content-targeted advertising (also called Bcontextual

Fig. 1. Trend of Internet advertising in the text and media domain. The online advertising can be summarized as

two generations in different information carries of advertising: the first generation is conventional advertising which

embeds relevant ads at fixed positions, while the second is contextual advertising embeds ads at automatically detected

positions within page and media.
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advertising[)2 in which the ads are associated with the
Web page content rather than the keywords [4], [11], [54],

[83], [89], and (3) user-targeted advertising (also called

Baudience intelligence[) in which the ads are driven based

on user profile and demography [37], comments [6], or

behaviour [14], [16], [22], [90] . The advertisements in the

first generation are typically embedded at certain pre-

served blocks in the Web pages. While conventional

advertising primarily embeds ads around the content, the
second generation of text advertisingVcontextual adver-

tising, aims to deliver relevant ads inside the content. For

example, Vibrant Media [100] associates relevant ads with

certain keywords or paragraphs within a Web page and

embeds these ads in-text.

Using text-based advertising as reference, we can figure

out online advertising using media as carrier as two gen-

erations, including conventional and contextual advertis-
ing [40], shown in the rightmost of Fig. 1. Similar to text,

the first generation of multimedia advertising directly

applies text-based advertising approaches to media and

embeds relevant ads at certain preserved positions on the

Web pages. For example, Yahoo! [112] and BritePic [10]

provide relevant ads around images. In video domain,

Revver [88] and Youtube [118] which subscribe advertising

service from Google’s AdSense [1] employ pre-roll or post-
roll advertising (i.e., embed ads or related videos at the

very beginning or end of videos), or overlay the textual ads

on certain video frames (e.g., on the bottom fifth of

videos 15 seconds in).

It is observed that the first generation of multimedia

advertising primarily uses text rather than visual content to

match relevant ads. In other words, multimedia advertis-

ing has been treated as general text advertising without
considering the potential advantages which could be

brought by media contents. There are very few systems

in this generation to automatically monetize the opportu-

nities brought by individual images and videos. As a result,

the ads are only generally relevant to the entire Web page

containing images or videos rather than specific to the

images or videos it contains. Moreover, the ads are em-

bedded at a predefined position in a Web page adjacent to
the image or video, which normally destroys the visually

appealing appearance and structure of the original Web

page. It could not grab and monetize users’ attention

aroused by these compelling contents.

It has proved not suitable to treat multimedia ad-

vertising as general text advertising. The following dis-

tinctions between media (i.e., image and video) and text

advertising motivate a new advertising generation dedi-
cated to media.

• Beyond the traditional media of Web pages, images
and videos can be powerful and effective carriers of

online advertising. Compared with text, image and
video have some unique advantages which conse-

quently make them become the most pervasive

media formats on the Internet: they are more at-

tractive than plain text, and they have been found

to be more salient than text, thus they can grab

users’ attention instantly [29]; they carry more

information that can be comprehended more

quickly, just like an old saying, Ba picture is worth
thousands of words.[ Media like image and video

are now used almost as much as text in Web pages

and have become powerful information carriers for

online advertising. There is a new advertising

model using media as the carriers for advertising,

in which ads can leave a much deeper impression

due to the salience of visual signal in human

perception.
• The ads are expected to be locally relevant to media

content and the surrounding text, rather than

globally relevant to the entire Web page. Compel-

ling media content naturally would become the

region of interest (ROI) in a Web page. The most

effective way to advertise would be putting ads in-

formation precisely relevant to the media content,

hoping audience who are interested in this image
or video would have similar interests to the rele-

vant product or service advertised in it. It is likely

that the text in a Web page is either too much (e.g.,

using whole page text), or too few and/or too noisy

(e.g., image and video sharing sites), to accurately

describe an embedded image or video. On one

hand, ads picked only based on the whole page

content may not be contextually relevant enough
to the image or video in that page. On the other,

conventional ad-networks like AdSense [1] and

Adwords [2] cannot work well for the very few or

noisy textual contexts. Therefore, it is reasonable

to assume that the media content and its sur-

rounding text should have much more contribu-

tions to the relevance matching than the whole

Web page.
• The ads are expected to be dynamically embedded at

the appropriate positions within each individual
image or video (i.e., in-media) rather than at a pre-

defined position in the Web page. In conventional

advertising, publishers have to reserve certain

predefined blocks (please refer to Fig. 1) in the

Web page for advertisingVbeing banners or other

forms of ads. Such advertising strategy has proved
intrusive to Internet users [74], as the ad blocks

have significantly broken the page structure and

visual appearance, as well as they are unattractive

or boring to users. Now that users’ attention is on

the media, by embedding the ads within an image

or video, the ads will in turn get more attention.

Meanwhile, the publisher no longer needs to

2Please note here, Bcontextual relevance[ mainly indicates that the
relevance is derived from the entire web content. In a broader view,
contextual relevance includes not only the relevance, but also the position
where the advertisements are inserted in a Web page.
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worry about the reserved blocks. By putting ads

only in the non-salient portions in an image or

video, it reduces the intrusiveness of display ads

and the user experience will be improved at the

same time.

Motivated from the above observations, we go one step

further from the first generation of multimedia advertising
and propose in this paper the second generation which

supports contextual multimedia advertising by associating

the most relevant ads to an online medium (image or

video) and seamlessly embedding the ads at the most

appropriate positions within this medium. As show in the

rightmost of Fig. 1, the ads are selected according to

multimodal relevance, i.e., the ads are to be globally

relevant to the Web page containing images or videos, as
well as locally relevant to the content and surrounding text

of each suitable medium. Meanwhile, the ads are embedded

at the most non-salient positions within the medium. By

leveraging computer vision and multimedia retrieval

techniques, we are on the positive side to better solve two

challenges in the Internet multimedia advertising, i.e., ad

relevance and ad position. We demonstrate MediaSense

which includes ImageSense [78] and VideoSense [79], [80]
as two exemplary applications in the new generation,

dedicated to image and video, respectively. We also envision

that the next trend of multimedia advertising would be

game-like advertising which would be more impressiona-

tive and thus can promote the advertisements in an

interactive way. We show GameSense [59], [60] as an

example of the next advertising platform. Fig. 2 shows the

screenshots of ImageSense, VideoSense, and GameSense. It
is also worth noticing that many metrics have been adopted

to evaluate the performance of a multimedia advertising

system. We review the performance evaluation in different

domains.

The rest of the paper is organized as follows. Section II

provides a system overview of contextual multimedia

advertising, as well as the key problems. Sections III–V

address how we can leverage computer vision and multi-

media retrieval techniques to solve these problems in

details. Section VI shows the implementations of

ImageSense, VideoSense, and GameSense. Section VII

discusses how to evaluate the performance of multimedia

advertising systems. Section VIII concludes this paper
and outlooks future challenges.

II . SYSTEM AND KEY PROBLEMS

A. Terminology
To clearly present the system framework of the two

generations of multimedia advertising, we will adopt a

standard vocabulary to describe many of the common

aspects and terms across each of the exemplary systems.

• Advertisement (ad): Advertisement is a public

notice or announcement for calling something to

the attention of the public, especially by paid

announcements. In multimedia advertising, adver-

tisements take a variety of forms, including text
banner, image, video (i.e., traditional TV commer-

cial), animation, or a combination of forms.

Advertising is a form of communication that

typically attempts to persuade potential customers

to purchase or to consume more of a particular

brand of product or service. In this paper, we

mainly discuss two types of ads, i.e., image and

video ads.
• Image ad: An image advertisement is a static

image or banner provided by advertisers that will

be inserted into or associated with a source image

or video. An image ad could be a product logo [59],

[60], [66], [69], [78] or a banner composed of a

product logo, product name, description, and link

[31], [76], [101], [118].

Fig. 2. Screenshots of ImageSense, VideoSense, and GameSense. The highlighted areas in (a) and (b) correspond to the ads,

while a missing block in (c) corresponds to the ad position. The ads are inserted into the non-salient spatial within images or temporal

positions in video streams via visual saliency analysis. The ads are relevant to both the visual content and Web page rather than only

relevant to the entire Web page. (a) ImageSense [78]; (b) VideoSense [79], [80]; (c) GameSense [59], [60].

Mei and Hua: Contextual Internet Multimedia Advertising

4 Proceedings of the IEEE | Vol. 0, No. 0, 2010

Authorized licensed use limited to: MICROSOFT. Downloaded on June 29,2010 at 10:30:21 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

• Video ad: A video ad is a video clip about a pro-
duct. Although video ads will be associated with a

video in MediaSense [25], [80], they may be in

different forms (or a combination of forms), in-

cluding typical commercials in TV programs [19],

[25], [39], [67], as well as a clip composed by text,

animations, or images.

• Source media: Source media are most often

produced or owned by content providers (or
partially by publishers who help to distribute the

contents), which may be images, videos, or audio

clips, captured and provided by professional

photographers, videographers, or grassroots. The

advertisements will be embedded at certain

positions around, within, or overlay the source

media.

• Ad insertion point: A point/position where one or
more advertisements will be associated. Ad inser-

tion point could be a spatial region around the

medium in a Web page, a region on an image, a

spot on the timeline of a video, a spatiotemporal

patch in a video, or even a position out of the Web

page. For example, the highlight rectangle in

Fig. 1(a), the yellow spots on the timeline in

Fig. 1(b), and the center missing block in Fig. 1(c)
are ad insertion points.

• Contextual advertising: Contextual advertising

refers to the placement of commercial advertise-

ments within the content of a generic Web page

based on similarity between the content of the

target page and the ad description provided by the

advertiser [11], [83]. If the advertisements will be

associated with media, then this type of advertising
is contextual multimedia advertising.

• Multimodal relevance: A modality is defined as

any source of information about media contents

that can be leveraged algorithmically for analysis in

[52]. In multimedia advertising applications, the

modality can be decomposed into various modal-

ities which measure various low-level aspects of

visual data (such as the color and textures in an
image, the motions in a video sequence, as well as

the tempos in an audio stream), some mid-level

visual concept or object categories (such as people,

location, and objects), as well as high-level textual

descriptions associated with the data (such as user-

provided tags on an image or video, transcripts

associated with a video stream, automatically rec-

ognized captions on a video frame). The relevance
can be measured by the similarity between two

media files in terms of certain types of modalities.

For example, there are textual, visual, and aural

relevance. Accordingly, the multimodal relevance

is a combination of the results from various

modalities between two media.

B. General Framework
Fig. 3 shows the general framework of multimedia

advertising. It also summarizes the distinctive between the

two generations of multimedia advertising, as we men-

tioned in Section I. Given an online medium which could

be an image within a Web page, a collection of image

search results, a video sequence, or even an audio stream, a

list of candidate ads are selected from an ad inventory and

Fig. 3. A general framework of multimedia advertising. Conventional advertising only focuses on text-based ad relevance matching,

while contextual advertising like MediaSense [40] considers not only textual relevance but also multimodal (textual, visual, and

aural) relevance, as well as automatic detection of appropriate ad insertion points within media.
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ranked according to the relevance between the source
medium and the ads. The multimodal relevance can be

derived from textual information, such as user-provided

tags, video transcripts, automatically recognized captions,

and also can be derived from the low-level similarity in

terms of color and textures in images, camera or object

motions in video sequences, or tempo and beat in audio

streams, as well as semantic level in terms of automatically

detected visual concepts and object categories [27], [77],
[84], [95]. Meanwhile, a set of candidate ad insertion

points are automatically detected on the basis of spatio-

temporal visual saliency analysis [15], [64], [69], [73],

[78]–[80], [103]. Intuitively, the ads would be inserted

into the most non-salient positions within the media

contents so that the ads would be nonintrusive to the

viewers. Moreover, the ads associated with the media

would be the most relevant to the contents. By minimizing
contextual intrusiveness and maximizing contextual rele-

vance simultaneously, the effectiveness of advertising can

be maximized [74]. Given a list of candidate ads and ad

insertion points, an optimization-based association module

will associate each candidate ad with the best insertion

point.

We can see from Fig. 3 that conventional multimedia

advertising only focuses on ad relevance matching, re-
ferred to as Btext-based ad matching[ and Bcandidate ad

list[ modules, while the new generation of advertising not

only considers Bmultimodal ad matching[ for ad selection

but also investigates the problem of Bad insertion point

detection.[ Finally, given a set of candidate ads and ad

insertion points, the Boptimization-based ad delivery[
module will associate the most relevant ads with the most

appropriate insertion points by maximizing the overall
contextual relevance while minimizing the overall

intrusiveness.

C. Key Problems
In general, there are four key problems in an effective

contextual multimedia advertising system: contextual rele-
vance, contextual intrusiveness, insertion optimization, and

rich displaying.

• Contextual relevanceVWhich ads should be se-

lected for a given image or video? Since relevance

increases advertising revenue [57], [74], contextual
multimedia advertising performs multimodal rele-

vance matching by considering both global textual

relevance from the entire Web page and local

relevance from textual information associated with

the media content, as well as low-level visual and
high-level semantic similarity between the ads and

ad insertion points.

• Contextual intrusivenessVWhere should the

selected ads be inserted so that the contextual

intrusiveness will be minimized? Ad position will

certainly affect user experience when an image or a

video is viewed [74]. In contextual multimedia

advertising, the selected ads are to be inserted into
the most non-intrusive positions within the media.

• Insertion optimizationVGiven a ranked list of

candidate ads and ad insertion points, how to

associate each ad with the ad best insertion point?

The objective is to maximize the effectiveness of

advertising by simultaneously minimizing the

contextual intrusiveness to viewers and maximiz-

ing the contextual relevance between the ads and
media.

• Rich displayingVHow the selected ads are

displayed or rendered? The rich displaying in-

cludes the duration of each ad, the way the ad is

rendered, the support of interaction between the

ad and users, the rich information associated with

ads. An effective displaying will make the adver-

tising not have an intrusive experience to users.
In this paper, we mainly focus on the first three prob-

lems while leave the fourth an open issue. The compar-

isons between conventional and the proposed contextual

multimedia advertising in terms of contextual relevance

and contextual intrusiveness are listed in Table 1.

III . CONTEXTUAL RELEVANCE

One of the fundamental problems in contextual advertis-

ing is Brelevance[ which in studies detracts from user

experience and increases the probability of reaction [57],
[74]. By contextual relevance, we refer to the fact that ads

are expected to be relevant both to the entire source media

and the local ad insertion points within the media. The

contextual relevance for each pair of ad and ad insertion

point is a multimodal relevance consisting of textual,

visual, conceptual, and user relevance. In this section, we

will review the relevance from different modalities.

A. Textual Relevance
The major effort in advertising has focused on text do-

main. There exists rich research in the literature on textual

relevance that can be leveraged or applied to multimedia

Table 1 Comparisons Between Conventional and Contextual Multimedia Advertising, in Terms of Contextual Relevance and Contextual Intrusiveness
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advertising. The literature review on text relevance in this
paper will focus on two key issues: 1) ad keyword selection,

i.e., how to pick suitable keywords, Web pages, or images

for advertising so that the relevance can be improved, and

2) ad relevance matching, i.e., how to select relevant ads

according to a set of selected keywords or a Web page.

Typical advertising systems analyze a Web page or

query to find prominent keywords or categories, and then

match these keywords or categories against the words for
which advertisers bid. If there is a match, the correspond-

ing ads will be displayed to the user through the web page.

Yih et al. has studied a learning-based approach to auto-

matically extracting appropriate keywords from Web pages

for advertisement targeting [117]. Instead of dealing with

general Web pages, Li et al. propose a sequential pattern

mining-based method to discover keywords from a specific

broadcasting content domain [58]. In addition to Web
pages, queries also play an important role in paid search

advertising. In [94], the queries are classified into an in-

termediate taxonomy so that the selected ads are more

targeted to the query. The works in [56], [59], [60], [78]–

[80] present the methods for detecting potential suitable

images or videos in a Web page for advertising, by analyz-

ing the structure of Web page and the visual appearance of

images or videos.
As we have mentioned in Section I, research on ad

relevance has proceeded along three dimensions from the

perspective of what the ads are matched against:

1) keyword-targeted advertising (Bpaid search advertising[
or Bsponsored search[), 2) content-targeted advertising

(Bcontextual advertising[), and 3) user-targeted advertis-

ing (Baudience intelligence[). Although the paid search

market develops quicker than contextual advertising mar-
ket, and most textual ads are still characterized by Bbid

phrases,[ there has been a drift to contextual advertising as

it supports a long-tail business model [57]. For example, a

recent work examines a number of strategies to match ads

to Web pages based on extracted keywords [89]. A follow-

up work applies Genetic Programming (GP) to learn func-

tions that select the most appropriate ads, given the

contents of a Web page [54]. To alleviate the problem
of exact keyword match in conventional advertising,

Broder et al. propose to integrate semantic phrase into

traditional keyword matching [11]. Specifically, both the

pages and ads are classified into a common large taxo-

nomy, which is then used to narrow down the search of

keywords to concepts. Most recently, Hu et al. propose to

predict user demographics from browsing behavior [37].

The intuition is that while user demographics are not easy
to obtain, browsing behaviors indicate a user’s interest and

profile.

When applying textual relevance to visual domain, in

addition to the techniques discussed above in text domain,

the characteristics of media should be taken into account

from the following perspectives: 1) The entire texts in the

Web page are too noisy and broad to describe the media

embedded in the page, while the surrounding texts which
are spatially close to the media can better describe the

contents and lead to better ad relevance. 2) The sur-

rounding texts associated with an image or video are

sometimes too few for selecting relevant ads. The hidden

texts (e.g., expanded words, visual concepts, object

categories, or events) which are automatically recognized

from visual signals can more precisely describe the media

contents. Using the surrounding and hidden texts can yield
better textual relevance.

Given a Web page containing images or videos, it is

desirable to first segment it into several blocks with

coherent topic, detect the blocks with suitable images or

videos for advertising, and extract the semantic structure

such as the surrounding texts from these blocks. The

Vision-based Page Segmentation (VIPS) algorithm [12],

[13] is adopted to extract the surrounding texts associated
with a medium in [59], [60], [78], [79]. The VIPS algo-

rithm makes full use of page layout structure. It first

extracts all the suitable blocks from the Document Object

Model (DOM) tree in html, and then finds the separators

between these blocks. Based on these separators, a Web

page can be represented by a semantic tree in which each

leaf node corresponds to a block. In this way, contents with

different topics are distinguished as separate blocks in a
Web page. Fig. 4(a) and (b) illustrate the vision-based

structured of a sample page. It is observed that this page

has two main blocks and the block named BVB-1-2-1-1[ is

detected as the video block. Specifically, after obtaining all

the blocks via VIPS, the images or videos which are suit-

able for advertising in the Web page are elaborately

selected. Intuitively, the images or videos with poor visual

qualities, or belonging to the advertisements (usually
placed in certain positions of a page) or decorations

(usually are too small), are first filtered out. Then, the

corresponding blocks with the remaining images or videos

are selected as the advertising page blocks. The surround-

ing texts (e.g., title and description) are used to describe

each image or video.

Based on the surrounding texts, the expansion text can

be obtained by leveraging query expansion based on user
log [21], while the hidden texts are obtained by automatic

text categorization [116] and video concept detection [77],

[87]. Specifically, we use text categorization based on

Support Vector Machine (SVM) [116] to automatically

classify a textual document into a set of predefined cate-

gory hierarchy which consists of more than 1000 cate-

gories. The concept texts are selected by using the top

concepts with the highest confidence scores in a specific
ontology like LSCOM [77]. The hidden texts can inform

the direct text as the surrounding text related to video is

usually not quality-controlled. Fig. 4(c) shows these two

types of texts with the corresponding probabilities derived

from (a) and (b).

Given the surrounding texts, the vector space model

(VSM) [7] can be adopted to measure the textual relevance
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between a source medium and a candidate ad [78], [89]. All
the texts associated with the ad is supposed to be provided

or bid by advertisers. In the VSM, each textual document is

represented as weighted vectors in an n-dimensional space.

The weight can be computed using the product of the

term frequency ðtfÞ and inverted document frequency

ðidfÞ, reflecting the assumption that the more frequently a

word appears in a document and the rarer the word

appears in all documents, the more informative it is. The
ranking of the ads with regard to the document is

computed by the cosine similarity between their surround-

ing texts [7].

B. Visual Relevance
Different from textual relevance which is globally de-

fined on the entire image or video, the visual relevance is

regarded local as it is usually defined on the basis of a local

ad insertion point. The visual relevance measures the local

similarity between an ad insertion point and ad, in terms of

visual appearance. Intuitively, the inserted ads are ex-

pected to have similar appearance with the local insertion

points, so that viewing experience may not be degraded as

much as possible [15], [31], [69], [76], [78], [91]. Likewise,
in a video advertising scenario, the ads are expected to

have similar visual-aural style with the video content

around the insertion point [79], [80], [96]. Such visual

relevance can be adjusted according to different advertis-

ing strategies. For example, if the ad-network cares the

advertisers more than the viewers, it can make the visual

relevance as low as possible, so that the ads can attract

viewers’ attention as much as possible. However, which
strategy for visual relevance would be the best for

contextual multimedia advertising still remains an open

issue.

In contextual in-image advertising [59], [60], [65],

[78], the product logos are embedded in non-salient image

blocks. The ads are assumed to have similar appearance

with the neighboring blocks around the insertion posi-

tions, so that the users may perceive the ads as a natural
part of original image. To measure the visual relevance

between the ad and ad insertion position, the L1 distance in

a HSV color space between the ad block and the neigh-

boring image blocks is adopted. This distance has been

widely adopted in visual retrieval and search systems [23],

[77]. Instead of global feature, local features such as the

scale-invariant feature transform (SIFT) descriptors [71]

can be used for finding the visually exact match between a
video frame and a product logo [66].

In contextual in-video advertising (or in-stream) [31],

[76], [79], [80], the visual relevance is measured by a set of

visually perceptual features such as motion and color, as

well as high-level concept text [as shown in Fig. 4(c)]. The

visual relevance is usually combined with the aural rele-

vance which is derived from audio track. Specifically, the

motion intensity is used to characterize motion which is
computed by averaging the frame differences within a shot

[38]. The color is represented by a 16-dimensional domi-

nant color histogram in HSV space [79]. The audio tempo

is used to describe the rhythm and energy in audio track

[38]. These features have proved to be effective to describe

video content in many existing multimedia applications

[38], [114]. More sophisticate low-level features related to

visual-aural relevance can be also applied here. Actually,
the authors suggest various ways for using local visual

relevance in [31], [76], [79], [80]. For example, we can use

the Bpositive[ local visual relevance to keep high similarity

between the video and ad content, or use it in a Bnegative[
way to gain more attention from viewers because of the

high contrast. Typically, the Bpositive[ way is chosen since

it is more natural for the viewers. For example, when

viewing an online music video, users may feel that an ad
with similar music tempo does not degrade their expe-

riences. Since local relevance indicates the visual-aural

similarity between a source video shot and a video ad, the

set of visual and aural features is computed at video level

by averaging the features over all shots for ad, rather than

Fig. 4. Text extraction from a Web page. ‘‘VB’’ indicates the visual block. A source video is extracted from block ‘‘VB-1-2-1-1,’’

while the textual information is extracted from block ‘‘VB-1-2-2.’’ (a) The segmented Web page, (b) DOM tree,

(c) Textual information including surrounding and hidden texts.
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computed at shot level for source video. The visual re-
levance between the insertion point and video ad is the

linear fusion of the visual similarities between the ad and

the source video shots around the insertion point (i.e.,

before and after the shot boundary). Please note that the

insertion point in the in-video advertising system is a shot

boundary or a story break. Different from the in-video

advertising in [76], [79], [80], the vADeo system attempts

to solve visual relevance by finding the same person in a
video segment via face detection and recognition [96].

C. Conceptual Relevance
Given the hidden texts which can be obtained by the

methods described in Section III-A, a probabilistic model

[79], [80], [114] is adopted to measure the conceptual

relevance between a source medium and a candidate ad.

The probabilistic model represents the categories or con-
cepts in a hierarchical tree, in which each node corresponds

to a category or concept. The relevance between two docu-

ments is the sum of the relevance between all possible pairs

of categories or concepts. The relevance between two nodes

in this tree is measured by their probabilistic distance.

Another way to compute conceptual relevance is re-

presenting the hidden text associated with a medium by a

normalized vector, with each element corresponding to the
probability of certain category or concept [34], [36]. Then,

the relevance between the ad and medium can be measured

by the L1 distance or other distance metrics between the

text of ads (provided by advertisers) and hidden texts

associated with the media. Most recently, Wu et al. propose

to measure the textual relevance between two concept

words via Flickr distance, which is built upon the visual

language models from a collection of images searched by
the concepts [109]. Flickr distance is a new textual

relevance designed from the perspective of visual domain.

D. User Relevance
With social networks are becoming more and more

pervasive, delivering user-targeted ads for multimedia ad-

vertising has become an emerging issue. Based on user

relevance, the ads are expected to be relevant to user pro-
file, interest, location, click-through, historical behavior

(e.g., travel traces), and so on. For example, the perso-

nalized ad delivery in Interactive Digital Television (IDTV)

has been a potentially hot application [51], [55], [97], [99].

Such advertising refers to the delivery of advertisements

tailored to the individual viewers’ profiles on the basis of

knowledge about their preferences [55], current and past

contextual information [51], [97], or sponsors’ preference
[99]. In these systems, the users are assumed to be grouped

into a set of predefined interest groups or provide their

profile in advance, and then the ads falling into the users’

interest will be delivered based on text matching and clas-

sification techniques described in Section III-A. However,

most of these systems do not study relevance in terms of

visual content.

IV. CONTEXTUAL INTRUSIVENESS

Contextual relevance deals with the selection of relevant

ads according to a given image or video, while contextual
intrusiveness answers the question where the selected ads

are embedded. Detecting ad insertion point within a me-

dium is on the contrary to traditional commercial detec-

tion in TV programs [25], [39], [67]. Similar to the visual

relevance described in Section III-B, there are various

strategies for finding ad insertion points via contextual

intrusiveness. One way is to find the most interesting or

highlighting segments in a video or the most salient region
in an image as ad insertion point, so that the ad impression

will be maximized [57], [74]. The other is contrary, i.e., to

seek the most non-salient parts as ad insertion points, so

that users may not feel intrusive when browsing the aug-

mented media with ads. Finding suitable insertion points is

actually a kind of trade-off between ad impression and

viewing experience, which deserves a deep study on the

effectiveness of advertising. Technically, contextual intru-
siveness is the key to automatically detect ad insertion

point in a given medium. Traditional advertising adopts

the preserved blocks in a Web page as ad positions, while

in the new generation of multimedia advertising, computer

vision techniques such as visual saliency detection and

video content analysis can benefit the automatic detection

of such positions. We next describe how to detect ad in-

sertion points in the image and video domain via con-
textual intrusiveness analysis, respectively.

A. Contextual Intrusiveness in Image Domain
In contextual image advertising, the relevant ads are

embedded at certain spatial positions within an image. The

image ad-network finds the non-intrusive ad positions
within an image and selects the ads whose product logos

are visually similar or have similar visual style to the image,

so as to minimize intrusiveness and improve user expe-

rience. Specifically, in [78], the candidate ad insertion

positions (usually image blocks) are detected based on the

combination of image saliency map, face detection, and

text detection, while visual similarity is measured on the

basis of HSV color feature.
In ImageSense [78], given an Image I which is repre-

sented by a set of blocks, a saliency map S representing the

importance of the visual content is extracted by investigat-

ing the effects of contrast in human perception [73].

Fig. 5(d) shows an example of the saliency map of an image.

The brighter the pixel in the salience map, the more salient

or important it is. However, saliency map predominantly

focuses on modeling visual attention while neglects face
and embedded text (i.e., caption) in images. In fact, face

and text usually present informative content in an image. A

product logo should not overlay the areas with face or text.

Based on this assumption, we can perform face [61] and

text detection [17], [41] for each image and obtain the face

and text areas. Then, the saliency map S is overlaid on the

detected face and text areas by a max operation. In this way,
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a combined saliency map C is obtained in which the value of

each pixel indicates the overall salience for ad insertion.

Fig. 5(b)–(d) show face, text, and saliency maps of the ori-
ginal image in (a), while (e) shows the combined saliency map.

Intuitively, the ads should be embedded at the most

non-salient regions in the combined saliency map C, so

that the informative content of the image will not be

occluded and the users may not feel intrusive. Meanwhile,

the image block set B is obtained by partitioning image I
into grids. Each grid corresponds to a block bi and also a

candidate ad insertion point. For each block, a combined
saliency energy ci (0 r ci r 1) is computed by averaging all

the normalized saliency energies of the pixels within bi. As

the combined saliency map C does not consider the spatial

importance for ad insertion, a weight map W ¼ fwig is

designed to weight the energy ci, so that the ads will be

inserted into the corners or sides rather than center blocks.

Fig. 5(f) and (g) show an example of the weight map and

wi � ð1� ciÞ, respectively. Therefore, wi � ð1� ciÞ indi-
cates the content non-intrusiveness of block bi for

embedding an ad. As a result, the top-left block is selected

as the ad insertion point in Fig. 5(h).

Rather than overlay the ads at non-salient regions

within images, Li et al. propose to overlay the ads on the

center of the image before the full-resolution images are

downloaded [65]. Fig. 6 shows the basic idea of delivering

ads on the image. From this perspective, the contextual
intrusiveness depends on the time when images appear on

the Web pages.

B. Contextual Intrusiveness in Video Domain
The ads in contextual video advertising can be

inserted in a preserved page block around the video

[66], as an overlay video on certain frames [31], [76], in
the story or scene breaks in a video [79], [80], or even

into a spatiotemporal portion in a video [15], [62], [64],

[69], [103].

The detection of in-stream ad insertion point is based

on contextual intrusiveness [79], [80]. A pre-processing

step is assumed to parse the source video into shots and

represent each shot by a key-frame using the color-based

method [120]. Each shot boundary is naturally a candidate
ad insertion point. Li et al. investigate eight factors that

affect consumers’ perceptions of the intrusiveness of ads in

traditional TV programs [57]. Two computable measure-

ments based on these eight factors, i.e., content disconti-
nuity and attractiveness are excerpted from [57]. The

content discontinuity measures content Bdissimilarity[
between two video shots, while content attractiveness

measures the Bimportance[ or Binterestingness[ of the
content within a shot. The higher the discontinuity, the

more likely the corresponding insertion point is a bound-

ary of two stories. In fact, different combinations of dis-

continuity and attractiveness fit the requirements of

different roles. For example, it is intuitive that ads are

expected to be inserted at the shot boundaries with high

discontinuity and low attractiveness from the viewers’

perspective. On the other, Bhigh discontinuity plus high
attractiveness[ may be a tradeoff between viewers and

advertisers. Then, the detection of ad insertion points can

be formulated as ranking the shot boundaries based on

different combinations of content discontinuity and

attractiveness.

In [79], [80], the authors seek a soft measure of a shot

boundary to be an ad insertion point. As shown in Fig. 7, a

degree of discontinuity is assigned to each insertion point.
The higher the discontinuity, the more likely the corre-

sponding insertion point is a boundary of two stories. An

improved BFMM (so-called BiBFMM[) is proposed to

deal with the interlaced repetitive pattern problem in

BFMM and assign each boundary a soft discontinuity

value [122]. In the preprocess step, the most similar shots

are merged at different scales to eliminate interlaced

repetitive pattern. In the BFMM and normalization step,
the merge order is recorded and normalized as the final

discontinuity.

In general, it is difficult to evaluate how a video

clip attracts viewers’ attention since Battractiveness[ or

Fig. 6. The ad is overlaid on the image before the full-resolution image

is downloaded in [65]. The image in (a) is the original full-resolution

image, while the images and ads in (b)–(d) appear according to time.

Fig. 5. An example of detecting candidate ad positions in an image in

[78]. (a) I: original image, (b) face detection result, (c) text detection

result, (d) S: image saliency map, (e) C: combined saliency map,

(f) W: weight map, (g) final saliency map combining (e) and (f),

(h) the least nonintrusive candidate ad position. The brighter the pixel

in the saliency map (d) and (e), the more important or salient it is;

while the brighter each block in (g), the more likely it is a candidate

ad position. The highlighted rectangle in (h) is obtained from (g).

We use 5 � 5 for illustration in this figure.
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Battention[ is a neurobiological concept. Alternatively, a
user attention model is proposed by Ma et al. to estimate
human attention by integrating a set of visual, auditory,
and linguistic elements related to attractiveness [72].
Another approach to exploring the attention in video se-
quence is to average static image attention over a segment
of frames [73]. In [79], [80], an attention value is com-
puted for each shot by the user attention model in [72].
The content attractiveness of an insertion point is highly
related to the neighboring shots on both sides of this point.
Therefore, the attractiveness of ad insertion point is com-
puted by weighted averaging the attention values of its
neighboring shots.

Different from video advertising for general video
contents in [79], [80], to make video contents more
enriching, researchers have attempted to spatially replace
a specific region with product advertisement in sports
videos [15], [64], [69], [103]. These regions could be
locations with less information in baseball [64] and tennis
video [15], the region above the goal-mouth in soccer
video [103], or the smooth regions in the video highlights
[69]. Fig. 8 shows some examples of advertisements in
sports video. An online platform is also presented to
measure the quality of product placement [45]. The
domain-specific approaches in these applications, such as
the detection of line and less-information-region [64],
[103], are not practical in a general case, especially in
online videos. Li et al. propose to find the most non-salient
space-time portions in the video [62]. They formulate the
problem as a Maximum a Posterior (MAP) problem which
maximizes the desired properties related to less intrusive
viewing experience, i.e., informativeness, consistency, visual
naturalness, and stability.

V. INSERTION OPTIMIZATION

Given a list of ads ranked according to their contextual

relevance and a list of ad insertion points ranked according

to their contextual intrusiveness, how to associate each ad

with one of insertion points so that the effectiveness of

contextual advertising could be maximized? As we have

mentioned in Section II-C that an effective advertising

system is able to maximize contextual relevance while

minimizing contextual intrusiveness at the same time. This

problem is formulated as a non-linear 0–1 integer prog-

ramming problem (NIP) in [78], [80], with each of the

above rules as a constraint.

For example, without of loss of generality, the task of

insertion optimization can be defined as the association of

ads with insertion points in an online medium which

might be an image or a video. Suppose we have an ad

database A which contains Na ads, represented by

A ¼ faigNa

i¼1, and we also have a set of candidate ad

insertion points P which contains Np points, represented

by P ¼ fpjg
Np

j¼1. The contextual relevance Rðai; pjÞ
between each ad ai and point pj can be obtained by the

approaches in Section III (i.e., the linear combination of

textual, visual, conceptual, and user relevance), while the

contextual intrusiveness Iðai; pjÞ can be obtained in

Section IV. The objective of contextual advertising is to

maximize the overall contextual relevance RðA;PÞ while

minimizing the overall contextual intrusiveness IðA;PÞ.
The following design variables can be introduced for

problem formulation, i.e., x 2 R
Na , y 2 R

Np , x ¼
½x1; . . . ; xNa

�T, xi 2 f0; 1g, and y ¼ ½ y1; . . . ; yNp
�T, yj 2

f0; 1g, where xi and yj indicate whether ai and pj are

selected ðxi ¼ 1; yj ¼ 1Þ in A and P. Given the number of

Fig. 8. Ad insertion point detection in sports videos. Virtual contents are inserted in the smooth areas by leveraging domain-specific

knowledge in sports video. (a): [69], (b): [15], (c): [64], [103].

Fig. 7. Candidate ad insertion point detection in [79], [80]. Suppose there are Ns shot or scene boundaries in a video sequence, then the number

of candidate points is Ns þ 1 (including the beginning and the end of the video), each boundary indicating one candidate insertion point.
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ads N to be inserted in a medium, the NIP formulation

[9] is

max
ðxi;yjÞ

fðx;yÞ ¼�
XNa

i¼1

XNp

j¼1

xiyjRðai; pjÞ

� �
XNa

i¼1

XNp

j¼1

xiyjIðai; pjÞ

¼�xTRy� �xTIy

s:t:
XNa

i¼1

xi ¼ N;

XNp

j¼1

yj ¼ N; xi; yi 2 f0; 1g (1)

where R 2 R
Na�Np , R ¼ ½Rij�, Rij ¼ Rðai; pjÞ, and I 2

R
Na�Np , I ¼ ½Iij�, Iij ¼ Iðai; pjÞ, � and � are two weights

for linear combination. Other constraints such as the

uniform distribution of ad insertion points in the source

video [79], [80] can be added in (1).

It is observed that there are CN
Na

CN
Np

N! solutions in total
to (1). As a result, when the number of elements in A and

P is large, the searching space for optimization increases

dramatically. However, the Genetic Algorithm (GA) [107]

can be employed to find solutions approaching the global

optimum. Alternatively, the above problem can be solved

by a similar heuristic searching algorithm in practice [78]–

[80]. In this way, the number of possible solutions can be

significantly reduced to C1
Na

C1
Np

N!. Note that (1) is a general
formulation for advertising. In fact, it can be easily ex-

tended to various advertising strategies from different

perspectives. The authors in [79] have given detailed dis-

cussions on supporting diverse advertising scenarios based

on this framework.

VI. EXEMPLARY SYSTEM: MEDIASENSE

We will show the implementations of recently developed

exemplary application of contextual multimedia advertis-

ing, called MediaSense. MediaSense includes ImageSense
[78], VideoSense [79], [80], and GameSense [59], [60]

which are dedicated to online image, video, and game,

respectively. Specifically, we introduce how the relevant

ads are selected and how the ad insertion positions are

automatically detected, as well as how the ads and these

insertion points are associated in these applications.

A. ImageSense
A snapshot of ImageSense is shown in Fig. 2(a).

ImageSense is able to automatically decompose a Web page

into several coherent blocks, select the suitable images

from these blocks for advertising, detect the nonintrusive
ad insertion positions within the images, and associate the

relevant advertisements (i.e., product logos) with these

positions [78]. The ads are selected based on not only

textual relevance but also visual relevance, so that the ads

yield contextual relevance to both the text in the Web page

and the image content. The ad insertion positions are

detected based on image salience, as well as face and text

detection, to minimize intrusiveness to the user. An ex-
ample of image tagged with Bdomestic[ and Bkitten[ which

is associated with the product logo of BAnimal Planet[ is

shown in Fig. 9. We can see that the ads ranked only by

textual relevance are not closely related to this image.

However, by contextual relevance, we can know this image

is about Bcat[ and Banimal[ as we can build specific visual

models for recognizing Bcat[ and Banimal.[ Therefore, the

ads related to animal can be ranked higher. Furthermore, a
suitable position is selected by image saliency detection so

that the visual similar ad is recommended to be embedded

on the top-right corner in this image.

B. VideoSense
A snapshot of VideoSense is shown in Fig. 2(b).

VideoSense is an in-video advertising system that is able to

elaborately detect a set of appropriate ad insertion points

(i.e., shot breaks) based on content discontinuity and

attractiveness, and associate the most relevant video ads to

these points, according to not only global textual relevance

but also local visual-aural relevance [79], [80].

Fig. 9. A sample image with ad embedded in ImageSense [78]. (a) The source image and image with ads embedded,

(b) the ranked ad list by only textual relevance and contextual relevance.
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In addition to in-video advertising, the overlay video
advertising can be supported based on the same framework

of VideoSense [31], [76]. Fig. 10 shows the example of a

video subscribing intelligent overlay video advertising ser-

vice. Unlike most of current ad-networks such as Youtube

[118] and Revver [88] that overlay the ads at fixed

positions in the videos (e.g., on the bottom fifth of videos

15 seconds in), the ads in [31], [76] are automatically over-

laid on the frames based on highlight detection and visual
saliency analysis. An accompany ad with more information

about the product or service is displayed on the right.

C. GameSense
A snapshot of GameSense is shown in Fig. 2(c).

GameSense is a game-like advertising system built upon

ImageSense framework [59], [60]. Given a Web page

which typically contains images, GameSense is able to

select a suitable image to create online in-image game and

associates relevant ads within the game. The contextually

relevant ads (i.e., product logos) are embedded at appro-
priate positions within the online games. The image blocks

in the ad positions are used as missing blocks in the

Bsliding puzzle[ game. The ads are selected based on not

only textual relevance but also visual similarity. During the

game, the ads can alternate once the user has proceeded

one step. The game is able to provide viewers rich expe-

rience and thus promote the embedded ads to provide

more effective advertising. Furthermore, users participat-
ing the games can get incentives from the multiple-player

mode. On the other hand, advertisers can achieve more ad

impression during the game. The idea is similar to ESP

game which tackles the problem of creating difficult meta-

data via human power and computer game [3], [30]. The

GameSense represents one of the first attempts towards

impressionate advertising.

VII. PERFORMANCE EVALUATION

In order to obtain a fair empirical evaluation of multimedia

advertising systems, it is important to use standard and
representative data sets and performance metrics. How-

ever, there are no benchmark data sets in the research

communities. Most experimental results were reported

using different data sets. Therefore, we only review the

performance metrics which are commonly used in the

typical advertising systems. These metrics are categorized

as follows in terms of the preliminary domains in which

they are adopted.
• Online advertising. The performance of online

advertising is commonly measured by ads Click-

Through Rate (CTR) or the revenue from adver-

tisers [74]. A CTR is obtained by dividing the

Bnumber of users who clicked on an ad[ on a web

page by the Bnumber of times the ad was deli-

vered[ (impressions) [108]. The commonly used

pricing models, such as pay-per-click (PPC), cost-
per-thousand (CPT), and cost-per-mille (CPM),

etc., are based on the estimation of CTR. However,

CTR is usually difficult to obtain without a long-

term investigation in a real advertising system.

• Information retrieval. The key problem for adver-

tising is the relevance between advertisements and

landing pages or programs (i.e., images or videos).

The relevance is usually judged by human on seve-
ral scales (e.g., Brelevant,[ Bsomewhat relevant,[
and Birrelevant[). Based on these judges, the

relevance can be measured by the Precision-Recall

(P-R) curve, Average Precision (AP), Normalized

Discounted Cumulative Gain (NDCG), and so on

[47], [102]. For example, recall is defined as frac-

tion of relevant advertisements (in the whole data

set) which has been retrieved for a given document
or program, while precision is the fraction of the

retrieved advertisements (in the returned subset)

which is relevant [7]. Then, a P-R curve can be

generated by plotting the curve of precision versus

recall. The AP corresponds to the area under a

non-interpolated P-R curve, which is widely

adopted in the TRECVID [98]. NDCG is a

commonly adopted metric for evaluating a search
engine’s performance. Given a query q, the NDCG

score at the depth d in the ranked documents is

defined by

NDCG@d ¼ Zd

Xd

j¼1

2rj � 1

logð1þ jÞ (2)

where rj is the rating of the j-th document, Zd is a

normalization constant and is chosen so that a

perfect ranking’s NDCG@d value is 1.

Fig. 10. An example of a video subscribing overlay ads service [31],

[76]. The highlighted yellow rectangle indicates that an ad is

overlaid on this video shot, while the yellow spots on the timeline

indicate the overlay ads in the video stream. The relevant ads are

embedded at the non-salient positions (bottom or top) on the suitable

frames, while the corresponding accompany ads appears beside the

video player (on the right).
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• Multimedia advertising. In addition to the rele-
vance, user experience is an important problem in

this domain. The evaluation of user experience

often depends on a series of subjective tests or user

studies [91]. However, there are no commonly

used metrics for the subjective evaluations. Differ-

ent researchers used different kinds of evaluations

and metrics. For example, the authors in [76], [78],

[80] let subjects judge Bsatisfaction on ad location[
and Boverall satisfaction on advertising effect[ on a

1 to 5 scale. The authors in [69], [91], [103], [111]

designed a survey to collect user feedback (e.g.,

Bpositive[ or Bnegative[) after they viewed the

advertisements.

• Human-computer interaction. Researchers in

this domain employed eye-movement tracking

as the measurement of the effectiveness of
advertising [46], [86]. The metrics include fixa-

tion (e.g., number of fixations, fixations per area

of interest, fixation duration), saccade (e.g.,

number of saccades, saccade amplitude), scanpath

(e.g., scanpath duration, scanpath length), and so

on [86].

VIII. CONCLUSIONS AND
FUTURE CHALLENGES

Image and video have become the most pervasive formats

and compelling contents on the Internet. With the right

strategy and the right technology for advertising, we can

start leveraging the power of visual contents to build value

in any Web site, page, image, video, and even game. In this

paper, we have outlined the trend of multimedia adver-
tising as two generations and discussed the key issues in

contextual multimedia advertising, including contextual

relevance, contextual intrusiveness, and insertion optimi-

zation. We conclude that an effective advertising for

Internet multimedia should maximize the content rele-

vance while minimizing contextual intrusiveness at the

same time. We have observed that the key techniques for

advertising come from text domain, that is, textual rele-
vance is the basis of selecting relevant advertisements to a

given image or video. However, we have witnessed that the

visual distinctive characteristics of multimedia have in-

spired the employment of the techniques in visual domain.

The advanced techniques in computer version (e.g., visual

saliency analysis, face detection, text detection, object

categorization, and so on) and multimedia retrieval (e.g.,

video structuring, video concept detection, highlight
detection, and so on) have proved effective to improve

contextual relevance and reduce contextual intrusiveness.

We further described an exemplary system for contextual

multimedia advertising, called MediaSense, which consists

of ImageSense, VideoSense, and GameSense, dedicated for

monetizing the compelling contents of online image,

video, and game, respectively.

Multimedia advertising is a vibrant area of research.
There are a lot of emerging topics deserving deep inves-

tigation and research. We can summarize the future

challenges as follows.

How can we improve contextual relevance? As we

have mentioned in Section III, contextual relevance comes

from textual, visual, conceptual, and user relevance. Each

type of relevance is a challenging problem in the corre-

sponding research community, ranging from information
retrieval, computer vision, human computer interface, and

so on. From the perspective of vision, there exist some

possible investigations towards better ad relevance.

1) Visual categorization in image and video domains

can be used for better and more precisely de-

scribing visual contents and in turn improve con-

textual relevance. For example, the advanced

techniques for objective recognition [27], [104]
and video concept detection [34], [36], [87] can

benefit conceptual relevance. While fully auto-

matic categorization or annotation still achieved

limited success [35], [42], Internet-based annota-

tion which is characterized by collecting crowd-

sourcing knowledge, as well as combining human

and computer for active tagging (i.e., ontology free

annotation), is a promising direction for improv-
ing ad relevance. For example, a recent work pre-

sents an active tagging approach to combine the

power of human and computer for recommending

tags to images [115]. The research on social tag-

ging has proceeded along another dimension

which aims to differentiate the tags with various

degrees of relevance [63], 1[68]. The tags with

different relevance can benefit visual search
performance and in turn improve the relevance

for advertising.

2) Finding advertising visual keywords in images or

videos can make the advertisements more visually

relevant. Intuitively, the ROIs in an image or

video are naturally the most suitable regions that

might attract a lot of eyeballs and thus better in-

formation carriers for advertising. The techniques
for detecting ROI can help to promote the ad

relevance and impression [18], [70]. Quality

assessment can be used for finding advertisable

video content with high visual quality [81].

3) To improve advertising relevance, in addition to

categorize source media, the advertisements are

expected to be automatically classified to a prede-

fined categories, so that it would be easy to deliver
specified and relevant ads to specified users. To

this end, similar to the LSCOM ontology for video

domain [84], [119], we need to build an ontology

for advertisements. Some preliminary works have

focused on this issue [19], [25], [67].

4) To improve user relevance for targeted advertis-

ing, traditional techniques for relevance feedback
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in multimedia information retrieval can be used to
deliver user relevant advertisements on the fly

[92], [124]. A recent work has attempted to re-

cognize human behavior and understand a user’s

mobility from sensor data like GPS logs [123].

Based on the mobility information, the advertise-

ments can be context-aware in terms of location.

Behavior targeting is one of the important re-

search topics in the general advertising. By study-
ing the demographic and user behavior in an

advertising ecosystem, the advertisements could

be tailored to the targeted users [37], [113].

5) To improve user involvement of the advertise-

ment, the emotional or affective models could be

used to compute the emotional involvement of

video program [32], [33], [121]. This kind of in-

volvement information has been proved to be a
key effect on selecting suitable advertisements

within a contextual program [20], [28].

How can we achieve the best trade-off advertising

strategy which can satisfy different users at the same

time? As we have discussed in Section IV that different

combinations of relevance and different computation of

contextual intrusiveness fit different roles (i.e., publishers,

advertisers, and viewers) in an advertising ecosystem.
Although we have adopted to make the inserted advertise-

ments look similar to the source media, which strategy is

the best still remains an open issue. The studies from the

perspective of psychology and user behavior analysis are

desired. Another possible solution is to make advertising

interactive and let viewers be engaged and interact with

publishers and advertisers.

How can we design suitable advertising approaches
for different media genres? As we have various

advertising approaches in the literature, which one is the

best for a specific kind of medium? For example, if the

source medium is user-generated content like an amateur

video from Youtube [118], the intelligent overlay video

advertising proposed in [31], [76] might be more suitable

due to the typical short duration of the source video.

Otherwise, if the source medium is a premier feature
movie or professional video from Hulu [43], AOL [5], or

MSN Video [82], the in-video advertising [79], [80] which

is more aggressive than overlay advertising might be more

suitable. Another example is that if the source medium is a

high resolution image with huge file size and considerable

transmission latency, then the inside image advertising

proposed in [65] might be the best.

How can we make advertising more impressive so
that users are more willing to interact with the

attractive advertisements? This problem can be partially

tackled from the following perspectives.

1) Designing advertising in a game form to make

users participate the game and get some incentives

simultaneously. For example, GameSense has

proved that game-like advertising is a powerful

complement to existing multimedia adverting that
can attract viewer’ attention [59], [60].

2) Leveraging techniques in computer graphics to

render the advertisements in a more visually ap-

pealing way. Rendering effect is one of the key

problems that will influence user experience. It is

not true that more aggressive rendering of ad-

vertisement is more effective [57], [74]. Sometimes,

a moderate rendering strategy can make viewers feel
more comfortable about the advertisement. For

example, one can show the remaining duration of

the now playing advertisement at certain position

on the video or player. Another example is to enable

users to click or minimize/maximize the overlay

advertisements according to their interests.

3) Rather than directly push the product or service

information around the media, we can automati-
cally provide rich and related valuable information

along with the advertisement embedded in-media.

In this way, the user experience can be enriched by

connecting more comprehensive and useful infor-

mation with the contents of advertisements (e.g,

weather, discount, traffic, education, traditional

TV commercials, and so on) while users are

consuming the advertisements [26], [105]. This
would be a new advertising scenario for enriching

advertising service. The techniques in human

computer interaction such as user modeling and

computer vision such as local feature based image

matching may help this issue.

How can we adapt existing multimedia advertising

to mobile domain? As the media capture and GPS func-

tionalities have been widely equipped in mobile phones,
PDAs, and other digital devices, mobile multimedia adver-

tising has become a promising direction. The distinctive-

ness of mobile devices, including limited screen size and

bandwidth, media capture (e.g., photo, video, and audio),

GPS traces, and so on, bring quite a few challenges and

new applications to multimedia advertising. One scenario

is querying relevant advertising information about a pro-

duct via photo capturing through mobile phone. The
mobile search techniques in [48], [93], [110] can be used

for searching advertisements with different modalities.

Although we have summarized the multimedia adver-

tising as two generations, we believe that we are now facing

the third generation, i.e., impressionative advertising.

Using successful applications in the so-called Web 2.0 era

as references, we believe that impressionative advertising is

the next big bet. The primary characteristic of impres-
sionative advertising is that more and more user interac-

tions and mash-up of multimedia applications are getting

more and more involved. Advertising will eventually

become impressive and Bgame-ized.[ Through impressio-

native advertising, the users will find that the ads are more

impressive, interactive, as well as game-like compared with

the first and second advertising generations. h
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