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ABSTRACT

Software analytics is to enable software practitionerserdgom
data exploration and analysis in order to obtaisightful andac-
tionableinformation for data-driven tasks around software and ser-
vices. In this position paper, we advocate that when apglgima-
lytic technologies in practice of software analytics, ohewdd (1)
incorporate a broad spectrum of domain knowledge and égpert
e.g., management, machine learning, large-scale datagwiog
and computing, and information visualization; and (2) stigate
how practitioners take actions on the produced informatard
provide effective support for such information-basedactaking.
Our position is based on our experiences of successful cdaim
transfer on software analytics at Microsoft Research Asia.

Categories and Subject Descriptors

D.2.5 [Software Engineering: Testing and Debugging-Bebug-
ging aids, diagnosticsD.2.9 [Software Engineerind: Manage-
ment—Productivity, software quality assurance (SQA)

General Terms
Experimentation, Management, Measurement

Keywords

Software analytics, machine learning, technology transfe

1. INTRODUCTION

A huge wealth of various data exists in the software devetygm
process, and hidden in the data is information about thetyul
software and services as well as the dynamics of softwaralev
ment. With various analytic technologies (e.g., data ngnima-
chine learning, and information visualizatiospftware analytics
is to enable software practitionért® perform data exploration and

1Software practitioners typically include software deysrs,
testers, usability engineers, and managers, etc.
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analysis in order to obtaimsightfulandactionableinformation for
data-driven tasks around software and services

Insightful information is information that conveys meagfinl
and useful understanding or knowledge towards perfornfiager-
get task. Typically insightful information is not easilytaihable by
directly investigating the raw data without aid of analygchnolo-
gies. Actionable information is information upon which teedre
practitioners can come up with concrete solutions (bektan €ex-
isting solutions if any) towards completing the target task

Developing a software analytic project typically goes tiglo it-
erations of the life cycle of four phases: task definitiortadarepa-
ration, analytic-technology development, and deployraedtfeed-
back gathering. Task definition is to define the target tasletas-
sisted by software analytics. Data preparation is to cbllata to
be analyzed. Analytic-technology development is to dgvelmb-
lem formulation, algorithms, and systems to explore, ustded,
and get insights from the data. Deployment and feedbaclegath
ing involves two typical scenarios. One is that, as reseassiwe
have obtained some insightful information from the data aed
would like to ask domain experts to review and verify. Theeoth
is that we ask domain experts to use the analytic tools thdtave
developed to obtain insights by themselves. Most of thegiinis
the second scenario that we want to enable.

Among various analytic technologies, machine learningisk
recognized technology for learning hidden patterns or iptiee
models from data. It plays an important role in software wnral
ics. In this position paper, we argue that when applying ydital
technologies in practice of software analytics, one should

e incorporate a broad spectrum of domain knowledge and ex-
pertise, e.g., management, machine learning, large-datde
processing and computing, and information visualization;

e investigate how practitioners take actions on the produced
insightful and actionable information, and provide effest
support for such information-based action taking.

Our position is based on a number of software analytic ptejec
that have been conducted at the Software Analytics (SA)mjrou
at Microsoft Research Asia (MSRA) in recent years (in the oés
this paper, we refer to members of the software analyticeptejat
MSRA as the SA project teams). These software analytic pi®je
have undergone successful technology transfer withindgiwit for
enabling informed decision making and improving qualitysoft-
ware and services. We expect that our position will proviseful

2\We coin this termsoftware analyticso expand the scope of previ-
ous work [1, 6] on analytics for software development andipres
work on software intelligence [5].

Shttp://research. microsoft.conf groups/sa/



guidelines for other researchers and practitioners inessfally code-clone detection, we should not stop at measuring t&-pr

carrying out software analytics research for technologgsfer. sion and recall of detected clones; rather, we should pushefuto
accomplish that the detected clones could effectively heigress
2 PROJECT OBJECTIVES ultimate tasks such as refactoring and defect detectiahshauld

) - ) ] measure such benefits in evaluations.
The main objectives of MSRA software analytic projects are t Engagement of customersluring the development process of a

advance the state of the art in software analytics and hepaive software analytic project. It is well recognized that erigggeus-
the quality of Microsoft products as well as the producyit Mi- tomers is a challenging task especially in the context ofirsoe
crosoft product development. The target customers (i lsmus-  engineering tools. Customers may have resistance to pedpos
tomers) are primarily practitioners from Microsoft protiteams. changes (due to analytic-tool adoption) on their existiray vof

Such emphasis also benefits the broader research and iabustr carying out a task. In addition, due to tight developmeries
communities because Microsoft product development beldng ule, they may not be able to invest time on gaining underatand
important representatives of modern software developnztong of the best/worst scenarios for applying an analytic to@wiver,
dimensions such as the team scalel, software complexitysaifird developing a software analytic project typically needsehgage-
ware types. Some of the MSRA project outcomes could also-even ment of customers in iterations of the four phases in theeptoj

tually reach out to broad communities through their intégra life cycle, e.g., to get better understanding on the taskii@main
with Microsoft development tools. For Qxample, the coc_tmel knowledge. Among the phases, especially the phase of deplaty
detection tool [2] resulted from the the first example projis- and feedback gathering, it is crucial for the produced aitagols
cussed in Section 4 has been integrated in Microsoft Vistadi® to have good usability, e.g., providing effective visuatien and
vNext, benefiting broader communities. manipulation of analysis results.
3. CHALLENGES 4. EXPERIENCES
There are two main categories of challenges to overcome-in or  \wWe next discuss our experiences in different phases of olgvel
der to achieve the stated objectives. The first categorydtedd  jng two example MSRA analytic tools that have been succtgsfu
from the qharacteristics of the data being analyzed witHy&ina adopted at various Microsoft product teams. XIAO [2] is & foo
technologies. detecting code clones of source-code bases, targetingkatsach
Data scale Typical data in software analytics is of large scale, as refactoring and defect detection. StackMine is a toolefm-
e.g., due to the large scale of software being developedherieiige  jng performance bottlenecks from call-stack traces ctatiérom

size of software development teams. Some tasks require@tgz#n  real-world usage, targeting at tasks such as performaraigsis
division-wide or even company-wide code bases, which areda

yond the scope of a single code base (e.g., when conductitg co 4.1  Task Definition

clone detection [2]). Some tasks require to analyze a langeiity Task definition is to define the target task to be assisted fty so
of (likely noisy) data samples within or beyond a single cbdse 416 gnalytics. There are two models (or their mixture) dfdt
(e.g., when conducting runtime-trace analysis [3]). Althlb lack- ing a software analytic project at MSRA: tipeill model andpush
ing data samples may not be an issue in this context of machine ,04el.
learning, the large scale of data poses challenges for dategs- StackMine primarily follows the pull model. Before the Stac
ing and analysis, including learning-algorithm design apstem Mine project was started, during one of the meetings withShe
building. . . . . ) team, a member of a Microsoft product team talked about shaie
Data complexity. Typical data in software analytics is of high ¢ hractice in inspecting a single stream of stack traéesperfor-

complexity, which is partly due to the high complexity of swdre mance analysis, as well as the challenges that they wergfaci

being developed. For example, runtime traces from disebays- inspecting a large number of trace streams. Then the SAgtroje
tems [3] need to be correlated, while traces from multipleddds [7] o3 started the StackMine project to address the (moshi)rge
need to be split. System logs [3] include unstructured &bt need of the target customers. Typically, projects of thispodel
formation. There could be high dependencies across trawes a 3y more easily fit in the workflow of the target product teaan, f

noises among traces. In addition, real-world usage daupesl cilitating the integration of the analytics tools in the guet team’s
from in-field operations offers substantial opportunifi@svarious

activities.
tasks such as debugging (e.g., those assisted by the MicErso XIAO primarily follows the push model. Based on the research
ror Reporting system [4]). In addition to high complexitych literature and initial investigations of some Microsoftdeobases,
data is typically distributed and often partial (e.g., eoted with the SA project team gained insights and realized the existef
sampling-based techniques to reduce runtime overheatlhede  jefects related to code clones especially near-miss clinesiid
characteristics pose challenges for analytic technoogiech as ot know their extent. Then the SA project team developed the
machine learning. ) . XIAO prototype and demonstrated the prototype to various Mi
The sgcond pategory is rooted from the characteristics ®f th oot product teams to “sell” the solution to them. Thriolit
tasks being assisted by software analytics. _ erations of interactions with product teams, the SA profeam
Focus on ultimate tasksbeing assisted. Among tasks assisted oncretized the details of the target tasks of refactorimgydefect
by software analytics, some tasks are intermediate tasks@ne detection.

are ultimate tasks. Usually intermediate tasks producgnmdtion

toward solving ultimate tasks. For example, code-clonedalin 4.2 Data Preparation
is considered as an intermediate task, which producesnifioon
towards refactoring and defect detection that are ultintass.
Such focus on ultimate tasks requires the mandatory irariusf
the phase of deployment and feedback gathering in the liékecy  “One stream of stack traces corresponds to one usage sceadrio
of a software analytic project. Unlike most previous reskasn exhibits performance issues.

Data preparation is to collect data to be analyzed. For dafzap
ration, there are two types of infrastructure suppaegtssting ones




in industryandin-houseones.

The data preparation of StackMine primarily relies on the ex
isting Microsoft infrastructure support. In particulatta8kMine
relies on the Event Tracing for Windows (ETW), which has been
included in Microsoft Windows 2000 and later. Often the time
existing infrastructures are designed to collect data doious pur-
poses. If these infrastructures provide insufficient supioo a spe-
cific analytic task, it may be difficult or take relatively lgriime
for the infrastructure development team to accommodatrirfea
requests.

The data preparation of XIAO primarily relies on in-houseleo
analysis front end. For in-house infrastructure suppancesthe
infrastructure development is under the control of the Séjgut
team, it is relatively easy to improve infrastructure suppo sat-
isfy the need of software analytic projects. For examplesga
based on abstract syntax tree (AST) were initially consideor
XIAO’s analysis front end. In the end, to parse source codmfr
heterogonous compilation environments, a token-basestpaias
developed as XIAQ'’s analysis front end.

4.3 Analytic-Technology Development

Analytic-technology development is to develop problennfor
lation, algorithms, and systems to explore, understandl get in-
sights from the data. Due to the large scale of the data being a
alyzed, analytic technologies such as machine learniriiniques
need to be scalable. The realization of scalability inctuleth the
design and implementation of analytic technologies.

The SA project team needs to acquire deep knowledge about the

data (including its format and semantics) and often the tinie
acquirement process may be non-trivial. For example, faclSt
Mine, the SA project team needs to learn the format and secsant
of ETW traces via reading the ETW documentations and trace an
notations as well as consulting with the customers.

The SA project team needs to acquire good understanding-of ta
get tasks. For example, for StackMine, it is important toard
stand how performance analysts (the customers) curreoighuct
performance analysis on individual ETW traces. Such unaleds
ing could help define what analysis results the technolaggesl to
provide. Acquiring such understanding requires intensiverac-
tions with performance analysts. For XIAQ, it is importaotun-
derstand what types of clones would be better for a specifieta
task. For example, for refactoring, exactly-match clonespaefer-
able over near-miss clones, while for defect detectiony-ngas
clones are preferable over exactly-match clones.

ing algorithms or implementations that could work well witre
scale of the data or the target tasks. In contrast to acadqeujicts
on software analytics (which often do not include efforttiehnol-
ogy transfer), SA project teams may need to develop newilegarn
algorithms or implementations. For example, for StackMine
single existing learning algorithm is capable of providihg de-
sired analysis results for the target tasks. For the taeghist the
SA project team composed a frequent sequence mining dlgorit
and a clustering algorithm. Even for each of these two aligms
being composed, no existing implementations are avaitatiean-
dle the scale of the data being analyzed. The SA project team
implemented these two algorithms with desired scalabiliBor
XIAO, no existing algorithm is sufficient for the target taskrhe
SA project team designed and implemented home-grown nmetchi
algorithms for the target tasks.

4.4 Deployment and Feedback Gathering

Deployment and feedback gathering involves two typicahace
ios. One is that, as researchers, we have obtained somatfnsig
information from the data and we would like to ask domain etge
to review and verify. The other is that we ask domain experts t
use the analytic tools that we have developed to obtainhtsigy
themselves. Most of the times it is the second scenario thatant
to enable. These scenarios in the phase of deployment add fee
back gathering require that the deployed tools have goobilitga
as well as great data presentation and interaction mechartfsat
are powered by information visualization techniques.

As an integrated part of the deployed tools, the SA projeite
needs to design a mechanism along with its user interfaceatha
lows customers to integrate their domain knowledge intctolog
or customize the tool based on their specific needs. In addliti
sometimes the SA project team may need to educate customers
that doing so may be necessary to achieve satisfactory éasks
(otherwise, some customers may have high expectation t6 ove
optimistically consider the use of the tools to be just oneugseo
click). For example, the StackMine user interface allonstcmners
to specify filtering scopes for traces, frequent functiaii-sequences,
or sequence clusters. The XIAO user interface allows custsito
set different similarity-threshold values for matchingpdading on
their target tasks: lower threshold values for securitfecedetec-
tion to reduce the chance of missing important defects, aglteh
threshold values for larger code bases or less allocatgedtisn
time to reduce the required clone-inspection effort.

The SA project team needs to design tool user interfaces to al

The SA project team needs to acquire domain or task knowledge oW customers tancrementallyintegrate their knowledge to tools

from customers and this acquirement process is often ciutig.

over time of their use of the tools. In other words, the moee th

One main reason is that the customers may not be able to effec-Customers use the tools, the “smarter” the tools becomeesteon-

tively identify, abstract, or articulate the domain or thslowledge
required by the SA project team. The customers understadd an
use such knowledge in their daily work, and they could redpon
to judge given concrete cases but have difficulties to deietthe
knowledge to others as general rules. For example, for Stiaek
itis important for the SA project team to realize some funrctalls
such as a system function caéndMessage are typically expen-
sive and need to be filtered out from the analysis results ttebe
assist performance analysis. For XIAO, it is important fog SA
project team to realize that clones occurring at debuggtates
ments such as long-printing and assertion statements @ically
not useful for the target tasks. XIAO needs to have builtlterfi
ing mechanisms to filter them out from the analysis resulbetter
assist refactoring or defect detection.

Due to the complexity of the target tasks or the scale of the da
being analyzed, often the time there may not be off-thef atn-

ple, the StackMine user interface allows customers to tgooti”
learned frequent function-call patterns into the knowketgse of
bottleneck signatures so that new traces could be matctedsag
these signatures. When the matching is successful, ii@nac
with the analysis results on new traces could be avoidedvte sa
inspection cost. The XIAO user interface allows customersol-
laboratively tag the analysis results (e.g., unintergstproblem-
atic inconsistencies, and refactoring opportunities) obde base
so that interactions with the analysis results for latesiagrs of the
code base could be reduced to save inspection cost.

4.5 Domain Knowledge and Expertise

Crosscutting the experiences gained from the four phasés-of
veloping a software analytic project, the most importarg @that
various domain knowledge and expertise are strongly neaded
successfully developing a software analytic project fohtelogy



transfer. Besides collaboration between researchersuastaroers,
virtual SA project teams could be formed via open and extensi
collaboration among researchers in domains such as maehime
ing, visualization, system, and software engineering.

Some major types of domain knowledge are listed below.

Specific application domain knowledge.This type of knowl-
edge is typically specific to the software application uratelysis:
it is difficult for the SA project team to pre-hardcode suclokir
edge into the analytic tools. Therefore, the customerste®mnes
to acquire such knowledge and the SA project team needsigndes
tools to allow the customers to integrate such knowledgetiols
at the tool usage time (see Section 4.4).

Common application domain knowledge.This type of knowl-
edge is typically common across a family of software appiice
under analysis (e.g., applications using system APIs fremdd32.dll).
Therefore, the SA project team can pre-hardcode such kdgele
into the analytic tools. As discussed in Section 4.3, tramsfg
such knowledge from the customers to the SA project teandcoul
be challenging.

Data domain knowledge. The SA project team needs to ac-
quire such knowledge to develop analytic tools (e.g., inghase
of data preparation). For some tasks, the customers mayeésb
to acquire such knowledge. For example, when using the Stack
Mine tool, the customers need to inspect raw stack tracetedui
by StackMine.

Some major types of expertise are listed below.

Task expertise. The customers need to have expertise to carry
out the target tasks, with the assistance of analytic toaleldped
by the SA project team. The SA project team would also need to
work with the customers to learn the workflow of the custoniers
carrying out the target tasks in order to develop analytiistthat
could effectively help the customers to perform the workflomw
even improve the workflow.

Management expertise. The SA project team needs to have
members with good management and communication skills-to in
teract with the customers and manage the team. Succesdful te
nology transfer heavily relies on gaining sustained tréishe cus-
tomers on the SA project team, soliciting requirements fitbm
customers, and managing software analytic projects td foéire-
quirements.

Machine learning expertise.The SA project team needs to have
expertise to develop machine learning algorithms and toole
SA project team needs to have good understanding of existaig
chine learning algorithms and their implementations (ost jn a
black-box way).

Large-scale data processing/computing expertise.The SA
project team needs to have expertise to design and implesnaht
able data processing tools and learning tools. Such egpeHi
coupled with system-building expertise.

Information visualization expertise. The SA project team needs
to have expertise to design and implement good user inesfaicd
visualization for presenting analysis results and allgntme cus-
tomers to manipulate the final analysis results as well asdata
or intermediate results produced by analytic tools (se¢i@ed.4).

5. CONCLUSION

Based on our experiences of successful technology transfer
software analytics at Microsoft Research Asia, in this posipa-
per, we have advocated that when applying analytic teciyiegon
practice of software analytics, one should (1) incorpoeateroad
spectrum of domain knowledge and expertise, e.g., manageme
machine learning, large-scale data processing and congpwind
information visualization; and (2) investigate how prtotiers take

actions on the produced insightful and actionable inforomatand
provide effective support for such information-basedactaking.
Recently, Zeller et al. [8] discuss some pitfalls in conthgtre-
search on empirical software engineering. One of their ssigg
tions as quoted below supports the second part of what we have
advocated when developing a software analytic projeGet real.

. Far too frequently though... do we rely on data resulisnal
and declare improvements on benchmarks as “successes’t i8/ha
missing is grounding in practice: What do developers thibkw
your result? Is it applicable in their context? How much wabitl
help them in their daily work?78] In this position paper, we have
provided successful concrete examples on how to “get raatie
domain of software analytics.
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