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Abstract

In this paper, we propose a notion of ‘question util-
ity’ for studying usefulness of questions and show how
question utility can be integrated into question search
as static ranking. To measure question utility, we exam-
ine three methods: (a) a method of employing the lan-
guage model to estimate the probability that a question
is generated from a question collection and then using
the probability as question utility; (b) a method of using
the LexRank algorithm to evaluate centrality of ques-
tions and then using the centrality as question utility;
and (c) the combination of (a) and (b). To use question
utility in question search, we employ a log linear model
for combining relevance score in question search and
utility score regarding question utility. Our experimen-
tal results with the questions about ‘travel’ from Yahoo!
Answers show that question utility can be effective in
boosting up ranks of generally useful questions.

Introduction
Over the past few years, community-based Q&A (cQA) ser-
vices (e.g. Yahoo! Answers1, Live QnA2), as one of impor-
tant online venues where people sharing their knowledge,
have accumulated vast archives of questions and their an-
swers. It is obvious that such large archives of questions and
answers are of great value when re-used as public knowledge
base. However, due to the lack of editorial control, questions
in the archives vary greatly in their usefulness, which com-
plicates the reuse of the knowledge base. At cQA services,
users can issue any questions, even ones clearly useless to
other people.

In this paper, we address the issue raised above within
the setting of question search (Jeon, Croft, and Lee 2005;
Riezler et al. 2007). Like web search (Richardson, Prakash,
and Brill 2006), it is required that a question search system
not only returns relevant questions to a query, but also or-
der the returned questions based on the ‘usefulness of ques-
tions’. That is, a question search system should be able to
separate useful questions from useless ones. For example,
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suppose that a question search system only retrieves two
questions with respect to the query ‘best of Boston’:

• Q1: What is the best hospital to work at in Boston?

• Q2: Where is the best restaurant in Boston (and metro
area)?

If only relevance between a query and targeted questions is
considered, both questions ask “something best in Boston”
and thus can be considered relevant to the user’s query. To
general people, however, they seem to be quite different in
usefulness. Compared to the questionQ2, the questionQ1
can be useful only for a restricted group of people. Thus,
if we consider usefulness,Q2 should be ordered (or ranked)
beforeQ1.

To date, most previous work (Burke et al. 1997; Snei-
ders 2002; Jeon, Croft, and Lee 2005; Riezler et al. 2007)
on question search only focuses on how to model relevance
between query and targeted questions while ignoringuse-
fulnessof targeted questions. We note that usefulness of
targeted questions only depends on the targeted questions
themselves, not related to queries. Thus, as an analog of
static ranking of web search, we refer to usefulness asstatic
ranking of question search. However, we cannot make use
of the algorithms (e.g., PageRank, Brinet al. 1998) on the
basis of link analysis because there don’t exist any meaning-
ful links among questions.

In this paper, we propose a notion of‘question utility’ for
studyingusefulness of questions. ‘Question utility’ is de-
fined as the possibility that a question would be repeated
by other people. Our intuition here is quite straightforward:
The more times is a question asked (repeated), the more use-
ful the question is. To model ‘question utility’, we examine
two different methods: the language modeling method and
the LexRank method.

We also propose to use ‘question utility’ asstatic ranking
of question search. We build a log linear model for question
search, which naturally combinesutility score andrelevance
score in a language modeling framework.

We empirically evaluate the use ofquestion utilityin ques-
tion search with a data set consisting of 100 short keyword-
based queries and 310,000 questions about ‘travel’. The
queries are from the query log of Live Search3 and the ques-
tions are from Yahoo! Answers. Experimental results show

3http://www.live.com



thatquestion utilitycan significantly boost the performance
of question search when used to re-order the search results.

Related Work

In this section, we will briefly review the work related to
question search and the work related to using static ranking
for (web) search.

Question Search

Most previous work on question search focuses on how to
model relevance between a query and targeted questions.
The research of question search is first conducted using FAQ
data (Burke et al. 1997; Sneiders 2002). Recently, the re-
search has been further extended to the cQA data. For ex-
ample, Jeon et al. (2005) and Riezler et al. (2007) examined
translation-based methods for fixing the lexical chasm and
showed its effectiveness in better modeling relevance be-
tween a query and targeted questions. However, none of the
existing researches addresses usefulness of questions and its
influence on question search. For the first time, we propose
a notion of ’question utility’ for characterizing the useful-
ness of questions and then try to use it as static ranking of
question search.

Static Ranking for Search

Within the area of web search, there exist a large num-
ber of researches devoted to modeling or employing static
ranking which is referred to as ‘static ranking of web
search’. PageRank, which is on the basis of link struc-
ture (given by hyperlinks) analysis (Brin and Page 1998;
Kleinberg 1998), is the most representative algorithm of
such research. Due to the absence of link structures among
questions, however, the algorithm cannot be applied to ques-
tion search.

Several alternative ways have been proposed for static
ranking, which do not assume the existence of explicit struc-
tural features. For instance, Kurland and Lee (2005) sug-
gested to induce implicit link structure based on similar-
ity between texts for static ranking of document retrieval.
Zhou and Croft (2005) proposed document quality models
using contents based features such as the information noise
ratio. Erkan and Radev (2004) proposed the LexRank for
automatic document summarization, which is also based on
text similarity. In this paper, we investigate the use of the
LexRank for evaluating question utility.

The work most related to ours is the research using qual-
ity of answers as static ranking of question search (Jeon et
al. 2006). It uses quality of answers as the prior of ques-
tions for question search. While, question utility is a kind of
prior that is on the basis of questions themselves. In question
search, a highly-ranked question should be a useful one with
high-quality answers. Thus, quality of answers and question
utility are two orthogonal characteristics as static ranking of
questions. In this paper, we will focus on studying ques-
tion utility as static ranking of question search and leave the
combination of both as our future work.

Utility of Questions
Recall that questions archived from online knowledge bases
vary in their usefulness. To better make use of the questions,
we need to figure out how to characterize theusefulness of
questions, which is referred to as‘question utility’ in this
paper.

The judgment on usefulness of questions is very subjec-
tive. That is, the usefulness of a specific question can vary
from person to person. Thus, the notion of‘question utility’
that we define is not based on the judgment from an indi-
vidual user but based on that from a mass of users. Only
the questions that a mass of users considers useful can be of
highquestion utility.

Usually,a user asks a question just because she or he is
interested in the (potentially useful) answers to the question.
Thus, if a question is frequently asked, the question should
be considered useful (or ofhigh utility) by a mass of users.

On the basis of the discussion above, we define question
utility asthe likelihood that a question is repeatedly asked
by people.

Language Model for Evaluating Question Utility
We regard the task of evaluatingquestion utilityof a question
Q as one of estimatingp(Q), the probability that a question
Q can be generated.

One simple method for estimating the probabilityp(Q)
is just to count all the occurrences of the question within a
certain question collectionC and then normalize the counts
into probability by the total number of questions inC. How-
ever, because a natural language question can be expressed
in various surface forms and it is not easy to normalize all
questions semantically equivalent to each other into a single
surface form, the simple method cannot be feasible.

The language modeling approach (Manning and Schütze
1999) can be an effective framework to solve this problem.
The language model is aimed to estimate the probability of
a natural language text being generated and its effectiveness
has been proven in many natural language processing and
speech recognition related areas. Also, by its ability of de-
composing a whole context into small pieces, the language
model can avoid counting occurrences of questions directly.

Formally, we use n-gram language model to estimate the
probabilityp(Q) as follows:

p(Q) = p(q1, q2, . . . , qm) ≈
m∏

i=1

p(qi|qi−1
i−n+1) (1)

whereqi denotes theith word inQ, andqi−1
i−n+1 means a n-

gram word sequence from a wordqi−n+1 to qi−1. If n is set
to 1, the equation (1) is about unigram language model.

To alleviate the data sparseness problem, we smooth
the n-gram probabilityp(qi|qi−1

i−n+1) with the Katz back-off
method (Katz 1997) which is widely used and shown good
performance in speech recognition.

It is known that the language modeling approach is bi-
ased such that short texts (in our case, short questions) are
of high probabilities. However, we can easily find the long
questions repeated many times while occurring in various



surface forms. For example,”What is the must-see things in
Paris?” and”What should I see in Paris?”

To avoid the bias that we don’t expect to have, we intro-
duce a length normalization method to regularize the raw
probabilities:

pnorm(Q) ∝ exp
[

log p(Q)
log(m + α)

]
(2)

whereα is a smoothing parameter in case thatm equals 1.
In our experiments, it is set 0.1.

LexRank Method for Evaluating Question Utility
One alternative way to evaluatequestion utilityis to iden-
tify the most central questions in a given question collection
based on the lexical centrality: If a topic is very useful to
people, there can be many lexically similar questions related
to the topic in the question collection. Among those similar
questions, the most central questions can be regarded as the
most representative (or useful) ones regarding the topic.

To measure such lexical centrality of questions, we use
the LexRank method which is proposed for document sum-
marization by Erkan and Radev (2004). The LexRank esti-
mates the centrality of a sentence (in our case, a question)
in a manner similar to the PageRank (Brin and Page 1998)
algorithm:

First, from a question collection, lexically similar ques-
tions are selected by examining cosign similarity between
questions, and on the basis of it, an undirected graph of ques-
tions is constructed. In the graph, each node represents a
question and two nodes are edged such that similarity be-
tween them exceeds a certain threshold value.

Second, for a questionQ, the centralityc(Q) is calcu-
lated based on the Random Walk algorithm with the follow-
ing weighting scheme:

ci(Q) =
d

N
+ (1 − d)

∑
v∈adj[Q]

ci−1(v)
deg(v)

(3)

whereN is the total number of nodes in the graph,d is a
dampening factor,adj[Q] is the set of nodes adjacent toQ,
anddeg(v) denotes the degree of nodev (the number of its
adjacent nodes). For the detailed description, see (Erkan and
Radev 2004).

Also, we can combine the language modeling approach
described in the previous section with the LexRank method
by using utility score from a language model as an ini-
tial value in the LexRank weighting scheme (Otterbacher,
Erkan, and Radev 2005):

ci(Q) = d · p(Q) + (1 − d)
∑

v∈adj[Q]

ci−1(v)
deg(v)

(4)

wherep(Q) is the likelihood of the questionQ estimated by
language model. We will investigate the effectiveness of the
both method in our experiments.

Using the Utility as Static Ranking of Search
In this paper, we confine ourselves to usequestion utilityas
static ranking of question search. The use ofquestion utility,

however, can be extended to other applications of reusing
questions, too.

In terms of question retrieval, the query likelihood re-
trieval model is defined as the probabilistic function of gen-
erating a user’s queryQ′ from the question language model
Q as follows:

p(Q|Q′) =
p(Q′|Q)p(Q)

p(Q′)
∝ p(Q′|Q)p(Q) (5)

wherep(Q′), the likelihood of a query, does not affect the
ranking of questions so it can be ignored by the rank pre-
serving principle (Jones, Walker, and Robertson 2000).

Then, the generation probabilityp(Q′|Q) is decomposed
into a unigram model by using zero order Markov assump-
tion:

p(Q|Q′) ∝ p(Q)
∏

w∈Q′

p(w|Q) (6)

In this equation,p(Q) is the prior probability of question
Q reflecting a static rank of the question, independent on a
queryQ′. Since our utility of a question is defined as the
likelihood of a question regardless of a specific query, it can
be naturally integrated in this retrieval framework. There-
fore, in our approach, we use a value calculated by the pro-
posed methods for a questionQ as a value of the probabilis-
tic termp(Q) in the equation (6).

To add flexibility to control the importance of each factor
in the retrieval model, we modify the equation (6) into a log
linear form:

p(Q|Q′) ∝ 1
Z(λ1, λ2)

λ1 log p(Q) + λ2

∑
w∈Q′

log p(w|Q)


(7)

whereλ1 andλ2 are interpolation parameters, andZ(λ1, λ2)
is a normalization factor. Because the normalization factor
Z(λ1, λ2) also does not affect the ranks of question, we can
modify the equation (7) by removingZ(λ1, λ2) and intro-
ducing a new constantα (α = λ1/λ2):

p(Q|Q′) ∝ α · log p(Q) +
∑

w∈Q′

log p(w|Q) (8)

To estimate the unigram probabilityp(w|Q), we use the
linear interpolated smoothing (Zhai and Lafferty 2001):

p(w|Q) = λd · pmle(w|Q) + (1 − λd) · pmle(w|C) (9)

wherepmle(·) indicates a probability estimated using max-
imum likelihood estimator,C denotes a question collection
andλd is the smoothing parameter. In our experiments, the
optimal value forλd has been empirically determined by an
exhausted search of the parameter space.

Empirical Evaluations
Our empirical evaluations consist of two experiments. One
is to evaluate the proposed approach to assessing question
utility. The other is to evaluate the use of question utility as
static ranking of question search.



Table 1: The Statistics on the Ground Truth ‘SET-B’ on
Question Utility

Los Angles Paris Beijing Seoul Tokyo
#related 1,944 2,217 516 276 817
#relevant 194 285 96 46 158

Experiment Setup
Source Data. We made use of the questions obtained from
Yahoo! Answers for the evaluation. More specifically, we
utilized theresolvedquestions about ‘travel’ at Yahoo! An-
swers. The questions include about 310,000 items. Each
resolved question consists of three fields: ‘title’ presenting
major information of a question, ‘description’ presenting ad-
ditional detailed context of a question, and ‘answer’. In our
experiments, questions refer to texts in the ‘title’ field. We
refer to the data set as ‘SRC-DAT’.

Question Utility Evaluation Data. In order to evaluate
the performance of our language model based approach
to assessing question utility, we selected five city names
(namely Los Angles, Paris, Beijing, Seoul, and Tokyo) as
topics and then built a ground truth against the topics with
the following steps.

First, 10 persons were asked to independently compose
questions regarding the five topics. Specifically, for each
topic, each person was requested to provide 10 questions
that he (or she) most probably asks when planning to visit
the city (topic). As a result, 100 questions were collected
with respect to each topic. We refer to the data set as ‘SET-
A’. Then, an assessor was asked to manually select ques-
tions from ‘SRC-DAT’ to form the ground truth (denoted
as ‘SET-B’) by observing the data set ‘SET-A’. A question
was selected provided that the question can be used as the
reference for answering certain question from ‘SET-A’. As
the ground truth, we made use of ‘SET-B’ for evaluating
our approach to question utility because none of questions
in ‘SET-A’ can be found in ‘SRC-DAT’.

Our idea to this evaluation method is simple: If a system
can predict general usefulness of a question more precisely,
there would be more chance that questions ranked highly by
a system can cover many questions regarded as useful one
by individual people.

Table 1 provides the statistics on the ground truth ‘SET-
B’. ‘#related’ refers to the number of questions regarding
the corresponding city in the data set ‘SRC-DAT’ and ‘#rel-
evant’ refers to the number of questions in ‘SET-B’. Table 2
show the examples from ‘SET-A’ and ‘SET-B’ respectively.

Question Search Evaluation Data. In order to evaluate
the use of question utility as static ranking of question
search, we randomly selected 100 queries from the query log
of a commercial web search engine and then built a ground
truth on question search.

A query is selected only provided that it contains more
than two words and is related to the ‘travel’ domain. The
average length of the 100 queries is 3.5 words (after remov-
ing the stopwords, it is 2.7 words). Table 3 shows several
examples of queries used in our experiments. ’Frequency’

Table 2: The Example Questions in the Ground Truth on
Question Utility

Data Set Example Questions
SET-A Where are the good and inexpensive places to stay

in Paris (nearby downtown)?
1. I am visiting Paris this winter. Can anyone sug-
gest affordable hotel near to center?

SET-B 2. Can anyone recommend inexpensive place to
stay in Paris?
3. Where is a good and cheap place to stay and eat
in Paris?

Table 3: Some Example Queries in the Ground Truth on
Question Search

Query Frequency
houston texas restaurant 831
airfare to germany 669
pregnancy and travel 666
great wall of china 62,097
what to pack for a cruise 687

is the number of occurrences of the corresponding query in
the query log.

For each query, we use the language modeling approach
(Zhai and Lafferty 2001) to search for related questions from
the data set ‘SRC-DAT’. Then, two assessors were asked
to manually determine the relevance of the top 200 related
questions independently. For the questions that two asses-
sors did not agree on, one additional annotator was asked to
provide judgment as the final annotation.

Evaluation Metrics. We have conducted two experiments
as ranking tasks. The experiment evaluating our approach
to assessing question utility is considered as a static ranking
task. The experiment evaluating the use of question util-
ity for search is a dynamic (search) ranking task. Thus, we
made use of the standard IR evaluation metrics such as Mean
Average Precision (MAP), R-Precision (R-prec), and P@N.

Other Configurations. In the experiments, we stemmed
words with the Porter stemmer and removed a few stop-
words such as ’a’, ’an’, and ’the’ at both indexing and run-
time searching stages. As for the training of language mod-
els, we use the CMU-Cambridge Statistical Language Mod-
eling Toolkit4. In the training, stemming and stopword re-
moval were also conducted.

Results

Assessing Question Utility by Language Model. For our
language modeling method, we tried two kinds of variances:
(a) unigram model vs. trigram model; (b) the length normal-
ization (as given by equation 2) or none.

To our observation, long questions often ask for too-
personalized or un-popular things, which cannot be consid-
ered useful by a mass of people. Thus, we consider that the
method of ranking questions (within each topic) by inverse

4http://svr-www.eng.cam.ac.uk/ prc14/toolkit.html



Table 4: Assessing Question Utility
(’+NORM indicates that the length normalization is used
and a number in each cell indicate MAP score for each
method.)

Method LA Paris Beijing
Inverse Length 0.098 0.092 0.164
Unigram 0.155 0.184 0.297
Unigram + Norm 0.244 0.197 0.334
Trigram 0.198 0.230 0.370
Trigram + Norm 0.272 0.294 0.400

Seoul Tokyo Average
Inverse Length 0.120 0.226 0.140
Unigram 0.307 0.233 0.235
Unigram + Norm 0.387 0.354 0.303
Trigram 0.350 0.264 0.282
Trigram + Norm 0.393 0.348 0.341

Table 5: Comparison of Top 3 Ranked Results for L.A. topic
Inverse Length Trigram Trigram+Norm
1. Downtown
LA?

1. Go to LA? 1. What are some fun
things to do in LA?

2. Go to LA? 2. Live in L.A.? 2. Where is the best
place to live in LA?

3. NYC vs. L.A? 3. Hotel in LA? 3. What to do in L.A?

length of question can be a competitive baseline method.
In the experiments, for each topic (city name), we used

both our method and the baseline method to rank all the
questions from ‘SRC-DAT’ regarding the topic. Then, we
made use of ‘SET-B’ to evaluate the results.

From Table 4, we see that our method based on either
unigram language model or trigram language model outper-
forms the baseline method significantly. Furthermore, the
trigram language model performs better than unigram lan-
guage model. This might be because the former can take
into consideration rich and meaningful word groups, e.g.,
‘best hotel’ or ‘place to stay’. These results indicate that our
language model-based method has ability to measure utility
of questions.

Also, the length normalization has proven to be very ef-
fective to meliorate the bias that our language modeling
based method prefers to short texts (questions). For both
the unigram model and the trigram model, the length nor-
malization boosts the performance by about 20%.

Table 5 shows top 3 results from three different meth-
ods: the baseline method, the trigram method and the tri-
gram method with the normalization. In the table, relevant
questions are highlighted in bold face.

Using Question Utility as Static Ranking of Question
Search. In the experiment, we evaluate the performance
of question search with four different configurations: (a)
the query likelihood model without static ranking (We used
it as our baseline method and refer to it as QM); (b)
QM incorporating (question)utility scores estimated by the
language modeling method (denoted as QM+ULM); (c)
QM incorporating (question)utility scores estimated by the
LexRank method (denoted as QM+LEX); (d) QM incor-

Table 6: Comparison of Retrieval Performances
MAP (4%) R-prec (4%) p@5 (4%)

QM 0.489 (-) 0.428 (-) 0.470 (-)
QM+LEX 0.494* (+1.02) 0.443*(3.50) 0.482 (2.55)
QM+ULM 0.509* (4.09) 0.462* (7.94) 0.490 (4.25)
QM+BOTH 0.512* (4.70) 0.469* (9.58) 0.512 (8.93)

porating (question)utility scores estimated by the combi-
nation of the language model method and the LexRank
method (denoted as QM+BOTH). For the QM+ULM and
the QM+BOTH, we used the trigram language model with
length normalization.

Table 6 provides the experimental results. When com-
pared with the baseline method, our methods incorporat-
ing question utility consistently show better performance in
terms of all the evaluation measures. It can support our hy-
pothesis that question utility can be important factor in ques-
tion search. All the performance improvements obtained by
the use of question utility are statistically significant (t-test,
p-value< 0.05).

As shown in Table 6, although both QM+LEX and
QM+ULM can improve the performance of question search
compared to QM (not using question utility), QM+ULM
outperformed QM+LEX (the LexRank method). To our
observation, one reason for this can be related to the abil-
ity of the language model to capture meaningful word se-
quences. N-gram language model can naturally reflect im-
portant word sequences carrying on askers’ intention, for ex-
ample‘where to stay’or ’how far from’. While the LexRank
method cannot model such word sequences because it as-
sumes that words in questions are statistically independent
from each other. However, the LexRank method is able to
reflect similarity between questions into the estimation of
question utility, which cannot be achieved by the language
model method. Thus, in our experiments, we use the com-
bination (QM+BOTH) of both methods for further improve-
ment of the question utility estimation.

To our observation, our method is especially effective
when a query is short and ambiguous. For example, ‘best
of boston’, ‘italy travel package’, and ‘boston to London’.
This is because these queries usually have many related re-
sults, which is very similar to what happens with web search.
In a contrast, our method fails to improve (or even drop) the
performance when a query is very specific. For example,
‘miles from Los Angeles to New York’.

Table 7 provides the results that are rendered by the base-
line method (QM) and our method (QM+ULM). In the table,
relevant questions are highlighted in bold face.

Conclusion
In this paper, we studied usefulness of questions within the
setting of question search. The contribution of this paper can
be summarized in four-fold: (a) we proposed the notion of
question utilityto study usefulness of questions. To the best
of our knowledge, this is the first trial of studying usefulness
of questions. (b) We proposed to use question utility as static
ranking to boost the performance of question search. (c) We



Table 7: Top 5 Results Retrieved by QM and QM + ULM
Query QM top 5 results QM + ULM top 5 results

(1) Good/Budget Italy Vacation Packages? (1) Good/Budget Italy Vacation Packages?
(2) Travel packages? (2) Want to know about holiday packages in italy?

Italy travel package (3) Travel package? (3) Travel package?
(4) Want to know about holiday packages in italy? (4) Travel packages?
(5) Flight travel packages? (5) Traveling in Italy?
New York or Boston? New York to Boston?
New York to Boston? New York or Boston?

Boston to New York Boston & new york trip? Boston & new york trip?
Traveling from Boston to New York? Traveling from Boston to New York?
New York and Boston weather question? How far is new york from boston?

examined the language modeling approach, the LexRank al-
gorithm, and their combination in assessing question utility.
(d) We conducted a series of experiments on question util-
ity and confirmed the usefulness of question utility as static
ranking of question search.

However, our work has a critic. Our experiments have
conducted with one restricted domain. For the deep anal-
ysis on the effect of utility of a question and our proposed
methods, additional experiments on larger and heteroge-
neous collections are essentially required. It will be our fu-
ture work.
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