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Schedule

S =
o Introduction (9:00-9:15)

o Modeling Dynamics
o 9:15-10:15 Web content dynamics [Susan]
o 10:15-11:15 Web user behavior dynamics [Milad]
o 11:15-11:30 Break
o 11:30-13:00 Spatio-temporal analysis [Fernando]
O Methods for evaluation

o Lunch (13:00-14:30)

o Applications to Information Retrieval

o 14:30-15:45 Temporal NLP [Kira]

O News event prediction

o 15:45-16:00 Break

o 16:00-17:45 Time-sensitive search [Yi]

O Time-sensitive recommendations [Anlei]
Wrap-Up (17:45-18:00)

O
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Time and Time Again ...
]

o Time Is pervasive In information system=—=---=
o New documents appear all the time
o Document content changes over time
o Queries and query volume change over tir™
o What's relevant to a query changes over ti|

= E.g., U.S. Open 2013 (in June vs. Sept) N\
= E.g., U.S. Open 2013 (before, during, after ev¢ -

o User interaction changes over time

m E.g., anchor text, “likes”, query-click streams, social
networks, etc.

o Relations between entities change over time
m E.g., President of the U.S. is <> [in 2012 vs. 2004]

o ... yet, most information retrieval systems ignore
time !




Web Content Dynamics

S =

o Overview

o Change in “persistent” web documents
o Characterizing content dynamics
o Systems and applications

o Change in “real-time” content streams
o Characterizing content dynamics
o Systems and applications

o Change in Web graphs
o Web graph evolution
o Authority and content over time



Content Dynamics

S =
o0 Easy to capture

»

Susan Dumais

m

SenierPrincipal Researcher, Decision Theerv& Adaptive Svstems & Interaction Group,

icrosoft Research
‘ZEk' 3 -mail: sdimais(@microsoft.com i
MiosiMail: One Microsoft Way, Redmond WA 980526399, US4
To help. _In
= the

casResearch Activities:

am interested in algorithms and interfaces for improved information retrieval, as well as general

: issues in and human-computer interaction. I joined Microsoft Research in July 1997. I lesk
D u amm eW O O S Forwardtewerldngwork on a wide variety of information access and management issues,
including: textpersonal information management, web search, question answering information
retrieval-and text text calcgunzauun collaborative ﬁ.llen.ng interfaces foreefﬂ-blﬂm-g improved

or algorithms A e

Prior to coming to Microsoft, I worked on a statistical method for concept-based retrieval known

S u O rt ] Latent Semantic Indexi.ng: You can find pointers to this work on the Belleere LS pase. -
Bellcore (now Telcordia) LSIpage.
d .




Content Dynamics
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User Visitation/ReVisitation | \_/

Today’s Search and Browse and Experiences
But, ignores ...



Content Dynamics
N

term —
time
doc
o Traditional IR: single snap she" =
o Word/query trends: aggregates over -
docs e )
o Document change: aggr( pver

terms
o (Word,Document) trends ===




Content Dynamics

o Types of content

o Persistent documents (E.g., Web pages that persist
over time)

o Real-time streams (E.g., Twitter, Facebook, blogs)

o Somewhere in between (E.g., the Web, Wikipedia)
o How content change Is discovered

o Crawling

o Feeds

o Wikis



Web Content Dynamics

I e
o Overview

o Change in “persistent” web documents
o Characterizing content dynamics
m Page-level changes
= Within-page changes
o Systems and applications
o Change in “real-time” content streams
o Characterizing content dynamics
o Systems and applications

o Change in Web graphs

o Web graph evolution
o Authority and content over time



Web Crawling: Cho & Garcla-
Molina

o Crawled 720k pages (from 270 popular sites), once per
day, 4 months -

o How often does a web page change?
m 23% change every day; 30% never changl
m Differs by domain

o What is the lifespan of a page?
m ~10% < 1 week; 50% > 4 months

o Model when a page will change

m Poisson process - a sequence of random events, occur independently, at a
fixed rate \ver time ( )

m : Ae™ for t =0
POF= gy - { 0 for ¢ < 0

m Also, Radinsky & Bennett (WSDM 201, ‘ N
n Use to Improved CraWIIng poncy ‘()a] I"Iorlthe pages that change every 10 days

11 average

J. Cho and H. Garcia-Molina. The evolution of the web and implications for an incremental crawler. VLDB 20(



Web Crawling: Fetterly et al.

o Crawled 150m pages (seed Yahoo! home page), once
per week, 11 weeks

o How often does a web page change -
m 67% never changed
= BT
o When was last successful crawl? HIH T
! !
u AVg, 88% on last crawl 1l IrnnE=|
= Varies by domain (.cn 79%, .dk/.gov 959 - LULILLLELILLELIE L )
o How much does a web page change? - mE
= Avg, (~4% >med, 20% small, 10% no text, 67% no char - e

D. Fetterly, M. Manasse, M. Najork and J. Weiner. A large-scale study of the evolution of web pages. WWW 20



Web Crawling: Adar et al.

o Crawled 50k pages (usage-sensitive sample),
once per hour (at least), 5 weale

o Usage-sensitive sample

= Number of unique users
m Re-visits per user
= Inter-visit interval ’{"‘m"

o Summary page-level metrics  ° 1+
o Detailed within-page changes, term longevity
o Applications to Ranking and UX (Diff-1E)

1000

(wneo)
£134A0 Jo8()

E. Adar, J. Teevan, S. T. Dumais and J. Elsas. The web changes everything: Understanding the dynamics of web
content. WSDM 2009.



Adar et al.: Page-level Change
N

0O Summary metrics

o 67% of visited pages changed ﬁ?&'&‘/’fqg?;ﬁlwgshst.org/hsh/ |

s Knot point at 10 hours !

63% of these changed every : |

hour SMM

o Popular pages change more | !

frequently, but not by much R
hours

o .com pages change at
intermediate frequency, but by

) ' ' é'd e curve f l. ‘
more \ ht‘tp?gallrgc‘;pe:conv
_ o8 Knot point at 261 hours
o Change curves il
Y N
o Fixed starting point %
—dleaseoaimileziocayer difarant e
Gsdm 7= Gsdm = Gsdm 7= b T00 300 300 400 500 60 700 80
me ""fi’—.r.‘"“r _— aIS prisoscomer MUH




Adar et al: Within-Page Change

>

o Term-level changes AUIECIDERLOM e

Q" reCipeS“ Recipes | Menus | Tips & Advice | ([ZIZ» Community = Shop

SHOPPING LIST | CL1

| A
@cl”recnpes-

Join My Allrecipes toda
way to save, organize,
recipes, meals, review,
more, It’s free!

o Divergence from norm
. W Bake Sal
m cookbooks e

created, tested, raviewed and

approved by home cooks If you have school-age kids, chances

worldwide. are you're going to get involved in a
bake sale. Lel Alirecipes help make
yours a sweet success

Popular Collections

Learn more. Alread

Back-to-School Recipes

cheese .

Chicken Recipes Recipe ofthe Week Our Community
- . : Blue Cheese Burgers

Cookies - g

. SUBMITTED BY: Poni
Desserts PHOTO BY: SWANKYTARZAN

% % % % %k READREVIEWS

Dinner in an Instant "Hamburgers? Yes. Basic fare?

. o Definitely not! If you like blue cheese, you'll never
Healthy Living forget these burgers." ‘

i MORE RECIPES LIKE THIS Hils
Italian
Born and raised in Lond
2 z Washington State's onaon
. Mexicain THIS WEEK. Olympic Peninsula, this from Tor )
LL L] A < cook says, "I really
Quick and Easy t & Homemade Tomato Sauce enjoy planning and
1 Making tomato sauce from scratch prapéring all of our after
. . Salads p) allows us to connect with fresh work/after school
“ ” ! ingredients and know exactly what meals."
o “Staying power” in page s
& Tips Cookbook
PN Boking vith Apples Brosas sors Wishingias -
<] m | >

Sep. Oct. Nov. Dec.
Time



Example Term Longevi

Graphs
]
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Change and Term Importance

S =
o Traditional IR uses “tf/idf” term weighting

o Time-aware term weighting

o Elsas & Dumais, WSDM 2010 - language model | =
partitioned by term longevity (+ change prior on |= £—
P{qlﬂj =}LLP{Q|DL} + )‘LMP{Q'LDM} + AHP{Q’lDE} e

o Aji et al., CIKM 2010 — importance of a term
"T"Fra {I‘-._ ﬂ',;l — JulTFggc.bﬂ_;{f-._ dj‘l‘.}hgTFburEt{t, dj+A3TF{I.E}

o Efron, JASIST 2010 — importance of aterm |
determined by its deviation from linear tin . - _,-
series Hi lé
0 Used to improve ranking et




Systems and Applications

o Systems

o Internet Archive (e.g., WayBack Machine)

o Internet Memory Foundation

o Wikipedia

o Index structures to support time-travel search

m Berberich et al. SIGIR 2007, Anand et al. SIGIR 2012.

o Applications

o Crawling

o Ranking

o Query suggestion, burst detection, ...

o User experience



Dynamics and User Experience

o Content changes
o Diff-IE (Teevan et al., 2008)
o Zoetrope (Adar et al., 2008) =l
o Diffamation (Chevalier et al., 2010) |
o Temporal summaries and snippets ...
o Interaction changes
o Explicit annotations, ratings, “likes”, etc.
o Implicit interest via interaction patterns
o Edit wear and read wear (Hill et al., 1992)




Diff-IE

| E Bill Gates - Wi ia - s Internet orer =
& | http://en.wikipedia.org/wiki/Bill_Gates ~| | x I Bing P o~

x [ Page loaded at 3:23 PM ] ¥ % Compare to | Today at 10:45 AM -

. 7 Favor - Wikipedia, the free encyclopedia | |
Diff-IE e e :
I ! 2009 Dwring his career at Microsoft, Gates held
interaction the positions of CEOQ and chief software architect, (=1
to O | b a.r = AboutWikipedia and remains the largest individual shareholder with
= Community portal mare than 8 percent of the common stock ! He
= Recentchanges has also authored or co-authored several books.
= Contact Wikipedia
= Donate to Wikipedia Gates is one of the best-lwown entrepreneurs of
= Help the personal computer revilution. Although he is
- admired by many, a number of industry insiders
oolbox . ) i i :
- criticize his business tactigs, which they consider
= Whatlinks here . . . . .
anti-competitive, an opinionlwhich has in some
= Related changes o
= Upload file cases heen__upheld by the churts (see Criticism of
= Special pages Micrusnﬂ}_["-[?- In the later sthges U.f his car.eer,
= Printable version Gates has pursued a numbel of philanthropic S
= Permanentlink endeavors, donating large ampunts of money to Davos. 2007
= Cite this page various charitable organizations and scientific ‘
h through th Bill & Melinda i Dctober 28, 1958 (age 52
languages researc pr&grgms 9 | Seattle. Washinoton. USA
Gates Foundation, establishedlin 2000.
" &frlkaans _ _ Residence le, Washington, USA o
Pl — EE "‘rr_r""“ E— <~z |
Internet | Protected M On fh v HI00% v

Changes to page since your last

J. Teevan, S. T. Dumais, D.Liebling and R. Hughes. Changing how peop\e view change on the web.

1 116" M/



Interesting Features of Diff-1E
N

& Bill Gates - Wi

i3 - s Internet

£ http/Yen.wikipedia.org/wiki/Bill_Gates

| @ Compareto| Todayat 10:45 AM

Fav I}E,Vaylﬁete_ Vikipedia, the free encyclopedia |

o3

l———e

interaction

About Wikipedia
Community portal
Recent changes
Contact Wikipedia
Donate to Wikipedia
Help

toolbox

What links here
Related changes
Upload file
Special pages
Printable version
Permanent link
Cite this page

languages

] J\frlkaans

2009 During his career at Microsoft, Gates held
the positions of CEO and chief software architect,

Non-intrusive

Gates is one of the best-known entrepreneurs of
the personal computer revolution. Although he is
admired by many, a number of industry insiders
criticize his business tactics, which they consider
anti-competitive, an opinion which has in some
cases been upheld by the courts (see Criticism of
Microsoft). "™ In the later stages of his career,
Gates has pursued a number of philanthropic
endeavors, donating large amounts of money to
various charitable organizations and scientific
research programs through the Bill & Melinda
Gates Foundation, established in 2000.

[ T L, T AP SRt S [Ny N NS TR = =

Bill Gates at the World Econemic Forum in
Dawves, 2007

Residence

—
m
=

October 28, 1955 (age 53)
Seattle, Washington, US4

Seattle, Washington, USA o

L

| ¥

€D Internet | Protected Mode: On

Download: http://research.microsoft.com/en-

rrianlnmnraiAan~ntalAdAEE A IAAEA IlF A~

fa v H100% v



Diff-1E In Action

o Expected changes

o Unexpected change

HOME PAGE | TODAY'S PAPER | VIDEO | MOST POPULAR | Editon: U.S. / Giobal

Subscribe: Digital / Home Delivel

(€ IS AT (2] (] [cve Searcn

e

News Maps Travel Enfertainment Search History | MSN | Hotmail

oINg
Web

RELATED SEARCHES

Fle Edt Vew Favortes Tools Help

mt- [ Paseksedaiorn ] [Y][@) e Towasuan <[5/ (%[0 @

Susan Dumais

% & [@wamme-- Plesse foin us in Boston | SIGIR'DS -8

=

= v (i page - Ok Todls +

The 32nd Annual ACM SIGIR Conference July 19-23 2009

Welcome -- Please join us in Boston

The SIGIR 2009 conference opens in a few days in Boston, Massachusetts, at the Sheraton Boston Hotel
and Northeastern University. The conference is chock full of exciting events and registrations are strong
and still growing. We are looking forward to an exciting week

[ Conference regisralion site (Updates or 1ae) 1
[ NEU dorm registrafion (payments only) ]

Schedule

Tutorials

Workshops Recent news and upcoming deadlines

Industry track Ploase join your colleages by starting the conference with a fres continental breakast in the Sheraton Hotel, Back
Keynotes Bay A&B, fiom 7-00am to 8:20am on Monday, July 20

Papers The conference banquet is curently full. Effective July 15th, resenvations will be wait-isted for the banquet
Posters

Standard conference registration closes the night of Sunday. July 12th (Boston time). See below for more
Demonstrations information._

e Registration for Northeastern University housing has closed. [fyou need to change your resenvation, contact

questions@sigir2009.0rg

Visas Three special tourism events have been added to the schedule: a panoramic view of the city on Sunday, a famous
Boston duck boat tour on Saturday, and a sunset harbor cruise on Wednesday. Laok under "Boston” on the left for more
Venue information. Two of the events require suficient interest to accur, so please fill out the questionnaire on that page.

Registration Industry Track registration is now available for students.

student suebort - A prival at the conference

accommodations

Tutorial and doctoral consortium registration is on the Northeastem campus, Sunday moming (the 13th). Ifyou
have registered for a tutorial or want to register for a tutorial, lease get to Shilnan Hall between 8:00 and 900
{the doctoral cansortium starts at 8-30; moring tutorials start at 8.00). Voluntsars and signs vl provide dirsction
from the hotel and the NEU dorms. Here is a map.

Red Sox
[For contributors.

Important dates

Normal canference registration takes place at the Sheraton hotel, starting at 3:00pm on Sunday, July 19.
Mentoring (closed)

Registration will be available throughout the conference if you are not ariving on Sunday.

Call for... (closed)
Submitting (closed)

Workshop registrations may be made during normal registration periods or on the Northeastem campus on
Thursday marning (the 23rd)

] Like

jaime teevan

Web  Images

ALL RESULTS 1-10 0f 11,700 results - A

nced

Jaime Teevan. Ph.D

Jaime Teevan, Ph.D. Researcher studying information retrieval and human computer
interaction at Microsoft Research.

research.microsoft com/en-us/umipeople/teevan - Cached page

Jaime Teevan. Work

Jaime Teevan: Doctoral candiate at Massachusetis Institute of Technology. Research
in information retrieval and information architecture.

people.csail mit edu/teevaniwork - Cached page

DBLP: Jaime Teevan
2010; 36 : Jaime Teevan, Susan T. Dumais, Daniel J. Liebling: A longitudinal study of

The tax
Get ready

=]

how highlighting web content change affects people’s web interactions.
www informatik uni-trier de/~ley/db/indices/a-treefTeevan-Jaime html - Cached page

Jaime Teevan - Pipl Profile

Pipl profile of Jaime Teevan. Quick facts, personal profiles, publications, contact details
and much more.

pipl.com/directory/peoplelJaime/Teevan - Cached page

Jaime Teevan. Work

Jaime Teevan: Doctoral candiate at Massachusetts Institute of Technology.
Publications.

people.csail mit edu/teevaniwork/publications/subject html - Cached page

Jaime Teevan - Linkedin

Research - 232 connections - Greater Seattle
View Jaime Teevan's professional profile on Linkedin. Linkedin is the world's largest
business network, helping professionals like Jaime Teevan discover inside
connections to .

www.linkedin.com/pubfjaime-teevan/0/542/7ab - Cached page

TR35: Jaime Teevan, 32 - Technology Review
From MIT. Information on Emerging Technologies & impact on business & society

Sponsored sites

We Found Jaime Teevan
Instant-Address, Phone, Age & More
Search for Jaime Teevan Now!
www.Intelius.com

See your message here

1.

m

IAbout us If you have paid your fees in full in advance, your registration process should be very speedy.
A free breakfast is available Monday morning (only) in the Sheraton.
History
Organizers For those who are driving, parking is available at the Sheraton and at Northeastem University. See here v
< >
i bone [ @ rtemet 00 -

CA, USA
@roblyons Google Offics is at 1101 New York Ave
(although the entrance is on 1)

#gtadc about 13 hours ago




Zoetrope

o System that enables interaction with historical
Web

0 Select regions of interest (x-y location, dom
structure, text)
m E.g., stock price, traffic status, headlines about wsdm,

Embedded visualization

Temporal Lens “scented widget” Slider

o Operators for me 0 Lo i nterest
m Filter L
m Link
= Visualize U Expone when Tave coment

they are moused over from past

E. Adar, M. Dontcheva, J. Fogarty and D. Weld. Zoetrope: Interacting with the ephemeral web.

1 1165 M/



Web Content Dynamics

S =
o Overview
o Change in “persistent” web documents
o Characterizing content dynamics
o Systems and applications
o Change in “real-time” content streams
o Characterizing content dynamics
o Systems and applications
o Change in Web graphs

o Web graph evolution
o Authority and content over time



Change in "Real-Time” Content

Streams
T e

0 Real-time streams of new content
o Twitter, Facebook, YouTube, Pinterest, etc.
o News, Blogs, etc.

o And also ...
o Wikipedia
o Commerce sites (e.g., EBay, Amazon, etc.)



Change In Twitter
]

o Apr 2010, Twitter and US Library of Congress enter into
agreement
o Jan 2013, Status report from Library of Congrgs
o 171 billion tweets (2006-2012)
o Tweets/year
m 21b (2006-2010); 150b (2011-2012)
o Tweets/day <from Twitter>
m 200m (6/2011); 400m (6/2012); 500m (10/2012)
o Max Tweets/second <from Twitter>
m 7k (Jan 1, 2011); 25k (Dec 11, 2012); 33k (Jan 1, 2013)

o The Library has not yet provided researchers access to the archive.
Currently, executing a single search of just the fixed 2006-2010
archive on the Library’s systems could take 24 hours. This is an
Inadequate situation in which to begin offering access to

researchers, as it so severely limits the number of possible
searches.


http://www.loc.gov/today/pr/2013/files/twitter_report_2013jan.pdf

Temporal Analysis of Twitter
S =

o How different are tweets (and queries) day-over-
day?
o Term (and top-term) distributions
= KL Divergence (t+1]t)

m Churn: Fraction of[
topratt+l gL ) q
3 - - -
= Out-of-vocabulary: .. i hE
that are not| . e 1]
e —
) ._billgates E— h.
ul 0.04 pirates olm::r:%:::c}i | W "DO‘D ]t
Tweets E 008 IL' ||
Queries 8 g . >(”‘f 1 AhA I
Queries (=T) | & & = | NA T\ M |
] S Q. Unigrams o : . r,«’_{\\“ S~ JM&WWW%W:‘?&’ -
ol Q. Unigrams (— ; 1. .u" ] {ﬁwm H_itf:_m#v&iﬁﬁ“&fﬁfﬁiw
° o0 DD-IJ'D 02:00:00 0400000 06:00:00 028200000 10:00:00
-~ During Time, 2011-10-06 (UTC)

J. Lin and G. Mishne. A study of “churn” in tweets and real-time search queries. ICWSM 2012.



Temporal Analysis of “Memes”

o Tracking short distinctive phrases (‘memes”) in news
media and blogs

o 90 million articles/blogs ove=—=— =" Eil:)
o Cluster variants of phrases| § os
o Global patterns E ose
o Probabilistic mo ez | S oaof 1 e
o Choose(j) o« f(1 zmmnen | & 051 1 =

o Local patterns

o Peak of attentio

all the parts of the intemet are on th
no way no how no meccain. Darac&
obama is my candidate
answering that question with
specificity is above my pay grade

he doesn't lock like all those other
presidents on the dDHar bills

no way no how no meeain. barack
obama is my candidate

i will raach out my hand to anyone to help me

get this country moving again

| guess a small-town mayer is sort of like a commurity
organizer except that you have actual responsibilities

all the parts of the intemet are on the iphone

lipstick on a pig

we have been bessed with five wonderful children who!
we love with all our heart and mean everything to us

our entire economy
is In danger

sffort to pratect the american
econamy must not fajl

the most serious
financial crisis since
the great depression

fundamentals of
our economy are

whois the real

cecent personand aperson 8§00
‘that you do not have to be

scared of as president of

he united siates 700

this is somathing that all of us will
swallow hard and go forward with

600
i think when you spread
the wealth around it's

1 think i1l ha strong barack obama good for everybody 500
staff get to answering that question with P’ﬁds”"f he's pallng around [ 1am not
specificity is above my pay grade f“‘h" ea with ferrorists president
russian aggressmn must an r;r?;e bush 400
not go unanswered he doesn't lack like all those other thing at hey can sheis a diva she
- presidents on the dnuar bills wg i call you takes no advice

D i think i'l have my joe from anyone 300
o bivergent nena\ s
russian aggress\cn must \

d b I not go unanswered \ 200

8/15 \
8/15 8/29 9/5 912 9/19 9/26 10/3 10/10 1017 10/24 10/31

J. Leskovec, L. Backstrom and J. Kleinberg. Meme-tracking and the dynamics of the news

74 mYnYeTaYaYe)

~narnla




Temporal Analysis of Blogs &

Twitter
S

o Patterns of temporal variation

o Short texts over time
o Short text phrases (memes) <from 170m news

o i
articles> s 2 o[ " J
% a :E III I|| 2 ||| Il'ul
o Hashtags <from 3 || st | N
VAN 3 of )N ]
[ 0= =i —— 0 K = F a — A —
o Spectral clusterir ) w T T T AT T
(a) Cluster T1 (b) Cluster T2 (c) Cluster T3
wu T 1 T 1 '
60 . L 55 .
o 6 clusters News/ - 77 of ]
0 I\ | e I
] . I| | " i |I 3 || i
o 6 clusters Twittelr - VA NAPAVA
10 /_/.__,." \f\:__\-: 10 k- 'L/\/_\__H_H 1g ..\_,rf/\-) VosS v Il.\. :
» » ] [ ,: L L L L L ohb _2' L " _' L L
o Predict type give . 7 i 7 7 Al T T Al T
phgl‘as (d) Cluster T4 (e) Cluster T5 (f) Cluster T6 g, N:
DEWSE cop o o cam oo wemeeamys =+ =« aeeeamess — . 1O AGETEEATOL.

J. Yang and J. Leskovec. Patterns of temporal variation in online media. WSDM 2011.



Web Content Dynamics

N
o Overview
o Change in “persistent” web documents
o Characterizing content dynamics
o Systems and applications
o Change in “real-time” content streams
o Characterizing content dynamics
o Systems and applications
o Change in Web graphs

o Web graph evolution
o Authority and content over time



Static Graphs/Networks

N
o Example graphs: web, tweets, emails,
citation networks, etc.
o Properties

o #nodes, #edges, reciprocity, clustering
coefficient, heavy tails for in- and out-degree
distributions, size of largest connected
component, ...

o Small-world phenomenon

o Models for graph generation
o Preferential attachment
o Copying




Evolution of Graphs over Time

o ArXiv citation graph, Pate=t—=*~*==—==ph,

Autonomous systems gra
graph
o Empirical observations

W0 R gR 0L 30 gnid

o Densification

= Densification: Average out-degree increases over

time e(t) o n(t)®

= Densification power law: Nodes

fit by power law
o Shrinking effective diameter

N

damatar
4

(a) arXiv citation graph

" time




Web Page Authority over Time

S
o Query: wsdm

‘ wsdm jei ‘

&2 300 RESULTS Only English = Marrow by region -

Web Search and Data Mining (WSDM) 2012
wsdm2012.0org ~

- WSDM 2012. WSDM (pronounced "wisdom”) is the premier international ACM
D y I S O e r cenference covering research in the areas of search and data mining on the Web.
Web Services Distributed Management - Wikipedia, the free

encyclopedia
C O n e n ran e en wikipedia_orgwikinWeb_Services_Distributed_Management ~

Web Services Distributed Management (WSDM) is a web service standard for
managing and monitoring the status of other services. The goal of WSDM is to allow a

higher?

WSDM | Facebook

www._facebook.com/\WSDMstore ~
Today | randomly passed Suntec and met designer friends after a long time! révasseur,

- -
n B e h aVI O ral S I g n aI S MILS, Episene, QUAINTHOQD, Saloni Rathor Style House, WSDM and Samusl Wong!

WSDM 2009 - Second ACIM International Conference on Web Search

(I n = I I n kS y CI IC kS) i«lc:.ﬁ-sdmzuug.org -

Second ACM International Conference on Web Search and Data Mining WSDM 2009
m O re p reval e nt fo r WSDM 2010 - Home - Third ACM International Conference on Web .
www wsdm-conference. org/2010 -

Barcelona, Spain - February 9-12, 2009 . Sponsored by:
O | d e r a e S WSDM 2010. WSDM (pronounced "wisdom”) is a young ACM conference intended to
be the publication venue for research in the areas of search and data mining.

WSDM 2013

wsdm2013.0rg ~

WSDM 2013. WSDM (pronounced "wisdom™) is one of the premier conferences
covering research in the areas of search and data mining on the Web. The Sixth ACM
WSDM .




Web Page Authority over Time
N

o Modeling page authority over time
o Multiple web snapshots (.ie domain from IA, 2000-2007)
o Temporal page profiles (TPP) and temporal in-link profiles (TLP)
o Page freshness score, using exponential decay over time

o Use freshness score to control authority propagation in a
temporal random surfer model
m Web surfer has temporal intent i
(which controls choice of target snapshot)
m Web surfer prefers fresh content

P@10

(=T =T - T - R = R} 00 oo
B B T

= L] W n =
[T T T

o Rank using combination of content and
Score(p) = yBM25 + (1 — y)Temporal: (® Relevance performance: P@10

1 1 1 1 1 1 1 1 1
o.82 [ 086 () II? ns2 034 095 0 1

N. Dai and B. Davison. Freshness matters in flowers, food and web authority.

CICIDD DOYN\1 N



Content
1

CoEvolution of Structure and

o Three networks over time
o Twitter, Second Life, Enron email "
o Characteristics of network structure | =
o Standard metrics, Conductance, Expel '
o Measures of network content | =
o Similarity, Divergence of language moq s s

o Empirical correspondence of network structure and
content diversity and novelty
o Conductance correl w/ high diversity of content
o Expectedness correl w/ content novelty

o Simulation model

o Node policy to forward based on recency, novelty and
topicality

C-T Teng et al. Coevolution of network structure and

AAAAAAAA 2\7Z 1. .



Web Content Dynamics

S =

o Overview

o Change in “persistent” web documents
o Characterizing content dynamics
o Systems and applications

o Change in “real-time” content streams
o Characterizing content dynamics
o Systems and applications

o Change in Web graphs
o Web graph evolution
o Authority and content over time



Resources

N
o Web crawls
o CLUEWeb'09, CLUEWeDb’12 (static snapshots)
o Common Crawl
o PageTurner
o Internet Archive
o Publication/citation
o Content streams
o Twitter API, Library of Congress
o Wikipedia (+ aggregate usage data)
o Blogs (TREC), Blogs (Spinn3r)
o Yahoo! update firenose (shutting down Apr 13, 2013)
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Temporal Dynamics of Queries & User Behavior

WSDM 2013 Tutorial



Outline

N 1 ——
o Query Dynamics
o Hourly, Daily & Monthly Trends
o Categorizing Time-Sensitive Queries
o Spike, Periodicity
o Modeling Query Dynamics
o Burst detection, Time-Series
o Temporal Patterns in User Behavior
o Re-finding, Long-term vs. Short-term

o Temporal Patterns & Search Evaluation
o Predicting Search Satisfaction (SAT)



- Query Dynamics



Temporal Analysis of Query

Logs
]

o Hourly analysis of queries [Beitzel et. al,
SIGIR2004, JASIST 2007]

8%

8%
Note the drop in query volume during off-peak
time, and its subsequent rise throughout the

remainder of the day.

6% - - 6%

% of
Daily 4% -
Traffic

- 4%

2% - 2%

® Total Queries
O Distinct Queries

0% 0%

0 6 12 18 24
Hour of Day



Temporal Analysis of Query

Logs
]

16% ' ' ' . ' . 16%
15% - T 15%
% of
Weekly 14% - 1 14%
Traffic
13% - T+ 13%
@ Total Queries
O Distinct Queries

12% 12%

Sunday Monday  Tuesday Wednesday Thursday Friday Saturday
Day of Week

FIG. 3. Average volume of days in the week.



Temporal Analysis of Query

Logs
]

19% 19%
@ Total Queries
QO Distinct Queries
18% - T 18%
% of
Total
Six= 17% o T 17%
Month
Traffic
16% - T 16%
15% 15%
September October November December January February
Month

FIG. 5. Query volume by month.



Temporal Analysis of Query

Logs
]

40% e e
@ 12AM-1AM Note the large "tail" of rare queries. In any given
O sAM-7AM hour, approximately 50% of queries occur 5 times
30%1 W 12Pm-1PM or less. T
% of O ePm-7PM
Hourly 20
Traffic

10%

S PP L O DA B 5 X B QG N

Ne Frequency Ranges

FIG. 2. Frequency distribution for selected hours.



Temporal Analysis of Query

Logs
]

40% 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 400’5
=@ Sunday Note the near-identical path of each curve,
=—O—Monday indicating very similar frequency distributions
30% 4 =="=Tuesday across days. Additionally, the tail decreases in L 30%
=L} Wednesday size as we examine a larger time period.
% f’f —&—Thursday
Daily 209 - —ﬁ—Friday = 20%
Traffic m—g=—= Saturday
10% A - 10%
0% ' 0%
S O
N
S
N+ Frequency Ranges

FIG. 4. Average frequency distributions for days in the week.



Temporal Analysis of Query

Logs
]

4001‘,‘0 1 [ [ '] [ [ '] [ [ [ '] [ [ '] [ [ [ '] [ 40?‘,’0
=== Secptember Note again the very similar frequency distributions
_O_SCtObEtr) across months, and a further shifting of volume
w= u==November :
30% from the tail to the L 30%
=fLI=December
—&— January popular queries.
% of =& February
Month 209, { =€=Avg. Month - 20%
Traffic
10% - 10%
0% 0%
O O O O O O PP QO H O 9 9@ A © 9 % 9% 9 N
L PN LAV N D
O N QTN AN SN
N VN
N Frequency Ranges

FIG. 6. Frequency distributions by month.



Temporal Analysis of Query

Logs
]

0.6 . . . by- 0.6
Note that the similarity of query sets received each hour appears to change
throughout the day.
0.5 A 0.5
Degree 0.4 1 0.4
of
Similarity 0.3 - 03
0.2 - —&@— Overlap 0.2
==0==Dijstinct Overlap
—=0~=Pearson
0.1 Y Y ' ' 0.1
0 6 12 18 24

Hour of Day

FIG.7. Average overlap & Pearson correlations of matches from January 2,



4%

3%

2%

1%

0%

Temporal Analysis of Query

Logs
]
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—=— (anes
Health
Personal Fmance
Shopping
Music
—=— [JSSites
—— Pom

Categorical Percent over Time

6 7 8 9 10 I1 12 13 14 15 16 17 18 19 20 21 22 23 24
Hour of Day



0.6

0.5 7

0.4 1

0.3

Temporal Analysis of Query
L0QsS

Pearson Correlations of Frequencies for Categories

—a&— Personal Finance
—e—Nusic
—— Movies

Pomn
—&— Computing
—=— Games
—#&— Entertainment
=f— Government




Temporal Analysis of Query

Logs
]

1.0
- 0.9
- 0.8
- 0.7
0.6 1 - 0.6
Pearson 0.5 - - 0.5
Correlation " |—@—Auto =——O— Computing '
0.4 | —B—Ent — 1 Cames Note tha?t nearly all . 0.4
—&—Government ——&— Health categories have very high
0.3 {—&—Holidays —i—Hon'!e Pearson correlations, - 0.3
0.2 | nF",'ll":}‘”es —_— — rlé‘,”éﬁ’,'lc indicating relative stability|  ,,
— © — R&L — 4l — Shopping over a week.,
0.1 4— 1 — Sports — @ — Travel - 0.1
— © — US Sites
D,D T T T T T T D,G

Sunday Monday  Tuesday Wednesday Thursday Friday Saturday
Day of Week

FIG. 22. Pearson correlations of matching query frequencies for each category averaged over days in a week.



Temporal Analysis of Query
LogQgs

Pearson
Correlation

0.0 ' ' ' ' 0.0
Sep-Oct Oct-Nov Nov-Dec Dec-Jan Jan-Feb
Month
—®— Auto =——O—=Computing

_._+(E3nt _o_—l:l—Gan?es

overnment Health

Holidays —A— Home
Movies —X=—Music
PF — @ — Pomn

— 9 — R&L — Ml — Shopping

— 4 — Sports — % — Travel

— © — US Sites

FIG. 23. Pearson correlations of matching query frequencies for each category over 6 months.



Outline

S =
[
O
o Categorizing Time-Sensitive Queries
o Spike, Periodicity
o Modeling Query Dynamics
o Burst detection, Time-Series
o Temporal Patterns in User Behavior
o Re-finding, Long-term vs. Short-term

o Temporal Patterns & Search Evaluation
o Predicting Search Satisfaction (SAT)



- Categorizing Query Dynamics

Burst, Periodicity



Categorizing Temporal Queries
]

microsoft update . ab aeterno
10°

o Temporal query .|
classes

[Kulkarni et al., |
WSDM2011] | i

A A 5| A "
3/25 41 4/8 4/15 4122 4/29 5/6 5/13 6/20 5127 '03125 4 /8 415 4122 4129 56 513 5120 527
(a) O spikes (b) 1spike
rihanna dancing with the stars
10° 10°
} 3
107} 107}
10"fJ 107
K
.3}, | A 3L i A
103125 4 a8 4115 4122 4129 56 513 5120 527 '03125 4 /8 4115 4122 4129 56 513 5120 527
(c) Multiple spikes (d) Periodic

Figure 1. Different queries had different numbers of
spikes in query popularity during the study period.



Categorizing Temporal Queries
]

lollapalooza ipad
107 10°
10"
107
107
-‘l i i i -sl i i i
10455 41 4/6 415 4/22 4129 5/6 5113 6/20 5157 10355 4T 4/6 415 4722 4125 516 5113 5/20 5127
(a) Wedge (b) Castle
. tax extension . eanhquake
10 10
107
107 iE%
-5. " i i i 4! " i i i
10475 ai1_ 418 4115 4/22 4125 5/8 513 8120 527 103755 ai1 /8 4115 4722 4129 5/8 513 520 527
(c) Left Sail (d) Right Sail

Figure 2. When a query spiked in popularity, the spike
could occur in a variety of different shapes.



Categorizing Temporal Queries

N
o Bald Britney




Categorizing Temporal Queries

S =
o Ipad Mini

Ot 2012



Categorizing Temporal Queries
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Categorizing Temporal Queries
]

o lran Election




Categorizing Temporal Queries

S =
o Query dynamics

versus content
changes

Table 3. Relationships between query popularity features
and measures of result content change. Significant
differences (p < .05) are shaded.

Changes in TF Changes in Dice
# Spikes Average | Median | Average | Median

0(10%) 526 | [M]L70 | [M]2.04 | [M]I1.15
1(47%) 7.52 295 | [M]3.01 1.80
M (43%) 8.00 | [0]3.47 | [0,1]4.12 [0] 2.54

Shape
Castle (15% ) 7.90 2.67 3.12 2.06
Sail (11%) 9.88 | [W] .07 | [W] 2.24 1.06
Wedge (54%) 758 | [S]3.90 | [S]3.94 2.45

Periodicity

No (88%) 7.23 288 [Y]I319| [Y]1.83
Yes (12%) 9.72 4.44 | [N]498 | [N]3.83

Trend
Down (9%) 11.31 3.08 3.88 2.04
Flat (42%) 7.59 378 |[[UD] 3.83 | [UD] 2.60
Up (36%) 7.53 |[UD] 3.58 |[UD] 3.67 2.28
Up-Down (13%) 7.52 ] [U] 143 |[UF]243 | [F]1.04




Categorizing Temporal Queries
N

o Click entropy vs.
change In intent.

Table 9. Correlation between measures of change in query

intent (fop HR Count, Click Entropy) and change in result
content (Change in TF, Change in Dice). Significant
differences (p < .05) are shaded.

Change in TF Change in Dice
Average | Median | Average | Median
top HR Count -0.16 -0.41 -0.40 -0.35
Click Entropy 0.15 0.48 0.38 0.31

Table 6. Correlation between two measures of change in
query intent, including click entropy and the number of
top rated results. Significant differences (p <.05) are

shaded.
Click Entropy
Average Median
top HR Count -0.28 -0.35

0.14

0.12-

01

0.08 -

0.06-

L RO PR
0_04_‘*'4.' PP e *w"’-d‘_

I I I 1
—+— Click Entropy (scaled by 100)
—+—Normalized Query Frequency

A -+, .
R SV P e P * |

I\ s ] e
f .
J :»‘4-. | J '| |] f p \,
0.02 -4— +":;. At -t e !' !I | E S }H_‘\"R * / ¥ * ek At et =
. * ¥ N7 3 | | SR o ke SR 4 B
Yk ¥ el 1{ L‘L‘ﬂ o
| I | 1 ! ] | | I 1
e an an 4115 7] 129 56 513 6120 527

Figure 4. Normalized query frequency and click entropy
for the query lady gaga.



Outline

o Modeling Query Dynamics
o Burst detection, Time-Series

o Temporal Dynamics of User Behavior
o Re-finding, Long-term vs. Short-term

o Temporal Patterns & Search Evaluation
o Predicting Search Satisfaction (SAT)



- Modeling Query Dynamics

Burst Detection, Time-Series



Burst Detection
]

Halloween
[ I [

—— Data
= NoOving Average
— — Cutoff

W sa Mafndai | | MM/\’Y

Mar Jun Jul Aug Sep Oct oV Dec

Flgure 14: User demand for the query ‘Halloween’
during 2002 and the bursts discovered




Burst Detection

. . there seems something else in life besides time,
something which may conveniently be called “value,"
something which is measured not by minutes or hours
but by intensity, so that when we look at our past it
does not stretch back evenly but piles up into a few
notable pinnacles, and when we look at the future it
seems sometimes a wall, sometimes a cloud,
sometimes a sun, but never a chronological chart —
E.M. Foster




Burst Detection

S
o Bursty and hierarchical structure in streams

[Kleinberg, KDD2002]

o Simple randomized model

m Gap x between messages i and i+1 is distributed according to
the “memoryless” exponential density function f(x) = a*exp(-
ax)

m Expected gap = 1/a (rate)
o A two-state model
= State g0 (low) with a0 and state g1 (high) with al
= The state changes with Pr=p and remains at current state
Pr=(1-p)
m Each state sequence q induces a density function fq over
seguences of gap.



Word

Interval of burst

data 1975 SIGMOD — 1979 SIGMOD
base 1975 SIGMOD — 1981 VLDB
application 1975 SIGMOD — 1982 SIGMOD
bases 1975 SIGMOD — 1982 VLDB
design 1975 SIGMOD — 1985 VLDB
relational 1975 SIGMOD — 1980 VLDB
model 1975 SIGMOD — 1992 VLDB
large 1975 VLDB 1977 VLDB
schema 1975 VLDB 1980 VLDBE
theory 1977 VLDB 1984 SIGMOD
distributed 1977 VLDB 1985 SIGMOD
data 1980 VLDB 1981 VLDB
statistical 1981 VLDB 1984 VLDB
database 1982 SIGMOD — 1987 VLDB
nested 1984 VLDB 1991 VLDB
deductive 1985 VLDB 1994 VLDB

transaction

1987 SIGMOD

1992 S5IGMOD

objects 1987 VLDB 1092 SIGMOD
object-oriented 1987 SIGMOD 1994 VLDB
parallel 1980 VLDB 1096 VLDEBE
object 1900 SIGMOD — 1996 VLDB
mining 1995 VLDB

server 1906 SIGMOD — 2000 VLDBE
sql 1906 VLDE 2000 VLDB
warehouse 1996 VLDBE

similarity 1997 SIGMOD

approximate 1997 VLDBE

web 1908 SIGMOD

indexing 1999 SIGMOD

xml 1999 VLDBE

Figure 4: The 30 bursts of highest weight in B3, using titles of all papers from the database conferences
SIGMOD and VLDEB, 1075-2001.




Burst Clustering

o Burst clustering [Parikh and Sundaresan,
KDD2008]

o Matterhorn: new prod
o Cuestas: limited relea
followed by wide-sprear

_ bitten sopranos
v\ Jun 10 - 16
Jun 8 - 15 \ After Final
' Episode

Launch By
Sarah Jessica

soundwave
Jun 28 - 29
Transformers
Release

ally
Jun 13-28
Diet Pill US Launch

Figure 6 Labeling of Classes. Classes are named based upon
the representative shapes of their centroids. X axis represents
the time axis (day of the year), with burst period at the center.
Y axis shows the relative normalized query frequencies, which
gives an indication of the differences in amplitudes between
burst and non burst periods for each of the 4 classes. ‘bitten’
is a Matterhorn, ‘sopranos’ is a Cuesta, ‘alli’ is a Dogtooth
and ‘soundwave’ is a Hogback kind of burst.



Time-Series
I e

0 A time-series Is a set of discrete or continuous
observations over time.

o Applications
= Data modeling
m Forecast
o Examples
m Sales figures
= Student enrolment
m CO2 rate
= Query popularity



Time-series (Single Exponential

Smoothingz
]

100

- A '\_{M\\.v \_.f{_\‘—'
—m_—x.--“‘-,,—a__,/‘\---._..-—-\i/_-_ - --’_“"\./""F\u'll"‘k \_A'IAL“-"_F-/’ T '\L¥_""‘x\"x--"'1'-,l /x_/_/\/\--’f\-“ﬂ—/\'/x{\// 8o

W

&0

40

20

portland - 0

1 1 | 1 1 1 | 1 1
2010 2011 2012

U = Ayt + (1 — N)¥e—1

o The data points are modeled with a weighted average.

O %/ ¥, f{: Respectively represent actual, smoothed and predicted values at
ime t.

0 A: Smooly, | = g,ant
o Forecast:



Time-Series (Double Exponential
Smoothing)

100
\""-- T —
TN i —t A g0
T “"'——\._\_,-—-.\___\_____,__—.\_\_____,_xx |l|,'l II".
'\a-.*-ﬂ..\q___ln' \ /\- &0
R | 40
—— — — 1 —_ —————————
»»
..: 20
== BlackBerry
0
1 1 1 | 1 1 1 | 1 1 | | | 1 1 1 1 1 1
L1 Aprii Jul 11 Ocril Jan 12 Apriz Jul 1z
I* The last value on the graph is based on partial data and may change. Learn more

g = Aye+ (1 — A1) (Ge—1 + Fi—1)
Fr = Xo(§¢ — Ge—1) + (1 — A2)Feq
o y,y,y: Respectively represent actual, smoothed and predicted values at

time t
o A4, A,: Smoothing constants

o F:Trendy, = g, + F.
o Forecast:



Time-Series (Trends + Seasonality)
N

100
|"| eo
(=11]
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Time-series (Triple Exponential

Smoothing)
-4

Y = Myt — Si—r)+ (1 — A1) (¥t—1 + Ft—1)
Fy = Xyt —9e—1) + (1 — X)) Fi_q
St = A3yt —yt) + (1 — A3)Se—~

M+ A+ A3 =1

0 ¥,y ¥: Respectively represent actual, smoothed and predicted
values at time t

A1, 15, A3 Smoothing constants
F;: Trend factor at time t
S¢. Seasonality factor at time t

T: Length of seasonal cycle
Forecast: t+1 = (Ut + F)St+1—+

O O O O O



Query Frequency

Time-Series

i J w

[ T
I | I | I | I

2006 2007 2008 2009 2010 2011 2012 2013

Figure 4: The black line shows monthly frequency

values for query spring flowers between Sep’06—

Jun’ll. The green curve depicts the predicted val-
ues for the next 24 months (Jul’1l1-Jun’13) based on
triple exponential smoothing. Data from bing.com.




Time-Series Modeling of Queries

_ for Detecting Influenza Eeidemics

o Ginsberg et al. [Nature 2009]

o Time-series models for 50 millions of the most
popular queries

12 T

10

ILI percentage

| | | | T|

2004 2005 2006 2007 2008

(- M2 I ()] o
I

Figure 2: A comparison of model estimates for the Mid-Atlantic Region (black)
against CDC-reported ILI percentages (red), including points over which the
model was fit and validated. A correlation of 0.85 was obtained over 128
points from this region to which the model was fit, while a correlation of 0.96
was obtained over 42 validation points. 95% prediction intervals are indicated.



Time-Series Modeling of Queries

_ for Detecting Influenza EBidemics

o Publicly available ﬁ,)fa\/ ]
historical data from o s a1

theCDCsUS.was . = ~—~

. o | ! !
u S e d to t r a I n t h e ) Week 43 Week47 Week51  Week3  Week7  Week1l  Week1s  Week19
Diata available as of March 3, 2008

models. M )

D T h e d ata Wa.S ! 'a-‘c'eelk 43 "Iu'eelk 47 We elk 51 '\-'u'eék W eék 7 W eell-c il 'I,’-;eelk 15 We elk 19
Data available as of March 31, 2008
matched against the
50 million queries for —
Week 43 Week 47  Week 51 Week 3 Week 7 Week 11 Week 15 Week 19
f' d - t h - t h Data available as of May 12, 2008
I n I n g e O n eS WI Figure 3: ILI percentages estimated by our model (black) and provided by

CDC (red) In the Mid-Atlantic reglon, showing data avallable at four points

th e h I g h eSt In the 2007-2008 Influenza season. Durlng week 5, we detected a sharply

Increasing ILI percentage In the Mid-Atlantic reglon; simllarly, on March 3, our

5 T T T T T T T T

f—— ]

ILI percentage

model Indicated that the peak ILI percentage had been reached during week

CO rre I atl O n . 8, with sharp declines In weeks 9 and 10. Both results were later confirmed by

CDC ILI data.



Classifying Seasonal Queries by Time-

series
]

0 CIaSS|fy|ng seasonal gueries [Shokouhi,

o

o —

- _| o _|
— — w
4y] 7 o ]
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3 B8] 3 37
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Figure 1: The Holt-Winters decomposition of time-series generated from monthly frequencies of “britney
spears” (left), and “us open” (right). The xhat (X) represents the raw monthly data, and is followed by the
decomposed components in each plot. The raw data was collected from Google insight for search.



Periodicity Detection

o Discrete Fourier Transform

2.1 Discrete Fourier Transform. The normalized
Discrete Fourler Transform of a sequence =z{n),n =
0,1...¥ — 11 a sequence of complex numbers X {f):

M1 § 2ar Fore

X(f-‘“f”):ﬁgm(ﬂje_ o, k=01,

=0

LN -1

o Periodogram

2.2.1 Periodogram Suppoas that X 18 the DF'T of
a sequence ©. The periodogram F 12 provided by the
aquared length of each Fourler coefficient:

Blfuw) = X Fuw)|? k=0,1.. [%2]

o Auto-Correlation

ACE), which examines how similar a sequence i3 to its
previous values for different v laga:

ACF(T) = % x(T) zin+ 1)

M

fM ¥

Fourier Coefficients

,«"ﬂ’__“‘x_‘___d_,/__hh\_____f__\"\____ﬁ
___;ff_f___—_—"“m______ﬁ____—k"*——k_____

P T

Figure 1: Reconatruction of a signal from itz first &

Fourler coefficients



Periodicity Detection

o Periodicity N
o the accuracy deteriorates | | lh N | |ﬂ| A | |‘| -
" ' I | |- | | Col |
g)r Ia:geI :oerll(ods ot el o e b e o
(| peC ra ea age 50 100 150 Penwog%nng 250 300 3511
o Auto-Correlation Sl ﬁ
o Automatic discovery of <] W
important peaks Is more et e Mt e
d I'I:I:I C u It T: 10° | lql | | Clrc:ular Aut{:c:c?rrelation | | | :
o Multiplies of the same o ;' Y N N N
basic period also appear WA A S P M WM
as peaks. ‘:;_u T ";":m E—
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h|gh frequency may |00k juicnn graph, bm.ecaus.e it has lower amplitude (even though
less importan i it happens with higher frequency). However, the 7 day

peak is very obvious in the Periodogram.



Periodicity Detection

o Priodogram + Auto-Correlation[Vlachos et al.,
SDM2005]

Method Easy to threshold | Accurate short periods | Accurate large periods | Complexity
Periodogram yes ves no O(NlogN)
Autocorrelation no ves ves O(NlogN)
Combination yes ves ves O(NlogN )

Table 1: Concise comparison of approaches for periodicity detection.

hill
I , .
Sequence Periodogram Autocorrelation /” / Refine Period — Period

Candidate
—_— Lt - - - — — — >
M j\ﬂ]‘w pocs S~ valley
» False Alarm

Periods
Dismiss

Figure 3: Diagram of our methodology (AUTOPERIOD method)



Periodicity Detection
]
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Figure 4: Visual demonstration of our method. Candi-
date periods from the periodogram are verified against
the autocorrelation. Valid periods are further refined
utilizing the autocorrelation information.



Learning to Predict Query

Freguencx
1

o Learning to predict frequency trends from time-
series features [Radinsky et al., WWW2012]

Is Query Periodic?

NO___— T YES
quer-,furllmprffsr;nn_La stvalue urlimpression_quefrancyl <= 29.66
I I
urlimpression_guefrancy_3 <=
_ X =0,
=12 queryurlAVG <= 0.04
—— ]
urlimpression urlimpression urlimpression quefrancyl0 <=
quefrancy5 <= 5.76: quefrancy_5 » 5.76: Hfz
Local Trend (Eq. 4) smoothing (Eq. 3)

Cuery Period <= 130
¥
URL Peaks AVG<= 0

A - o
CQuery Period <= 126:| | Query Pariod = 126:
Smoothing (Eqg. 3) Periodic (Eq. 5)

Figure 10: A part of the learned dynamic model.



Outline

o Temporal Patterns in User Behavior
o Re-finding, Long-term vs. Short-term

o Temporal Patterns & Search Evaluation
o Predicting Search Satisfaction (SAT)



Long/Short History, Re-finding & Re-ranking



Long-term history

o Richardson [TWEB2008]

o Query effects are long-lasting.
m Users can be distinguished from their past queries
o Long-lasting effects are useful for studying
= Topic hierarchies
= Temporal evolution of queries.
o Learning from common similar trends in histories Is
useful

= E.g. relationship between medical condition and potential
causes.



Long-term history

N
o Example

o The medical use of caffeine for migraine is common.

o Migraine is highly correlated with caffeine in users
search histories.

Table I. Dependen ¢y Score for Selected
Terms vs. “Migraine”

Term dePmigrainel@) (x107°)
coffee 7.4
tea 8.2
coffee maker 10.1
caffeine 22.3
magnesium 24.7
o Baseball: Beer dog 55
free 2.3

o Ski: Wine



Long-term history

]
o Comparing users by their long history

—e—restaurant —mortgage 4 carabiner

14

) 4

1.2

0.8 Y
=\ A

0.6

KL-Divergence (bits)

0.4

y
0.2 :

D T T T T
0.01 0.1 1 10 100

Days away from query

Fig. 2. KL-Divergence between users who issued a given query and the general user population.
The divergence decreases over many days, and remains nonzero even months after the query.



Long-term history

S =
o Temporal evolution of information needs

Table IT. Queries Correlated with "Mortgage” Cver Time (These change dramatically as
the query iz farther away in time. The ugers’ interests move from mortgage bazics to
property gearching to insurance and taxes, to furnizhings, to poolg and patios, Here we give

the top 40 terms that did not show up in the previons time period),

Time Period

0-50 min 1-Tdays T804 g20-204d 20-385d
mortgage realtors| 1l kEohlz patio
mortage oW ner azaociates bath harbor
mortgage homes insurance overatock outdoor
caleulator mlz lowes barn replacement
mortgages remax notary 2ears poolz
lenders property depot linens hampton
calculators financial =avings beyond lawn
countrywide appraizers conatruction Emart aenterprize
omac builders eordo pottery yimca
refinance prudential business walmart vehicle
rates willow gecretary outlet aupply
interaat bankruptey furniture coatoo resorta
broker real allztate target lake
lending kEellar colm panies pier v
lender properties contractors bed walgreens
payment agresment coet orill newport
loan apprajzals reverse kitchen lam ber
Amro residantial federal zhield ozl
gl leaze aale macys authority
brokers county honzing vacations concrete
abn modular ATILIIOTE | zouthwest | wehicles




Long-term history

S =
o Generating topic hierarchies.

o Long-term history could be more effective than
short-term history for generating topics

Table IV, Topic Clugters for "Carabiner”, Using Queries More than 20 Davs Before
or After the Original Query. (Shown are the top terma related to carabiner for
warions values of the smoothing parameter, x. The terms within a given smoothing
value tend to belong to the game topic and level of generality)

m Termsa

1k mammut, petzl, botach, kydex, clevis, extrication, trijicon, webbing,
eotech, aimpoint, gportiva, utilize, hoker, gurefire, aiming, coolmazx,
acarpa, 5411, nomex, armament

Table V. Topic Clugters for "Carabiner”, Uszing Within-seszion Queries. (e, queries that ocourred
within half an houar of the original carabiner query. Shown are the top terms related to carabiner
for varions values of the smoothing parameter, m. Unlike IV, which uzed queries from a broader

time period, we do not gee the game topic generalization az the smoothing parameter increazes.)

m Terms

1k carabiners, caribiner, carbiner, carabeaner, caribener, carabineer, carabener,
carabeener, caribeaner, caribinerg, karabiner, carabina, hiner, screwgats,
caribeener, carabine, carrabiner, carabiener, carabeners, carribeaner




Long-term history
]

o Temporal querying behaviour.
o Do men buy the ring first or figure out how to

[P o )

THE
PROPOSAL

HERE COMES THE BRIBE..

f r:‘
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Long-term history

N
o Temporal querying behaviour.

—resume " Mmoving

1.8

i
1.4 /
/

Liftin Probability

1.2
1 M / / V\\AV\‘\/\/\,\/

0.8 M \mee

0.6

0.4 | I . . '
-300 -200 -100 0 100 200 300

Days Since Query for "interview"

Fig. 4. S(8) (lift in probability) for the queries “resume” and “moving” given the reference query
“interview”. People begin looking for information on resumes up to 100 days before the interview
query; most look immediately before. Users become significantly more interested in moving infor-
mation after the interview query.



Long-term history

]
o Temporal querying behaviour.
—tax —salary
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Long-term history

N
o Temporal querying behaviour.

Irec
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Liftin Probability
»

I o —_— — Table VII. KL-Divergence for Temporal

03 Distribution of Various Terms Relative to
' the Query “Interview”

06 Term KL-Diversence (x1072)
0.4 . . . ; . resume 5.67
-300 -200 -100 0 100 200 300 tax 3.12
Days Since Query for "interview" moving 2.21
i Ate 11 lated “frea” flat li salary 2.0
Fig. 6. mporally unrelated query, (“free”), appears as a flat line. Free 014




Re-finding
!

o Traces on query logs of 114 anonymous users
[Teevan et al. SIGIR'07]
o Up to 40% re-finding

o Large-scale log analysis [Tyler & Teevan
WSDM2010]
o 30% of single-click Queries
o 5% of multi-click queries

o 66% of re-finding queries are previous queries for
later re-findings

o 48% of re-findings happens within a single session



Re-finding
S =

o Predicting personal navigation [Teevan et al.
WSDM1. "

1.00 - _ 4
.: - 3.5
095 4 -
. o
L 25
2 | =
S 090 4 " L, E
[ ] - 3
L] . 9
= . L 1.5 E
0.85 - Accuracy | 1 &
-i. sassvae To‘tal
- 0.5
0.80 , -...‘l.lanol- ....... psssas 0
0 5 10 15 20

Same (user, query) Obsenvations in Test Period

Figure 2. The accuracy of the personal navigation
prediction as a function of how often the individual has
used the same query for personal navigation.



Re-finding & Re-Ranking
S =

o Predicting personal navigation [Teevan et al.
WSDM*2

Personal Navigation Prediction Algorithm
1. Given a query ; 1ssued by a user,
2. Belect the two most recent queries (g, and g,.5) from the
user’ s history such that:
- G =g and gz =g, and
- |urls chickedig. ) | = 0, and
- |urls chickedig, ) | = O,
3. Predict the user will click & € {urls clicked(g, )} iff:
- g adl and g o# Ardl, and

- |urls clhickedig, ) Uurls clicked(g, 20 | =1.

Figure 1. The personal navigation prediction algorithm. A
personal navigation query is one that vwas used tofind a
particular site the past two times it was issued by the user.



Re-finding & Re-Ranking
S =

o Personal level re-finding [Dou et al.,
WWW2007]

o #previous clicks on query-url pairs
o #previous click on urls from the same topic

o Re-ranking most effective on comment web
search queries with high-entropy click distribution.

o Using both short-term and long-term contexts is
better than using one of them alone.



Long-term vs. Short-term
N

o Long vs. Short for search personalization
[Bennett et al. SIGIR2012]

Current guery (to be personalized) —3

Aggregate

Past — Time — Present

Figure 1. An illustration of how we create profiles from recent
(Session), past (Historic), or a combination (Aggregare).




Long-term vs. Short-term
]

o Long-term gains are generally higher

al

Session  Historic Aggregate Union

—

1

o o o O
O N R O ™

MAP Change
from Baseline

Figure 4. Average change in MAP from baseline ranker MAP



Long-term vs. Short-term
]

o Long-term features are more effective for
personalization early in the session

—

o o 0.8 il I I B
£ .5 B Session
2306 I -
o8 W Historic
o ¢ 0.4 - “mAggregate
= ,,E 02 - —“Union

D 1 1 1 1 1

1 2 3 4 5 >=6

Query Position in Session
Figure 3. Avg. change in MAP by position of query in session.



Cross-Device Search
]

0 People frequently search cross-device (15%
about continuous task) [Wang et al.
WSDM2013]

italian
fine dining in  restaurants
ceattle, wa in seattle barolo menu

restaurants
I I I I | I I I I * I |
I I I I | I I | | I | |
4 8 4] 7 a8 9 10 11 1z 13 14 15 16 17 15 19 20

1 22 #3 24
Mo activity M Search on Mohile M Search on Desktop

Figure 1. Search activities on mobile and desldop of a fictitioususer over the course of a single day. Numbers denote hours from midnight.
(ueries of interest {relevant to the hody of the paper) areincluded abhove the fisure for reference.



Cross-Device Search
I e

Count of switches
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Figure 2. Time interval distribution of same-guery switches.
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Figure 3. Time interval distribution of different-query switches.
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Outline

o Temporal Dynamics of User Behavior for
Evaluation

o Predicting Search Satisfaction (SAT)



Predicting Search Satisfaction & Click
Modeling



Search Difficulty vs. Task Time

N
o 179 participants [Aula et al. CHI2010]
o Difficult tasks take longer

All Successful | Unsuccessful

tasks tasks tasks
Average time | 223.9 176.2 384.6
on task (2.36) 224 (3.52)
Average 4.77 4.66 5.13
number of (0.029) (0.030) (0.027)
query
terms/query
Average 6.71 498 12.41
number of (0.098) (0.070) (0.098)
queries/task
Proportion of | 0.074 0.056 0.133
queries with (0.0024) | (0.0046) (0.0038)
advanced
operators
(l.+3’ f._!=
‘AND’, ‘OR’,
& : !)
Proportion of | 0.047 0.043 0.060
queries with (0.0020) | (0.0047) (0.0025)
question

Table 1. Descriptive statistics for all tasks and
separately for successful and unsuccessful tasks.
Values are means (1 std error in brackets).



Search Difficulty vs. Task Time

S =
o More time spent for difficult tasks

]

: i mm Successful
0.9 ., \H®  Unsuccessful

0.8 3
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Location of Longest Query

L 20
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0.2 T A T

Proportion Successful

Mean Max

Figure 3. Graph on the left shows the location of the longest query in the search session as a function of the proportion of
participants who were successful in the task. Graph on the right shows the mean and maximum time users spent on the
search result page in successful and unsuccessful tasks.



Search Difficulty vs. Task Time

S =
o More time spent on SERP for difficult tasks
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Figured. Graph on the left shows the proportion of total task time the users spent on the search result page as a function

of task success.



Implicit Measures for evaluation

N
o Fox et al. [TOIS2005] compared several
implicit signals.

o Such signals (e.g. SAT-Clicks) are particularly
useful for training personalized rankers

Table 2: Result-Level Implicit Measures

Result Level Measure Description

Time Time spent on a page is represented with two
Difference in Seconds different measures. Difference in seconds is time
Duration in Seconds from when the user left the results list to the time

they returned. Duration in seconds is the subset of
the above time during which the page was in focus.
Scrolled, Scrolling Count, Average Seconds Each time a user scrolled down the page a *scrolled’
Between Scroll, Total Scroll Time, Maximum Scroll | event was logged, along with the percentage of the
page that the user moved within that scroll and a
timestamp.

Time To First Click, Time To First Scroll Initial activity times. Time to first click and first
scroll.




Implicit Measures for evaluation

o SAT-Prediction accuracy based on result-level
features.

Evaluate the result that you just visited:
FoaEhall Terswie: Evaluate your previous search for:

Irish football jerseys

® lhked k.
() It was interesting, but T need more information. (® [ was satisfied with the search.
O 1didn like it (O 1 was partially satisfied with the search,

(O 1 was not satishied with the search.
(O 1did not get a chance to evaluate it {broken link, foreign language, ).

—— s ]

Table 5: Result-Level Predictions using Bayesian model

Levels SAT PSAT DSATs Accuracy
Predict SAT 172 53 20 70%
Predict PSAT 67 01 36 47%
Predict DSAT 39 86 134 52%




Implicit Measures for evaluation

S
o Dwell time is positively correlated with SAT.

70

Frequency
iy a ()]
o o o

w
o

Mo
-]

—
o

| ‘ Hr TR,

1 21 41 61 81 101 121 141 161 181 201 221 241 261 281

Difference in Seconds



Implicit Measures for evaluation

o Time to first click for SAT prediction [Hassan et
al., CIKM2011]

=—t==Sat Model =#= Number of Successful Clicks --«:- Time to First Click

Precision (SAT)
=
~J

0.4

T T T T T T T T T 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Recall (SAT)

Figure 1: Precision Recall Graph for the SAT Class.



Implicit Measures for evaluation

o Time to first click for DSAT prediction [Hassan
et al., CIKM2011]

=4==Sat Model =B= Number of Successful Clicks «-«+« Time to First Click

1
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Figure 2: Precision Recall Graph for the DSAT
Class.
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Spatio-temporal and Socio-temporal Trends

WSDM 2013 Tutorial



Schedule

S =
o Introduction (9:00-9:15)
o Modeling Dynamics

11:30-13:00 Spatio-temporal analysis [Fernando]
Methods for evaluation

Lunch (13:00-14:30)

Applications to Information Retrieval

o 14:30-15:45 Temporal NLP [Kira]

o News event prediction

o 15:45-16:00 Break

o 16:00-17:45 Time-sensitive search [Yi]

o Time-sensitive recommendations [Anlei]

o Wrap-Up (17:45-18:00)






Information Exist in Context

S =
o temporal
o does the document refer to a specific time?
o does the information need refer to a specific time?
0 geographic
o does the document refer to a specific location?
o does the information need refer to a specific location?
o social

o does the document refer to a specific group of
people?

o does the information need refer to a specific group of
people?

O many, many others



Multidimensional Modeling

N
0 Spatiotemporal

o appropriate when we suspect both temporal and
geographic salience.

0 Sociotemporal

o appropriate when we suspect both temporal and
social salience.



Spatiotemporal Modeling

o Goal: study the ability to capture spatial and
temporal aspects for topics.

o Approach: study the ability to capture spatial
and temporal aspects for spatiotemporally
acute events.

o simplifies the task to topics likely to exhibit
capturable behavior.

o many spatiotemporally acute events receive a lot
of query and document volume (e.g. natural
disasters).
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Thanksgiving

Christmas Through New Year's Day

black eyed peas
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Thanksgiving: Turkey

Min® 2 SGR¥ Max: £.922%



Thanksgiving: Millionaire Pie

Min: (% Max' D.113%



Thanksgiving: Frog Eye Salad

&

Min® 0% Max' N 4R5%



Christmas: Ham

Min® 2 RS5% Max: §.02%



Christmas: Funeral Potatoes

Min® 0% Max' N.522%



Christmas: Tamale

Min® 0% Mayx' 0N.79%



Spatiotemporal Modeling Case

Studies
T e

0 News: exploit text-based production to model
topics over space and time.

0 Queries: exploit text-based demand to model
topics over space and time.

o Images: exploit image metadata production to
model topics over space and time.



Why experiment with news?

N
o News articles often focus on temporally acute
events.
o natural disaster updates
o political coverage

o News corpora are easy to deal with
o avallability (e.g. online, LDC)
o standardized (e.g. LDC corpora, Reuters)
o clean, journalistic language
o reliable timestamps



Temporal Sensitivity of News
Interest

o
=

Fraction of items
o
w

0.2
0.1
% > 4 6 8
Day

news (blue), social media (red), and query volume (green) for 2010 New York tornat
[Yom-Tov and Diaz 2011



Geographic Sensitivity of News

Interest
T e

Event Queries News Twitter
oOdN bruno -0.97/ -0.97/ -0.97/
New York -0.86 -0.95 -0.90
Alaska -0.69 -0.91 -0.52

Spearman correlation between physical distance and the fraction of
media items and relevant queries, for each of the three events. All
correlations are statistically significant at p < 0.05.

[Yom-Tov and Diaz 2011



Modeling Spatiotemporal News

N
o Assume that words in an article are sampled
from two underlying distributions,

o a background language model: represents word
usage common across time and geography (e.qg.
determiners, pronouns).

o a spatiotemporal theme model: represents word
usage specific to a time and place (i.e. an event).

[Mei et al. 2006]



Modeling Spatiotemporal News
]

Spatiotemporal Context Document d at
Time = ¢; Location =/ time 7 and location /

_ Gl

Background 1-%, l

(o —t 50

P(w|B5)

[Mei et al. 2006]



Modeling Spatiotemporal News
N

p(wld,t,1) = Xo p(w|fp) +A1 > p(w]6;)p(0;1d) +X2 Y p(w|6;)p(6;]t,1)

background 321 321

7
" "

document text document time and location

7

p(wl|f;) spatiotemporal language model
p(f;|d) probability of language model given document text
p(0;|t,l) probability of language model given document time and location

A; Mmixing weights

notation modified for clarity.
[Mei et al. 2006]



Modeling Spatiotemporal News

o Model parameters

o background model: maximum likelihood estimate
from corpus.

> qec c(w,d)
0r) —
Pelon) == S o cw d
o ...Ssimilar for document model.

o theme model: estimated my expectation
maximization.

[Mei et al. 2006]



Modeling Spatiotemporal News

| Theme 1 | Theme 2 Theme 3 | Theme 4 | Theme 5 | Theme 6
| Government Response | New Orleans Oil Price | Praying and Blessing | Aid and Donation | Personal Life
bush 0.0716374 city 0.0633899 price 0.0772064 god 0.141807 donate 0.120228 i 0.405526
president 0.0610942 orleans 0.0540974 o0il 0.0643189 pray 0.047029 relief 0.0769788 my 0.11688
federal 0.0514114 new 0.034188 gas 0.0453731

govern 0.0476977

louisiana 0.0234546

prayer 0.0417175

red 0.0702266

me 0.0601333

fema 0.0474692

increase 0.0209058

love 0.0307544

cross 0.0651472

administrate 0.0233903

flood 0.0227215
evacuate 0.0211225

product 0.0202912

life 0.025797

help 0.0507348

am 0.0291511
think 0.0150206

response 0.0208351

fuel 0.0188067

bless 0.025475

victim 0.0360877

brown 0.0199573

storm 0.01771328
resident 0.0168828

company 0.0181833

lord 0.0177097

organize 0.0220194

feel 0.0123928
know 0.0114889

blame 0.0170033

energy 0.0179985

jesus 0.0162096

effort 0.0207279

governor 0.0142153

center 0.0165427
rescue 0.0128347

market 0.0167884
gasoline 0.0123526

will 0.0139161

fund 0.0195033

something 0.00774544
guess 0.00748368

faith 0.0120621

volunteer 0.0194967

myself 0.00687533

themes extracted from blog posts about Hurricane Katrina.

[Mei et al. 2006]



Modeling Spatiotemporal News
N

—B&— Florida

0.8f —*— Louisiana
—x— Texas
0.7t —©- Washington
0.6F
=05
o
o 0.4
0.3
0.2+
0.1
O R 52— | | \?:‘2
09113 ~  09/20 09/27 ~ 10/03

Time

“storm” theme broken down by state.

[Mei et al. 2006]



News Open Questions

o Task: how can this information be used for
Information access tasks?

o Granularity: how can we model small
scale/"tail” events underrepresented in the
national news?



Why experiment with queries?

o Queries sometimes focus on temporally acute
events.

o natural disaster queries
o Temporally acute queries are important

o information need is urgent
o high-visibility failure



Modeling Spatiotemporal

Queries
]

12

10

ILI percentage

! [ St~ o)
2007 2008

| |
2004 2005 2006

o NN OO
T

Figure 2: A comparison of model estimates for the Mid-Atlantic Region (black)
against CDC-reported ILI percentages (red), including points over which the
model was fit and validated. A correlation of 0.85 was obtained over 128
points from this region to which the model was fit, while a correlation of 0.96
was obtained over 42 validation points. 95% prediction intervals are indicated.

[Ginsberg et al. 2009]



Modeling Spatiotemporal
ueries
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[Carneiro and Mylonakis 2009]



Modeling Spatiotemporal

Queries
- :

[Carneiro and Mylonakis 2009]



Modeling Spatiotemporal

Queries
]

p(qll) = Cd™"

user location

distance between user location and query center

height of peak at query center

o O o —

decay from query center

[Backstrom et al. 2009]



Modeling Spatiotemporal
__ Queries
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[Backstrom et al. 2009]



Modeling Spatiotemporal
Queries

Smoothed
query-center path

Actual path of
storm’s center

[Backstrom et al. 2009]



Modeling Spatiotemporal

Queries
]
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[Backstrom et al. 2009]



News Open Questions

o Task: how can this information be used for
Information access tasks?

o Granularity: how can we model small
scale/"tall” events underrepresented in query
logs?

o More dimensions: what other dimensions can
be incorporated from query logs?



Why experiment with images?
S =

o Photographs are taken at a specific time and
nlace, often with keyword tags.
o Photograph corpora are easy to deal with

o photographs exist in volume (people like to take
pictures)

o photographs have precise spatiotemporal data

o photographs are manually tagged (“the food is
bad but the portions are large”)




Modeling Spatiotemporal

Images
1

Problem definition:
can time and place semantics for a tag be
derived from the tag’s location and time usage
distribution?

[Rattenbury et al. 2007]



Modeling Spatiotemporal

Images
1

o Short tags can often be
attributed to the photo place
or event.

o place tag: expected to
exhibit significant spatial
patterns.

0 event tag: expected to
exhibit significant temporal #wsdm2013 #rome
patterns.

o “significant pattern” refers to
a burst of activity in space or
time. [Rattenbury et al. 2007]




Subtasks

1. scale specification: at what granularity
should we look for patterns?
o time: seconds? minutes? days?
o space: neighborhood? city? state?
2. segment specification: how do we partition
the dimension for analysis?

o time: uniform segments? volume-weighted?
consider diurnal patterns?

o space: uniform grid? political boundaries (e.qg.
urban, state)?

[Rattenbury et al. 2007]



Subtasks

3. significance testing: is the behavior in this
segment different from behavior outside of
the segment?

o time: compare to before and after? previous
day? week? month? year?

o space. compare to all surrounding? similar
City?
2. determine event scale: how do we
aggregate granular results to larger scales?
o unsmoothed estimate?

o repeat process for multiple scales?
[Rattenbury et al. 2007]



Experiments
S =

[

public photograph datasets (e.g. Flickr) often
Include rich space and time metadata.

manually judge the events and locations
referred to by tags.

oredict whether a tag refers to an event or
ocation, compute precision and recall of
abels in ranked list of tags.

[Rattenbury et al. 2007]



Modeling Spatiotemporal

Images
1

Precision vs. Recall for Place ldentification
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[Rattenbury et al. 2007]



Modeling Spatiotemporal Images

T e
Precision vs. Recall for Event Identification

1 T T I
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[Rattenbury et al. 2007]



Detecting Periodic Events In
Spatiotemporal Images

Auney
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[Chen and Roy 2009]



Detecting Periodic Events In
Spatiotemporal Images

Periodic Event Tags housewarming, bigbear, skysinger, indigogirls, deathvalleynationalpark, legionofdoom, westtexas, califor-
niaadventure, ames, samantha, dealsgap, grandam, bymiketravis, detourart, adamhubenig, chincoteague,
nights, paragliding, leavenworth, thebigapple

Aperiodic Event Tags bourbonstreet, nueva, theindigogirls, portage, mountdesertisland, tueam, threatdottv, shores, sams, ska,
sebastian, boone, dnalounge, greatscott, worldinferno, dawnanddrew, delraybeach, doorcounty, ig, south-
padreisland

Table 2: Top 20 event tags detected by SI, where tags in bold are true positives. Tag grandam refers to the
car racing event. Tag nights is related to the event of Hollywood nights.

[Chen and Roy 2009]



Image Open Questions

o Task: how can this information be used for
Information access tasks?

o Granularity: how can we model small
scale/"tail” events underrepresented In
Images?

o More dimensions: what other dimensions can
be incorporated from images?



Sociotemporal Modeling

o Goal: study the ability to capture social and
temporal aspects for topics.

o Approach: study the ability to capture spatial
and temporal aspects for sociotemporally
acute events.

o often includes spatiotemporally acute events

(news—especially if unexpected—attracts
attention)

o also includes completely virtual events (e.g.
‘memes’)



Sociotemporal Modeling Case

Studies
T e

o Video Sharing: users often watch and
promote videos over social networks (e.g.
emalill, instant messaging, microblogs).

o Information Seeking During Disaster: users
often query for information about a disaster if
soclal contacts are affected.



Types of Sociotemporal Topics

N
o Exogenous Critical: topic is propagated
throughout the social network by an external
stimulus (e.g. earthquake).

o Endogenous Critical: topic Is propagated
throughout the social network without external
stimulus (e.g. lolcats).

o Exogenous Subcritical: topic does not
spread despite external stimulus (e.g. car
accident).

o Endogenous Subcritical: topic does not
spread and is not externally stimulated.

[Crane and Sornette 2008]



Sociotemporal Dynamics of Video

Shaﬂng
]

o Corpus: time stamped view information from a
video-sharing site.

0 Research Question: does the viewing
Information suggest an underlying epidemic
model?

[Crane and Sornette 2008]



Types of Sociotemporal

Endogenous

Exogenous

Views per day

Views per day

Behavior
1

Sub-Critical

Time

Decay Exponent

- 1+6

Peak Fraction, F

1t

Time

Critical

Views per day

Decay Exponent

B 1-20

Peak Fraction, F

Views per day

Time

[Crane and Sornette 2008]



Behavior
1

Types of Sociotemporal

subcritical crictical

endogenous n(t) [t — |20

exogenous | (t —t.)~U+0) (¢ —¢,)0~1

[Crane and Sornette 2008]
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Sociotemporal Dynamics of Video

Shaﬂng
]

0 Evidence supports hypothesis of an epidemic
Process.

o No explicit signhals of epidemic processes.

[Crane and Sornette 2008]



CrisIS
]

Information Seeking During

o Hypothesis: users with friends in areas
affected by a crisis event are more likely to
seek information about that event than those

with no friends In those areas.

o Test: Does personalizing ranking by local
connections improve retrieval?

[Yom-Tov and Diaz 2010]



Crisis Interest and Social
Connections

Fraction of queries
2

0.03
0.02
0.01f 5 °
o 1 2 8 4 5 6 7 8 9 10

Number of local friends

[Yom-Tov and Diaz 2010]



Soclal Contacts and Relevance

During Crisis
]

MAP P@10
Both Physical Social No Both Physical Social No
San Bruno 0.693 0.692 0.716 0.607 0.234 0.234 0.236 0.228
New York 0.804 0.794 0.788 0.764 0.148 0.148  0.148 0.145
Alaska 0.889 0.886  0.898 0.831 0.167 0.167 0.168 0.167

[Yom-Tov and Diaz 2010]



Multidimensional Modeling Open

guestions
]

0 Formal Models

o no general model capturing spatial, social, and
temporal data.

o Tasks

o need to develop/understand tasks for which
multidimensional modeling is important.

o Corpora

o need to develop standard corpora for
sociotemporal modeling.



- Methods for Evaluation






Time-Sensitive Tasks

N
o Web Search
o Topic Detection and Tracking (TDT)
o TREC 2011-2013 Microblog Track
o TREC 2013 Temporal Summarization Track




Web Search

o Task: Given a query, provide a ranked list of
documents satisfying the user’s information
need.

o Approach: Collect relevance judgments and
evaluate with a judgment-based metric



Normalized Discounted Cumulative

Gam‘NDCGz
]

n

1 29 — 1

NDCG) = —
b2y logy(i+1)

y vector of document gains
n rank cutoft

Z, hormalizer

[Jarvelin and Kekalainen 2002]



Web Search

o Task: Given a query, provide a ranked list of
documents satisfying the user’s information
need.

o Approach: Collect relevance judgments and
evaluate with a judgment-based metric

o Problem: For time-sensitive information
needs, satisfaction may include more than
topical relevance.

o Solution 1: Introduce independent, time-
sensitive judgments.



Time-Sensitive Gains

yi relevance [Jarvelin and Kekalainen 2002]

yt freshness [Dong et al. 2010; Dai et al. 2011]
y> staleness [Dong et al. 2010]

v =vyR + (1 —9)y" combined [Dai et al. 2011]

yi=y" —y demotion [Dong et al. 2010]



Web Search

o Task: Given a query, provide a ranked list of
documents satisfying the user’s information
need.

o Approach: Collect relevance judgments and
evaluate with a judgment-based metric

o Problem: For time-sensitive information
needs, satisfaction may include more than
topical relevance.

o Solution 2: Rely on implicit behavior (e.g.
user clicks) to capture combined target.

[Wang et al. 2012]



Open Questions

o Query sampling: how to select queries likely
to have temporal intent?

o Judge quality: how to select topics which are
still in the judges "memory™?



Topic Detection and Tracking

o Topic Tracking: Keep track of stories similar
to a set of example stories.

o Topic Detection: Build clusters of stories that
discuss the same topic.

o First Story Detection: Detect if a story is the
first story of a new, unknown topic.

[Allan 2002]



Evaluation
]

Detection-Error Tradeoff

Reference Annotation

Target Non-Target
System YES (a Target) Correct False Alarm
Response  NO (Not a Target) | Missed Correct
Detection

[Allan 2002]



Detection Cost
S

Cdet — CmisstissPtarget + CFAPFA(1 - Ptarget)

#1miss
Pmiss —
H#target
b #FA
A #nontarget

Couiss  cost of a miss

Cra cost of a false alarm

[Allan 2002]



Detection-Error Curve
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[Allan 2002]



TREC Microblog

S
0 Retrospective search of a microblog corpus
(Twitter).
o Topic definition
o title: short keyword-style query
o description: longer explanation of intent
o time: time at which the query should be issued

0 Evaluation

o topical relevance labels

o use classic ad hoc metrics with predicted-relevant
documents in reverse chronological order

[Soboroff et al. 2012]



TREC Microblog

N
o Online filtering of a microblog corpus (Twitter).
o Topic definition
o title: short keyword-style query

o description: longer explanation of intent

o time range: times during which the filtering should
occur

o Evaluation
o topical relevance labels

o use classic filtering metrics with predicted-
relevant documents

[TREC Microblog 2012 Guidelines]



TREC 2013 Temporal

_ Summarization Track
e

0 Sequential Update Summarization:
broadcast useful, new, and timely sentence-
length updates about a developing event.

o Value Tracking: can track the value of
Important event-related attributes (e.g. number
of fatalities, financial impact).



Track Goals

o to develop algorithms which detect sub-events
with low latency.

0 to develop algorithms which minimize redundant
information in unexpected news events.

o to model information reliability in the presence of
a dynamic corpus.

0 to understand and address the sensitivity of text
summarization algorithms in an online, sequential
setting.

o to understand and address the sensitivity of
iInformation extraction algorithms in dynamic
settings.



Summarization
]

Seqguential Update

0 corpus: stream of documents
o Input: tracking query, event onset time

o output: relevant, novel, and timely text
updates

o target: gold standard, time-stamped updates



Seqguential Update
___Summarization

wikipedia

L. /1 /1
revisions I

Output [ [

A
e
oput | 4 | |4 | | @ . i




Corpus

S
0 desired properties
o timestamped documents
o topically relevant
o diverse



Input
S

o ~10 large events occurring in timespan of
cCorpus

0 <event onset time, keyword query>
0 <event onset time, first wikipedia revision>



2011 Tohoku earthquake and tsunami

An earthquake occured on 30 km (B0 miles) E of Sendai, Honshu, Japan. The earthquake
possible to create regional tsunami on the zone.



Output

o timestamp of the system decision, not
necessarily the the source document

0 1d of sentence detected in the annotated
COrpus

0 support
o id of supporting document(s)



Gold Standard Output

0 huggets semi-automatically derived from
wikipedia revision history.



Evaluation

0 precision: fraction of system updates that
match any Gold Standard update.

o recall: fraction of Gold Standard updates that
are matches by the system.

o nhovelty: fraction of system updates which did
not match the same Gold Standard update.

o timeliness: difference between the system
update time and the matched Gold Standard
update time.



Value Tracking

S =
0 corpus: stream of documents

o Input: tracking query, event onset time,
attribute type

o output: running estimate of retrospective
attribute value

o target: gold standard, retrospective attribute
value



Value Tracking
S =

A
@® output
value = retrospective target
o
®
o
—
o
o

time



Input
S =
o0 ~10 large events shared with Task 1

o attributes
o fatalities
o financial impact

0 <event onset time, keyword query, attribute
type>



Output

0 estimate
o extractive
o generative

O support
o id of supporting document(s)



Gold Standard Output

N
o can be extracted from wikipedia infoboxes



Evaluation

o cumulative error rate from event onset to the
end of the stream.



Research Problems

o Errors in editorial data
o older topics are harder to reliable evaluate

o Simulating historic system state

o need to “rewind the corpus” to the simulate the
state of the index at retrieval/decision-making
time

o need to “rewind external information” to prevent
“signals from the future”



Schedule

S =
o Introduction (9:00-9:15)

o Modeling Dynamics
(m]

o Lunch (13:00-14:30)

o Applications to Information Retrieval

o 14:30-15:45 Temporal NLP [Kira]

O News event prediction

o 15:45-16:00 Break

o 16:00-17:45 Time-sensitive search [Yi]

O Time-sensitive recommendations [Anlei]
Wrap-Up (17:45-18:00)

O



buon appetito



Temporal NLP & News Prediction

WSDM 2013 Tutorial



Outline

S
o Temporal Language Models
o Temporal Word Representation
o Temporal Document Representation
o Temporal Topics Representation
o Temporal Information Extraction

o Future Event Prediction from News
o Future Event Retrieval from text
o Future Event Retrieval from query stream
o Future Event Retrieval from social media
o Temporal Summarization
o Single Timeline
o Multiple Timeline



Outline

o Temporal Language Models
o Temporal Word Representation
o Temporal Document Representation
o Temporal Topics Representation



Words Over Time

]
Moar W peace Words Correlate Since 1800

1800 1810 1820 1830 1840 1850 1860 1870 1880 1890 1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000
1805 1815 1825 1835 1845 1855 1865 1875 1885 1895 1905 1915 1925 1935 1945 1955 1965 1975 1985 1995

Mool W ot Words Don’t Correlate Before 1970

e e e N M\

1900 1902 1904 1906 1908 1910 1912 1914 1916 1918 1920 1922 1924 1926 1928 1930 1932 1934 1936 1938 1940 1942 1944 1946 1948 1950 1952 1954 1956 1958 1960 1962 1964 1966 1968 1970

Misreel M ooy Words Correlate After1970

1970 1971 1972 1973 1974 19756 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000



Words Over Time (Temporal
Correlation)

1 _
1. Temporal representation of text

E’V\/\m: Extend static
Represent representation

a word using its with temporal
query volume dynamics

2. Temporal text-similarity

m Method for computing

semantic relatedness

Cross using the temporal
{’\r\/\m, Correlation {’\r\/\m, representation

Or

DTW

Steve Chien, Nicole Immorlica: Semantic similarity between search engine queries using temporal correlation. WWW 2005: 2-11



Temporal Correlation Methods (1):
Dynamic time warping (DTW)
S =

ﬁM

1 I n
m| o oD,
[ ) B
[ )
[ )
[
[ )
[ )
] [ )
h p:
[ )
[
[ )
[ )
®
1[p o0

Time Series B

Time-weighted distance between 4
and B:

D(4, B) = Zd(pt)-w(t)

d(p,): distance between i, and |,

w(t) > 0: weighting coefficient
(with decay over time)

Best alignment path between 4
and B:

Py = argmin(D(1, ®)).




Temporal Correlation Methods (2):

Cross correlation

\ N

Time-weighted distance between 4
and B:

D(A,B)= Y wt)z(t)y(t—s)

s=0,%1,%2, ..
w(t) > 0: weighting coefficient
(with decay over time)

Best alignment path between 4
and B:

Po=9MIN(D(1, 3)).




Words Over Time (TSA)

1 _
1. Temporal representation of text

- Wikipedia @
Word Concepts Extend static
i i representation
Represent with temporal
words as ﬁ ﬁ dynamics
concept

vectors

2. Temporal text-similarity
m Method for computing
semantic relatedness
I <10

N
O| > bkeo Cross

using the temporal
Correlation representation
Or
Ol > s DTW & <|0

Kira Radinsky, Eugene Agichtein, Evgeniy Gabrilovich, Shaul Markovitch: A word at a time: computing word relatedness using temporal
semantic analysis. WWW 2011: 337-346



Words Over Time (Time
Schemas)

1 _
1. Temporal representation of text

Clicked ‘
Web Pages 9 Extend static
representation

<week, day of the week, hour p,

Represent with temporal
words as dynamics
concept Time Schemas

vectors

2. Temporal text-similarity

m Method for computing
semantic relatedness
@) Measure content O using the temporal
similarity representation
only during
@) the time O
schemas

Zhao et al. :Time-Dependent Semantic Similarity Measure of Queries Using Historical Click-Through Data. WWW 2006



Words Over Time (tLSA)

FEE
1. Temporal representation of text

Extend static
representation
= with temporal
=] T :
= dynamics
A
document N
2. Temporal text-similarity
M € ,@ CANDECOMP/
k PARAFAC (CP)
N Decomposition
Bl s ol cone " For Tensors
g 'E . g document
.&E.- = [
Jocument

Yu Wang, Eugene Agichtein: Temporal latent semantic analysis for collaboratively generated content: preliminary results. SIGIR 2011: 1145-

11 A0



Documents Over Time (RHA)

N
Redefine term frequency (TF): a term is relatively important if it appears in the early revisi

Article Discussion Read Edit View history |Search Q
o mt -

WIKIPEDIA
The Free Encyclopedia

Topology

From Wikipedia, the free encyclopedia

Topology, in mathematics, is both a structure used to capture the notions of
continuity, connectedness and convergence, and the name of the branch of
mathematics which studies these.

First revision

Topology (from the Greek 16110¢, “place”, and Adyog, “study”) is a major
Current version | area of mathematics (_:oncerned with spatial properties that are
preserved under continuous deformations of objects, for example

basic examples include compactness and connectedness

Ablimit Aji, Yu Wang, Eugene Agichtein, Evgeniy Gabrilovich: Using the past to score the present: extending term weighting models through
revision history analysis. CIKM 2010: 629-638



Documents Over Time (RHA)

N
Redefine term frequency (TF): a term is relatively important if it appears in the early revisi

Article  Discussion Read Edit View history |Search Q
o
Topolo
WIKIPEDIA  _ p. . gy .
The Free Encyclopedia rom Wikipedia, the free encyclopedia
Topology 14
3000 ‘ : 12l
- 2500 r 10 :
2 2000 | S
g 3 8
S 1500 f E 6l
E |9 o
§ 1000 4t
o geometry ——
500 r 2 - functl.on (R
0 ' ‘ . . 0 : ' - i
0 200 400 600 800 1000 0 200 400 600 800 1000
Revision Count Revision Count

Ablimit Aji, Yu Wang, Eugene Agichtein, Evgeniy Gabrilovich: Using the past to score the present: extending term weighting models through
revision history analysis. CIKM 2010: 629-638



Documents Over Time (time

series approach)
]

The temporal behavior of

1. Weak discriminators is easily described by a simple linear time series model,
2. Useful discriminators’ distribution over time is too erratic to describe faithfully

with a linear model.

the

w
w
> S - z
c @ c
o ™ [15]
: g
e 8 o
w F - LL‘,,.J
c @ c
o W« 9
8 g 8
_033— ©
o o o _
8
F — o
g||||||

0 20 40 60 80 100

Week #

Miles Efron: Linear time series models for term weighting in information retrieval.

schengen

0 20 40 60 80 100

Week #

JASIST 61(7): 1299-1312 (2010)



Common Time Series Approaches:

The State SBace Models
]

Model
For example, semi-linear state space modeling

The prediction for time t Error at time t
}/t = W(G)Xt -+ €t,
X(t+1) — F(Q)Xt -+ G(Q)Et,

State vector a time t
(inc. last point, trend, etc.)

L earn Structure and Parameters

Predict Y

J. Durbin and S. Koopman, Forecasting with Exponential Smoothing (The State Space Approach), 2008



Topics Over Time

N
o Discretization: Slicing time-ordered data into discrete subsets:
o Train globally, inspect separately [Griffiths and Steyvers, 2004]
o Train and inspect separately [Wang, Mohanty and McCallum, 2005]

o Being Markovian: Topic transiting at certain time stamps:

o The state attime t+ 1 ort + At is independent of all other history given
the state at time t.

o State-Space model, Hidden Markov model, Kalman filters, etc. [Blei and
Lafferty, 2006]

o Continuous Time Bayesian Network [Nodelman et al., 2002]
o Graphical Models

o Topics over Time (TOT) [Wang and McCallum, SIGKDD 2006]

o PAM Over Time (PAMTOT) [Li, Wang and McCallum AAAI Workshops
2006 ]



LDA and Topics over Time (ToT)

d "..----LK\ L "y
(o ‘a) o)
=) oS |,_xﬂfj'
-~ T ~ 'r'n,__h P ._'___'
6 8 — ‘1,1() ' |
J L7 ¥
_ Mo e )

D D “D
LDA TOT TOT
(Sampling)

[Wang and McCallum, SIGKDD 2006]



Outline
S

O

—]

o Temporal Information Extraction
[



Temporal Information Extraction
N

Feb. 04, 2013

Yesterday Holly was running a marathon when she
twisted her ankle. David had pushed her.

before

02032013 * 02042013

o Input: A natural language discours

o Output: representation of events
and their temporal relations

o Applications:
twist
iy o Temporal QA
o Temporal Summarization
o Temporal Expressions in Query Log

during
-

q
c
>

during
finishes
—

blefore

push

[Mani, IJCAI Tutorial 2007]



Temporal Information Extraction

S
o Temporal entity (events and attributes)
recognition
o Knowledge-based methods (dictionary and rules)

o ML based methods (annotated corpus)
= TimeML

= Time Expression Recognition and Normalization
(TERN)

o Temporal relations discovering
o Absolute Relations — placing event on timeline
o Relative Relations — relations between events
o Temporal reasoning
o Allen’s Interval-Based Ontology [Allen, AI'84]



Example: Temporal Web-Mined

Rules
I e

o Lexical relations (capturing causal and other
relations, etc.)
o kill => die (always)

o push => fall (sometimes: Max fell. John pushed

nim.)

o Idea: leverage the distributions found in large
corpora

o VerbOcean: database from ISI that contains lexical
relations mined from Google searches

o E.g., X happens before Y, where X and Y are
WordNet verbs highly associated in a corpus

o Yields 4199 rules!




234

Corpora
N

o News (newswire and broadcast)

o TimeML: TimeBank, AQUAINT Corpus (all English)

o TIMEX2: TIDES and TERN English Corpora, Korean Corpus (200 docs),
TERN Chinese and Arabic news data (extents only)

o Weblogs

o TIMEX2 TERN corpus (English, Chinese, Arabic — the latter with extents
only)

o Dialogues
o TIMEX2- 95 Spanish Enthusiast dialogs, and their translations

o Meetings
o TIMEX2 Spanish portions of UN Parallel corpus (23,000 words)

o Children’s Stories

o Reading Comprehension Exams from MITRE, Remedia: 120 stories, 20K
words, CBC: 259 stories, 1/3 tagged, ~50K



235

Links

o TimeBank:
o http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogld=LDC2006T08

o TimeML:

o www.timeml.org
o TIMEX2/TERN ACE data (English, Chinese, Arabic):
o timex2.mitre.org

o TIMEX2/3 Tagger:

o http://complingone.georgetown.edu/~linquist/GU TIME DOWNL
OAD.HTML



http://complingone.georgetown.edu/~linguist/GU_TIME_DOWNLOAD.HTML
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o Future Event Prediction from News
o Future Event Retrieval from text
o Future Event Retrieval from query stream
o Future Event Retrieval from social media



Future Event Retrieval from Text

(Textual Entailment)
]

o A directional relation between two text fragments:
Text (t) and Hypothesis (h):

tentails h (t=h) if
humans reading ¢ will infer that 4 is most likely true

o Common Solutions

Similarity Features: YES
t, h Lexical, n-gram,syntactic —> /
semantic, global \
NO

Feature vector
Androutsopoulos and Malakasiotis, JAIR'10
Glickman, Dagan, Koppel, AAAI'05 http://aclweb.org/aclwiki/index.php”
Dagan, Roth, Zanzotto, ACL’'07 title=Textual Entailment_Portal



Future Event Retrieval from Text

(Text Prediction)
S =

o Template-based Approaches [Giru and Moldovan, FLAIRS
2000]

o Discover lexico-syntactic patterns that can express
the causal relation

o Validate and rank the ambiguous patterns acquired
based on semantic constraints on nouns and verbs.

0 Co-Occurrences Approaches [cordon, A. s., Bejan, C. A., &
Sagae, K., AAAI 2011]

o PMI Approaches on words
o Sentence Proximity in a corpus (e.g., Blogs)

o Human Labeled Corpora
o Framenet



Future Event Retrieval from Text
(Generalized Text Prediction)

Strikes an army oase Iin

us Baghdad”
1/2/1987 E Time-frame i Location
o ;
: E . Generalization rule
v v 2 i Actor: [state of Nato]
Country Army strikes ! Property: [Hit1.1]

A 4

Military

facility
A

Theme: [Military facility]
Location: [Arab City]

2 1
=

5] 1
> 1

1

1

1

1

1

1

1

1

1

:

1
A 4

City

A

1

1

1

:

1

]

1

1

.. 1
1

1

1

\Yp/ :

Location
st =]| Kabul

1/2/1987 Time-frame
11:00AM «
+(2h)
“US Army bombs a weapon

rdf-type 2 | warehouse in Kabul with
------------- ; (s ) missies”

Radinsky, Davidovich, and Markovitch. Learning causality for news events prediction,

strument




Ontology — Linked data

Flickr
Scrobbler QDOS exporter

Conference

Corpus

Crunch

Base >

profiles

names -\ stat ' Virtuoso
- Sponger

RDF Book
Mashup

Freebase
CiteSeer
W3C W'l . - 4 DBLP
WordNet T\ \ o\ Hannover

Reactome
UniParc

Bank A
- S

& /[ ———p| GenelD =
7 v .

Al
¥

http://www.linkeddata.org



Time

Prediction Rule Generation

‘5 Afghan troops were killed”

1/2/1987
11:15AM
+(3h)

- frame

| Time.
)

¢ 1)

Quantifier

[ Troops }

# Attribute

[

Afghan }

T Nationality

[

Afghanistan ]

1/2/1987
11:00AM

+(2h)

Country Army 7
k_i ) \ gj\ J
3 3 Weapon Count
US P US Army - warehouse ountry
h S
3]
<
W Time- >[ Kabul ]
J‘ frame Cocation aou

“US Army bombs a weapon
warehouse in Kabul with

missiles”
Missiles

Effect>Theme—>Attribute =
Cause->Location->Country->
Nationality

Effect—> Action=Kkill
Effect>Theme=Troops




Culturomics
I e

How long is history remembered?

A 1e-4
15| -
gao F o
£
w 15
]
§ 1.0 "I 0 i 1 1
g 1900 Year 1950
g
05
0.0 & i1 A
1875 1900 1925 1950 1975 2000

Year

Kalev, . First Monday, 15(9), 2011.
Michel et al. , Science 2011
Yeung and Jatowt CIKM'11



Culturomics
I e

Detecting Censorship and Suppression

A25 1e-7

- Marc Chagall (English)
- Marc Chagall (German)

= N
13 o
1

Frequency
=

05

0.0 M

1900 1933 1945 1975 2000

Kalev, . First Monday, 15(9), 2011.
Michel et al. , Science 2011
Yeung and Jatowt CIKM'11



Culturomics
I e

Language Evolution: Size of Lexicon,
Evolution of Grammar

Mt -
- , .
°
o
=
‘= . .
5 500K | S
= W3
3 E
> <
AHD4 =
0 1 1 1 L 1 1 1 1 1 1 1
1900 1950 2000

Decade

Kalev, . First Monday, 15(9), 2011.
Michel et al. , Science 2011
Yeung and Jatowt CIKM'11



Culturomics

Women Rock!
1e-5 1e-3
C 1.5 T T D 1.0
- feminism (English) = men
- ~— féminisme (French) - women
8 1.0 F
Q
=3 05
o
6_‘3 05
0.0 A - 0.0 A A A
1800 1850 1900 1950 2000 1800 1850 1900 1950 2000

Kalev, . First Monday, 15(9), 2011.
Michel et al. , Science 2011
Yeung and Jatowt CIKM'11



Future Event Retrieval using query

Stream
S =
Using query volume [Ginsberg et al., Nature

2009]
United States Flu Activity

Influenza estimate @® Google Flu Trends estimate ® United States data

2005 2006 2007 2008 2008



Future Event Retrieval using query

Stream
—

Using Queries Correlations [Radinsky et al.,
WI'08]

Indication ’ ikeli
weight on the TO d ay FU t ure Likelihood
. . to appear
candidate S salient candidate terms in k%gys
terms 0.12
A
aig air force  airline alaska airlines amp analysis power annette bening anti spam 0.36
Ve hin '\ i - 0.10
0.7 mna | | 040
‘“7— Gas ———— r-‘—‘-**‘_“"“ ij :
Storm\ < Weather \
! 0.85
0.9 J:_,/ _— /| | .
Fl O 0 d «2005 Evacuation )y z2008 Oct 2005 0.30
conies mels  mels game miTK
“\r > e Economlcs (fCEII‘0|II‘Ia nhama_ﬂh\lo
SE Exé —nah—n—w\asomc pentagd pO pe \)roject
ru/ ( retail —
sa\ War rutm{ ~qjury snl  south florida sports
stadium  stiff upper lip  stress SLIICIde texans /,I‘sports tyler 0.08
perry ucla ups usc usda wakefield walgreeh/ wamu worries zimbabwe zuma ’

Goal: For each candidate term evaluate the probability of it to appear in the future,
given today’s terms.



Future Event Retrieval using query

Sstream
I I ————

Using relevant documents for future event
prediction [Amodeo, Blanco, Brefeld, CIKM’ 11]

usa

-l:_h-

USA.gov: The U.S. Government's Official Web Portal

www.usa.gov/

2 2c 2004 -IUSA.gov: Home page of the U.S. Government's Official Web Portal for all
govemment transactions, services, and information. It provides direct online access to

January 2007 H G B
J C A
m ysa: T2 | 3 E D
U.S.A.Learns
www.usaleans.org/

[T Ot 2070 - U.5.A. Leans is a free web-based multimedia system for adults learning
English as a second language.

Latest Earthquakes in the USA - Last 7 days
earthquake usgs.gov/earthquakes/recenteqsus/ 2005 2007 2000 21
ETFeb 2008 - . Earthquake Map instead and update your bockmark. See Quick Tips &

User Guide. USA earthquakes with M 1+ located by USGS and Contributing Agencies.

Visas
Veiliifmetathis official United States visa information source. ... United Based On pUbllcatlon dates Of reSUltS bUI

States citizens don't need a U.S. visa for travel, but when planning travel abroad may ...

a probabilistic model



Future Event Retrieval from social

media
S,
o Predicting using Linear Regression on Chatter Rate

o [S. Asur and B. A. Huberman. Predicting the future with social
media, 2010.]

o Predicting Using syntactic and semantic features
extracted from text and meta-text

o [M. Joshi, D. Das, K. Gimpel, and N. A. Smith. Movie reviews
and revenues: An experiment in text regression. In In Proc. of
NAACL-HLT, 2010.]

o Predicting using Sentiment Analysis

o [S. Asur and B. A. Huberman. Predicting the future with social
media, 2010.]

o G. Mishne. Predicting movie sales from blogger sentiment. In
In AAAI Spring Symposium, 2006.

o Predict future posts

o Using trending topic modeling and historical data [Wang,
Agichtein and Benzi KDD'12]



Outline
S

O

o Temporal Summarization

o Single Timeline
o Multiple Timeline



Temporal Summarization

o Topic detection and tracking (TDT)

o Lexical similarity, temporal proximity, query relevance,
clustering techniques, etc.

[Allan 02; Allan, Carbonell, Doddington, Yamron, Yang
98;

Yang, Pierce, Carbonell SIGIR’98 ;J. Zhang, Yang,
Ghahramani, NIPS'04.]

o Named entities, data or place information, domain
knowledge

[Kumaran and Allan SIGIR’04]

o Temporal Summarization/ Storylines

o Not seek to cluster “topics” like in TDT but to utilize
evolutionary correlations of news coherence/diversity for
summarization
[Yan and Zhang SIGIR’11; Shahaf and Guestrin, KDD 2010;

Shahaf, Guestrin, Horvitz, WWW 2012; Allan, Gupta, and
Khandelwal, SIGIR’01]



Storyline Construction
N

Grven a corpus C and a query ¢

1. Get set of relevant sentences, 1e. get SC(g)= {sentence s
from C | s mentions q. }

2. Resolve dates of events m these sentences: Vse SC(q),
date(s) = {dates of events regarding ¢ mentioned m 5}
3. Rank the set of sentences

4. Remove duplicate sentences

5. Order top N sentences {s;}<ey along a tmelne based on
datels:).

Chieu and Lee SIGIR’04



Good Story Chain (Coherence)

/;i Talks Over Ex-Intern's Testimony On Clinton \1 u/f B1: Talks Over Ex-Intern's Testimony On Clinton \\

Appear to Bog Down Appear to Bog Down

A2: Judge Sides with the Government in Microsoft B2: Clinton Admits Lewinsky Liaison to Jury;

Antitrust Trial Tells Nation ‘It was Wrong,’ but Private

A3: Who will be the Next Microsoft? B3: G.O.P. Vote Counter in House Predicts

trading at a market capitalization... Impeachment of Clinton

Ad: Palestinians Planning to Offer Bonds on Euro. Markets B4: Clinton Impeached; He Faces a Senate Trial, 2d
in History; Vows to Do Job till Term’s ‘Last Hour”

AS: Clinton Watches as Palestinians Viote to Rescind

1964 Provision BS: Clinton's Acquittal; Excerpts: Senators Talk About
Their Votes in the Impeachment Trial

A6: Contesting the Vote: The Overview; Gore asks Public

For Patience; Bush Starts Transition Moves B6: Aides Say Clinton |s Angered As Gore Tries

dministration has denied... to Break Away

Incoherent: Each
pair shares
dlﬂ:erent WOI'dS B&: Contesting the Vote: The Overview; Gore

/ I\Far Patience; Bush Starts Transition Moves

B7: As Election Draws Near, the Race Turns

Clinton I ]
Microsoft NN
Market s 2 e impeachment ==
Palestinians I 40 Gore |
Vote | Vote I

[Shahafand Guestrin, KDD 2010]



Good Story Chain (Word

Inﬂuence]
]

Take into consideration the influence of document di to di+1
through the word w. High if:
(1) the two documents are highly connected, and (2) w is important for the connectivit

Coherence(di,...,dn) = _Inax min

ations i=1..n—1
- Z Influence(d:, dit1 w)]].(w active in di, dit+1)

7=l

[Shahafand Guestrin, KDD 2010]



Good Multiple Story Chains

Consider all coherent maps with maximum possible coverage. Find the most connect

Clinton set Clinton High hopes for

for Dublin V'Sl F'ts Clinﬁan visit

uery: . . .
(C?Iintgn Clinton, Religious Church Leaders Religion Leaders
Leaders Share Praise Clinton's Divided on Clinton

Thoughts 'Spirituality’ Moral Issue

Clinton Should
Resign, 2
Religious Leaders
Say

Shahaf, Guestrin, Horvitz: Trains of thought: generating information maps. WWW



Good Multiple Story Chains

Documents D

ooLl@mm
N A
3. Increase

Connectivity

1. Coherence graph G

\s{?

'S ™
\ J

O

s ™\
\ J

s
\\

= =

L)
u-*i

2. Coverage function f

f(lo@HoO) )=72

Shahaf, Guestrin, Horvitz: Trains of thought: generating information maps. WWW



Timelines With Images

_.-\

An oiled pelican An oil-covered

unable to fly pelican tries
tries to leap unsuccessfully to
over a wave on fly off a post at —
the shore of Isle Wilkerson Canal.
Grande Terre, 06/05/2010
06/04:2010 Volunteers clean A brown pelican Rescued pelicans
an oil covered chick that had just cleaned of oil are
brown pelican been washed in the seen at The Sector
An oil covered N found off the center for birds Mobile Wildlife
brown pelican Louisiana coast oiled from the Operations
sits behind R and affected by the Gulf of Mexico Branch.
another bird on A b,mw" An oll coverea BP Deepwater spill.
the beach at pelican conted pelic?n Sits stuck Horizon oil spill in . 06/14/2010
East Grand in heavy oil in thick beached the Gulf of 06/11/2010
Terre Island \ml:ows in the :li: alinueen Bess Mexico.
surf. sland in
zlfollfl::;lea:.:a_“ 06/04/2010 Barataria Bay. 06/09/2010
06/05/2010

06/03/2010

v

A dead turtle Oceana explains
floats on a pool of the variety of

oil from the threats to sea
Deepwater turtles from the
Horizon spill in spill as well as
Barataria Bay off risks specific to the
the coast of different species of
Louisiana. turtle that inhabit

Wang, Li, Ogihara. AAAI'12 06/07/2010 :]';0‘:,"2“;:;" area.



Timelines with Images
]

multi-view abjective graph G:=(V,E,A) dominating objectives on graph G:=(V.E) storyline generation via steiner tree
S construction on graph G:={¥ A} A

SR

a pictorial storyling with summarized lexts

Wang, Li, Ogihara. AAAI'12



Online Timeline creation

o A. Ahmed, Q. Ho, J. Eisenstein, E. Xing, A. J. Smola, and C.

H. Teo. Unified analysis of streaming news. In Proc. of WWW,
2011.

o J. Kleinberg. Bursty and hierarchical structure in streams. In
KDD, 2002.

o J. Kleinberg. Temporal dynamics of on-line information
systems. Data Stream Management: Processing High-Speed
Data Streams. Springer, 2006.

o L. Yao, D. Mimno, and A. McCallum. Efficient methods for

topic model inference on streaming document collections. In
KDD, pages 937-946, 20009.



UIHTIC bIUSLEIIIIU 1IVIOUICI.
Recurrent Chinese Restaurant

mm Process

t time

d document

(d,1) | position i in document d
84 story associated with document d

W4 word 1 in document d

B word distribution for story = 'y

Ba prior for word distributions

For each document d in time period £ do
i. Draw the storyline indicator: s.4 via

+
For each time period t € {1,...,T} do e
Sm|51:t—1-.. St 1:d—-1 e
1. If 8,4 18 a new storyline draw a distribution
over words .|5o

iii. For each 7 in document draw wga; ~ 5.,

A
’ —td . a
My, + M, existing story r _5
P(Ssd|51:t—1, 51,1::1—1} oC ) ) My — € AMg._s5.
new story 51

A. Ahmed et al. WWW, 2011.



Topic Model: LDA (reminder)

¥ Dirichlet prior over topic distributions
d document
A4 topic distribution for document d i

(d,i) | position i in document d

Zdi topic associated with word at (d, 1) i
W s word at (d, i)

do Dirichlet prior over word distributions for topics

O word distribution for topic k

1. For all topics k do

(a) Draw word distribution ¢ from word prior ¢q

2. For each document d do

(a) Draw topic distribution 6, from Dirichlet prior a
(b) For each position (d, i) in d do
i. Draw topic zg for position (d,i) from topic
distribution &,
ii. Draw word wy; for position (d,i) from word
distribution ¢.

©,(0} [C10)



Online Storyline Model

For each time period t from 1 to T do (forward in time)

1. For each document d € {1,--- ,D;} in epoch t do

(a) Draw the storyline indicator:
Sm|51:t—1-.. St,1:d—1 ™ RGRP{T-.. A, &)

(b) If 8.4 is a new storyline,
i. Draw a distribution over words

-ﬁﬂnewlgﬂ - D]I{JS'D}
i1. Draw a distribution over named entities

ﬂs S | G-D I Dil‘{ﬂn‘}

Edi

iii. Draw a Distribution over topic proportions
Oapew ~ Dir(a)
(¢) Draw the topic proportions: @,4|8.q ~ Dir(#.,,)
(d) Draw the words
Wm|3m ~ LDA (Hsm, {Eﬁ?l, e QK ﬁam }:l
(e) Draw the named entities
Etdlstd e Mu_lt{ﬂam]

i
OO
(&



Inference: Particle Filtering

| update

filter weight
Posterior
‘ ] ‘

7“ s

HHHHHH

| Update
filter weight




Time-sensitive Search & Recommendation

WSDM 2013 Tutorial



Outline
S

[l

O
O

o Time-sensitive search [Dong/Chang]
o Recommendations [Dong/Chang]



Outline
S

o Time-sensitive search
o Time-sensitive ranking relevance
o Time-sensitive query suggestion
o Federated search

o Time-sensitive recommendation
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oscar symplicity SearCh
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oscar clerkship

— Who Is Going to Win?
www.Fandango.com/Oscars
oscar the grouch Fill Qut an Oscar Ballot Online Pick

. Correctly to Win Movie Tickets _
oscar winners

oscar 2011 See your message here

oscar nominationsj\ ( RELATED SEARCHES )

\}'\d\ranced sgarch Manage search history J.Lo Oscar Mishap

Oscars Red Carpet
The Oscars 2013 | Academy Awards 2013 Oscar De La Renta
oscar.go.com ¥

\ Oscar Predictions
Get t.hg latest on the 2013 85th Oscar Agademy Awards, i Oscars Nominations
predictions, winners, and red carpet fashion at Oscar.com

luding nominations,

Oscars Winners

Winners Video Oscar Photos

Oscar Sunday Oscar History Qalie Oscar /
Red Carpet My Picks

Oscar Buzz Photos

Academy Award - Wikipedia, the free encyclopedia Y
en.wikipedia.org/wikilAcademy_award ~ POSt—

History - Oscar Statuette - Nomination - Ceremony - Awards ceremonies - Venues . Q u e ry

The Academy Awards, infc-l:mally I_cnown_ as The Oscars, are a set of awa ‘. S u b m |t

annually for excellence of cinematic achievements. The Oscar statuette is S u g g e S ti O n
Log In for IFTA Renewal - OSCAR Home Page Pre'

https:/fwww.oscar state.ny.us/iOSCR/OSCRCarrierHome ~ . 2

If you do not have an OSCAR password, then enter the IFTA Renewal password shown S u b m |t (

on IFTA-73 Form. If you do not know your password, please contact the helpline ...

News about oscar
bing.com/news

Oscar Foreign-Language, Documentary Films: do vou vote with your heart or head?
YAHOO! - 1 day ago

LOS ANGELES (TheWrap.com) - | heard the theory from a consultant who often works F e d e rate d

with films in the running for Oscars in the Best Foreign-Language Film and Best
Documentary Feature categories, and it made perfect sense:... =
Oscar de la Renta gives John Galliano a second chance Se arC h (3)

Forbes - 7 hours ago

Oscar Predictions: Latest Odds on Jennifer Lawrence vs. Jessica Chastain and Lincoln

vs. Argo
E Online - 4 hours ago
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Justin Bieber's accuser speaks out
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Outline (Anlei Dong and Yi Chang)
S =

[
o Time-sensitive ranking relevance
O
O



Applications of Time-Sensitive
Ranking

N
o Also called time-aware ranking, recency
ranking
o Web search

o Vertical search
o News search
o Video search
o Blog search
o E-commerce search



Problem

S =
o Ranking relevance

o Topical relevance }

mi

o Authority/popularity/Spam/|~ Traditional
o Freshness relevance
o Local

o Revenue

o......

o How to appropriately combine these factors?
o Freshness + other relevance



Outline for Time-Sensitive

Ranking Relevance
S =

0 Rule-based approaches

o A learning-to-rank practice

0 Leverage Twitter data for improvement

o Joint optimization for relevance and freshness
o Further study: user behavior data



Yearly Recurrent queries

N
o “WSDM”, “SIGIR”, “Christmas”, “Black Friday”, etc

o Possible solution: query re-writing

o Solution 1: by query expansion
= For example, from query “sigir” to “sigir 2009” but
= Will change query intention, and
m\WWw.sigir.org better than www.sigir2009.org

o Solution 2: Double search
m Use original query, sigir, search first
m Use query expansion, sigir 2009, search second
= Then blending two results. BUT
m Capacity problem and blending algorithm



http://www.sigir.org/
http://www.sigir2009.org/

Another Simple Formula
N

o Combine relevance and freshness by a
heuristic rule

2 eXPOBeRUR fime-deemkIYS o7

e.g., [Del Corso, WWW2005]

o Advantage
o Little training data; fast product delivery;
o Reasonably good ranking result in practice

o Disadvantage
o Far from optimal



Learning-to-Rank Solution
]

o Learning-to-rank: please check the tutorial [Liu WWWOQ9]
o A standard approach




Main Challenges

!
o Feature Challenges
o Precise time-stamp for each URL is hard to get
o Little click information for a fresh URL
o Few anchor texts for a fresh URL

o Data Challenges
o Crawling Challenge
o Labeled data collection challenge
o Appropriate evaluation metrics

o Ranking Algorithm Challenges

o Traditional Ranking is poor, since fresh documents
lack link or click information

o Merge different sources of results into 1 ranking




Data: Editorial Label

S =
o Traditional data label:
o <query, URL> & ? {perfect, excellent, good, fair, bad}
o Incorporate time:
o <query, URL, query_time>
< relevance ? {perfect, excellent, good, fair, bad}
< freshness ?{latest, ok, a little bit old, totally outdated}
o Learning target:
o Combine labels by relevance and freshness

o For example: recency promotion/demotion: {+1, 0, -1, -2}
[Dong, WSDMO1]



Freshness: Judge vs. Age

S =
0 Subjective vs. objective

[l
S
5]
[}
h

_.L
=

b

L

&

in

[
=
T
e
o

-

o S—r—
;ﬂ:-
- . 0
»E - =

number of pages
=

=
number of pages
o
e

number of pages
fad

% 5 0 15 20 '
page age (days) page age (days)

(a) no demotion (b) 1-grade demotion (c) 2-grade demotion



Data: Editorial Data Collection

S =
o0 Need to collect data periodically
o Avoid distribution bias
o Judge |mmed|ately

7000

6000 A

5000 A

4000 A

3000 A

2000 A

1000 A

0

S ©® ©® & © ©® © © © & O O © © & 9
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Feature
N

An ideal case:

age —

publish time guery issue time
But mdst pages do not have an accurate time!

0 Some Iintultive features
o Timestamp feature
o Discovery time feature
o Query time-sensitivity feature
o Page classification feature



Click Feature

S =
o Challenge: limited clicks on fresh URLs

o Solution:

o User may issue a chain of queries for the same
Information: queries in the chain are strongly
related.

o Use query chains to “smooth” clicks.

[Inagaki AAAILQ]



Extend Clicks
-m

Queries
www.ringling.com
circus en.wikipedia.org/wiki/Circus
\\ N
\ N
\ e
_ \ ~ www.youtube.com/watch?v=1zeR3NSYcHk
circus album , eV Y
\\ \\ cli Ckﬂ en.wikipedia.org/wiki/Circus_(Britney Spears_album)

~
\w \

: en.wikipedia.org/wiki/Circus_(Britney_Spears_album
Britney Spears album MO P 9 _(Britney_Spears_

\ .
click S O | www.metrolyrics.com/circus-lyrics-britney-spears.html
\

britneyspearscircus.net/

Solid arrows : real clicks
Dotted arrows: inferred clicks from query chain



Time-Welighted Click Features

o Recent clicks must be weighted more

o The shift of user intent must be taken into
consideration

o e.g., should we still rank B. Spears’ “Circus” on the top
for the query “Circus” after 12 months?

o Time-weighted CTR
o | refers to day; x is used to control time decay

'[ I
ZI =1,v;>0 '(1+X) -

' v+ x)'

|:1, i O

CTR"(q,u,t)) =




Click Buzz Feature

N
o CTR change over time

o Compute average CTR,,4
and standard deviation o

oBUZZ at a given day Is
= (CTR-CTR,,) /0

o Represent how unusual the current CTR is with
respect to “normal” CTR for that URL.

over a period of time



Modeling: Leverage Regular Data

o Premise of improving recency
o Overall relevance should not be hurt!

0 Recency training data
o small amount of query-urls -> Poor relevance

0 Regular training data
o huge amount of query-urls -> Good relevance

o Solution
o Utilize regular data or model to help recency ranking



Combine Relevance and Recency

Data

Data Features Modeling algorithm
Dedicated model Recency data Recency features + | GBrank
regular features
Over-weighting Recency data + Recency features + | GBrank
model Regular data regular features
Compositional Recency data Recency features + | GBrank
model ranking score

Adaptation model

Recency data

Recency features +
reqular features

1. Regular model
as base model

2. Do adaptation

[Dong WS

DM10]




Model Adaptation

. e
Motivation: solve data scalability issues

\_

~

expensive to have high quality training data for each market/ta

)

Background:
* Model adaptation is one approach of transfer learning

« Assumption: there is similarity between A and B

o

« Goal: transfer knowledge learned from task (A) - task (E

)

/Approach:
« Train a base model A (using Data A)
* Modify model A using Data B - Model A’
« Apply adapted model A’ to task B

-

C

A



Online Over-Weighting Results
N
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Query Classification vs. Query
feature

S s
o Approach 1: query classification

o Stepl. determine query type;
m Breaking-news query? Yearly-recurrent query? ... ...

o Step 2. apply corresponding ranking model
o Divide-and-conguer strategy
o Effective and straightforward in practice

o Approach 2: query feature

o A single unified model for all queries
o E.g. [Dai SIGIR11]



Query Classifier

o ldentify, in near real-time, queries about
emerging events and news stories

o E.g., natural disasters; major sport events; latest
celebrity gossip; political breaking stories; etc.

YAaHOOI!, NEWS
roduces new $499 iPad tablet T
b/ Buzz up! 57 votes | (] Sen Haiti Earthquake
Z:ﬁiii’;c”l Two killed in Machu Picchu ﬂoods
ich antcing Yednesday, 27 January 2010

third category A mudslide on the
but somethin¢ fa@med Inca trail to
° Machu Picchu killed an
The iPad will : Argenti(\ian tqurist and
a Peruvian guide, as
analysts were 5 ;thorities evacuated
hundreds of tourists by

hallanmbar Comnmn = Flansd




Query Classifier

-1 ______________________________________
o Standard approach: Google trends red—————— g

Searches Websites [

o Maintain temporal model

for each query :
o Identify irregularities in model| /\M

e.g., change in moving — —_—
average of more than n
S L] T ——,

o work well for head querie(___—__ | —
nOt SO for tOrSO/tall querles Your terms - apple ipad release date - do not have enough search volume to show graphs.

Suggestions:

« Make sure all words are spelled correctly.

* Try different keywords.

« Try more general keywords.

s Try fewer keywords.

o Try viewing data for all years and all regions.




One New Approach

o Rather than maintain a model for each query,
maintain a model of each slot of time

o Given a query, determine whether it is predicted
by recent models better than by earlier ones

o In practice:
o Time slot modeling: n-gram language models

o Model prediction: language model generation
likelihood



Compute “Buzziness”

o Approach

o Reference models, r,= {prev_day, prev_week,
orev_month}

o Language model settings: interpolated bigram
model

0 Score comniitation 1sina Oilerv model



Content Model

o Not al

o In add
news

current events reflected in the query log
ition to tracking the query log, we track

neadlines from Yahoo! News

o Top viewed: U.S., Business, World, ...
o RSS feeds updated every 30 minutes
o Content used for building similar time-slotted LMs

Score, blending Query and Content models:

buzz(q,

t) = A1 - buzz(q,t,Q) + A2 - buzz(q, t,C)



Data Blending

]
Results from 2+ scoring functions
[ WEB ) [ ReaITime\ [ Newslmg\
Index Index Index
L Ranking) L Ranking) L Ranking)

ORGANIC
RESULTS

Single organic result list that maximize
relevance

Yahoo! Confidential




Incorporate Twitter Data to Improve
Real-Time Web Search

o To improve Web Search Ranking, not Twitter Search

= Micro-b|ogging . | Google Social Search: Twitter And FriendFeed Highlighted. What About
Facebook? http:/bit.ly/208CYN rexpand)
0 TWltter B days ago from Tweetie - Beply - Wiew Tweet
o Tweet i 1 : Google Social Search: Twitter And FriendFeed Highlighted . What
About Facebook? http:/bit.ly' 208 CY N (expand) by (G (via

@ )

B days ago from Daitterdfic - Beply - Wiew Tweet

o Twitter User
o Twitter Tiny URL
m (Twitter URL)
o Following Relationshi

PUBLIC and SHARED http:/bitv208C YN (expand) by &
B days ago from TwestDeck - Reply - Wiew Tweet

l I - Good : No #Facebook in #Google Social Search since it is NOT

- Google social Search: Twitter And FriendFeed Highlighted . What
Ahout Facebook? httpl/bitly/'208CY N (expand) by @~~~ (wia
() )

B days ago from Tweetie - Reply - Wiew Tweet

— L RT @ Google Social Search: Twitter And
FriendFeed Highlighted. What About Facebook? http: /bitly'208CY N (expand)

B days ago from web - Beply - Yiew Tweet

[Dong WWW10]



Question

o Can we make use of Twitter to improve real-
time crawling?

o Can we utilize Tweets to improve Twitter Tiny
URL ranking?

0 Can we use social network of Twitter users to
improve Twitter Tiny URL ranking?



Motivation

o Twitter Tiny URL contains news/non-news URL,
and Twitter Tiny URL could represents diverse
and dynamic browsing priority of users;

0 The social network among Twitter users data
could provide a method to compute popularity of
twitter users, and authority of fresh documents;

0 Tweets could be leveraged as an extended
representation of Twitter Tiny URL;



Crawling Strategy

o Exhaustive crawling strategy for fresh content in
real-time Is difficult;

o Select high quality Twitter Tiny URL as crawling
feeds;

o Twitter Tiny URL could reflect diverse and
dynamic browsing priority of users;

o Human intelligence is incorporated into the real-
time crawling/indexing system.



Crawl Twitter Tiny URL

I
o Majority of Twitter Tiny URL are poor quality
o Spam, Adult, Self-promotion, etc.
o A set of simple heuristic rules

o Discard Tiny URL referred by the same Twitter user
more than 2 times;

o Discard Tiny URL only referred by one Twitter user.
o Experiment

o Based on 5 hour twitter data,

o about 1 Million Tiny URL,

o After filtering with the rule, 5.9% high quality Tiny
URL remaining.



Twitter Feature

S
o Text Matching between Query and Tweet
o Cosine Similarity
o Exact Matching
o Proximity Matching
= Overlapping Terms
m Extra Terms
= Missing Terms
o User Authority Weighted Proximity Matching



Textual Features between

Query and Tweet
N

o Tweets would be a substitute of Anchor Text In
real-time.

m o Google Social Search: Twitter And FriendFeed Highlighted. What About
Facebook? httpl/bitly 208 CY N (expand)

B days ago from Tweehe - Reply - Wiew Tweet

i | . zoogle Social Search: Twitter And FriendFeed Highlighted . What
About Facebook? http:/bitdy208CY N rexpand) by G (wia
(G )

B days ago from Twitternfic - Reply - Wiew Tweet

FPUBLIC and SHARED http:/bit.ly/208 CY M (expand) by &
B days ago from TweetDeck - Reply - Wiew Tweet

l I - Good ;Mo #Facebook in #Go0o0gle Social Search since itis NOT

About Facebooky hittp/bitv2e8 CY M rexpand) 0y @ " ° (wia
(@ )

6 days ago from Tweetie - Reply - Wiew Tweet

L RT @ Google Social Search: Twitter And
FriendFeed Highlighted. YWhat About Facehook? http:/bit.ly/2e8CY N (expand)

B days ago from web - Beply - Yiew Tweet

“ - Goagle Social Search: Twitter And FriendFeed Highlighted. What




Social Network Features

0 Represent Twitter User as a social network
o A Vertex represents a Twitter User
o An Edge represents the follower relationship
o Apply the PageRank idea

= The popularity of Twitter Users are generated
when it converge.

= The popularity information is used to update
User Authority Weighted Proximity Matching.



Other Features

S =
o Given a Tiny URL, other URL based features
Include:

o Average Count Features of the users refer the Tiny
URL,;

o Count Features related to the 15 Twitter user refer to
the Tiny URL,;

o Count Features related to the most popular Twitter
User refer the Tiny URL

o Count Features

m # of followers for this user,

= # of followings for this user;

m # of posts by this user;

m # of users retweet the Tiny URL;
m # of users reply the Tiny URL;




Ranking Strategy

_

MLR for Reqgular
URLS

MLR for Twitter
URLS

Regular
data

Twitter

(Regular)
data

Content features

+ Aggregate
Features

Content features
+ Twitter features



Different Ranking Models

D ieguiar: training data set trom regular data

Dwiter: training data set from Twitter data

megular — TRAIN‘MLR(DreguIar; {Fcnntenta Faggr&gat&})
M Twitier < TRAIN‘MLR(DTwiHer-. {Fc:}ntent:u FTwitter})
chﬂntent — TRﬁIN'MLR(Dregulara F::c-ntent)

Y Twitter =~ PREDICT(DTwitter; M::ument)

chﬂnlpﬁsite — TRAIN'MLR(DTWHIEH {yTwitter; FTwitter})

o MLR Model is trained with Gradient Boosted
Decision Tree (GBDT) Algorithm.



Rationale of Each Model

MLR + Blending

For
Regular
URL

MRegular
MContent

MRegular
MRegular

MRegular

For Twitter
URL

MRegular
MContent

MContent

MTwitter

MComposi
te

Advantage & Disadvantage

Favor regular URL, unfavor Twitter URL

Favor Twitter Tiny URL, unfavor regular
URL

Twitter Tiny URL will not get promoted

Tiny URL will be promoted, but
relevance of Tiny URL might not be fully
leveraged

Tiny URL will be promoted, but
relevance of Tiny URL might be



Ranking Result

MLR + Blending

—

Regular URL Twitter URL

MRegular

MContent

MRegular

MRegular

MRegular

MRegular

MContent

MContent

MTwitter

MComposite

NDCG5

0.681

0.682 (+0.3%)

0.690 (+1.3%)

0.729 (+6.5%)

0.723 (+5.8%)

NDCF5

0.518

0.587 (+11.7%)

0.569 (+8.9%)

0.736 (+29.6%)

0.756 (+31.4%)

NDCG5

+ Recency
Demotion

0.666

0.652 (-2.1%)

0.680 (+2.1%)

0.739 (+9.9%)

0.735 (+9.4%)



Main Findings
N

o Twitter did contain high quality Tiny URL, which
IS relevant to some time sensitive queries;

o The text of Tweets can be used to substitute
anchor text for those real-time relevant
documents;

o The social network of Twitter users can be used
to improve ranking.



Simultaneously Optimize

Freshness and Relevance
]

- [Dai SIGIR11]

o Criteria-sensitive divide-and-conguer ranking

o Multiple rankers corresponding to different query
categories

o Train each ranker by
fi =argmin » " T(q,i)Li(Jq,¥,)

. qeQ
Q: training query set;

1(q, i): importance of query g with respect to the ith
ranked model



Study User Behavior

0 Relevance

o Topical relatedness
o Metric: tf*idf, BM25, Language Model

o Freshness
o Temporal closeness
o Metric: age, elapsed time

o Trade-off
o Serve for user’s information need



Understand User’s Information
Need

S
o User’s emphasis on relevance/freshness
varies
o Breaking news queries
= Prefer latest news reports — freshness driven
mE.g., “apple company”
o Newsworthy queries

= Prefer high coverage and authority news
reports — relevance driven

mE.g., “bin laden death”



Relevance/Freshness Varies

CTR curve over time for different queries
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Access User’s Information
Need
]

o Unsupervised integration [Efron SIGIR1L, Li CIKMO3]
o Limited on timestamps

- Editor’s judgment [Pong WSDM10, Dai SIGIR11]

o Expensive for timely annotation

o Inadequate to recover end-user’s information
need




Editor’'s Annotation

0 Freshness-demoted relevance

o Rule-based hard demotion [Pong WSDM10]

m E.g., if the result is somewhat outdated, it should be
demoted by one grade (e.g., from excellent to good)

CTR v.s. Editorial Judgments

.

1 e

0.8

Ny * | <« Correlation:
p . 0.5764+0.6401

CTR

0.4

02 ¢




Joint Relevance and Freshness

Learning
1

JRFL: (Relevance, Freshness) -> Click

Jo
Query: X2 eesee > O
A > Query => trade-off
: g R/:V S 3'. VN | ™
JUVE o ni ey, 4 q
URL: (X2,X7) "g-.._‘SF*_.:‘;..» v o] URL=>
5 F ni \ I el
S SN . relevance/freshness
. —— %5.,.735‘-:-,;::;-"' \N )
URLy: (X5, X)) P ¥ ¥, @+-->Click => overall
: 1 impressionl
N

Ynfi, > Ynj



Joint Relevance and Freshness

Learning
]

o Model formalization

N

. 1 C
min _(”fQ“+||9R||+||9F||)+ﬁzzgnij

an dgr, 9Fr, g 2

s.t. V(n,i,5),URLy; = URLy;
Yoni — Ynj >1-— "fn’ij
0< fo(X7) <1
Enij 2 0,

n=1 i,j

————————————————————————————

! ~_

Query-specific Latent




Joint Relevance and Freshness

Learning
]

o Linear instantiation

N
2, ol Tl + e )+ 55 e
s.t. V(n,i,7),Uni = Un,
wo X2 x wi(XE — XE)
+ (1= wo Xi?) x wr(Xal — Xoj) > 1= iy
0 <woXy <1

gnz > 0
o Assoclauve property

m Relevance/Freshness model learning
= Query model learning




Temporal Features

0 URL freshness features
o ldentify freshness from content analysis

Table 1: Temporal Features for URL freshness

Type Feature

age, bdate (URL|Query) = timestamp(Query) — pubdate(URL)

ageoy (URL|Query) = timestamp(Query) — pubdate,,; 4ereqd(URL)

URL freshness LM@1(URL|Query,t) = dECorpus(r(?—ai()[t_l day ] log p(URL|d)

LM@5(URL|Query, t) = max log p(URL|d)
deCorpus(q—t) [t—5days,t—2days]
LM@ALL(URL|Query, t) = max log p(URL|d)
deCorpus(q—t)[—oo,t—6days]
. _agepdate(URL|Query)—mean[age,, pqate (URL|Query)]
t-dlSt(URL‘QUGTY) - Bt dev[agepubdate(URL'(Sube(:-yB]




Temporal Features

o Query freshness features
o Capture latent preference

Table 2: Temporal Features for Query model

Type Feature

. Count(Query|t)+34
q-prob(Query|t) = log >, Count (Queryl0) 15

Count(User|t)+ Ay
>_g Count(User[t)+A

g-ratio(Query|t) = q_prob(Query|t) — q_prob(Query|t-1)
u_ratio(User|t) = u_prob(User|t) — u_prob(User|t-1)
Query Model | ERnt(Query|t) = —p(Querylt) log p(Querylt)
CTR(Query|t) = mean [CTR(URL|Query, t)}

u_prob(User|t) = log

pUb—mean(Querﬂd) = IMeANy RLeCorpus(Q|t) [agepubdate (URL|QUQTY)]

pub_dev(Query|d) - deVURLECorpus(Q|t) {agepubda‘ce (URL|QU.€I‘Y)]

C HURL|d)+oy,
pUb—frq(QuerY‘t) = log ZU;sTécgunt(llff)ELE)ﬁLa

(64,6); (Au, A) and (o4, 0) are the smoothing parameters estimated from the query log.




Experiments

0 Data sets

o Two months’ Yahoo! News Search sessions
= Normal bucket: top 10 positions

m Random bucket [Li 2011]

= Randomly shuffled top 4 positions
= Unbiased evaluation corpus

= Editor’s judgment: 1 day’s query log
o Preference pair selection [Joachims SIGIR05]
= Click > Skip above
= Click > Skip next
= Ordered by Pearson’x® value



Analysis of JRFL

o0 Relevance and Freshness Learning

o Baseline: GBRank trained on Dong et al.’s
relevance/freshness annotation set

o Testing corpus: editor’'s one day annotation set

Table 5: Performance on individual relevance and freshness estimation

P@l MAPQ@Q3 DCGQ5

Relevance GBRank 0.9655 0.3422  14.6026
JRFL Relevance 0.8273 0.2291  14.7962
Freshness GBRank 0.9823 0.4998  18.8597
JRFL Freshness 0.9365 0.3106  19.8228




Query Weight Analysis

Table 6: Query intention analysis by the inferred query weight

Freshness Driven Relevance Driven

7-Jun-2011, china 5-Jul-2011, casey anthony trial summary
6-Jul-2011, casey anthony trial | 9-Jul-2011, nascar qualifying results
24-Jun-2011, nba draft 2011 8-Jul-2011, burbank 100 years parade

28-Jun-2011, libya 10-Jul-2011 gas prices summer 2011
9-Jun-2011, iran 10-Jul-2011, bafta film awards 2011
6-Jun-2011, pakistan 2-Jul-2011, green lantern cast

13-Jun-2011, lebron james 9-Jul-2011, 2011 usga open leaderboard
29-Jun-2011, greece 3-Jul-2011, lake mead water level july 2011

27-May-2011, joplin missing 5-Jul-2011, caylee anthony autopsy report
6-Jun-2011, sarah palin 4-Jul-2011, aurora colorado fireworks 2011




Quantitative Comparison

S =
o Ranking performance
o Random bucket clicks

Table 8: Comparison On Random Bucket Clicks

Model FreshDem RankSVM GBRank JRFL
Pa@l 0.3413 0.3706 0.3882 0.3969*
pP@2 0.3140 0.3372 0.3477 0.3614*

MAP@3 0.5301 0.5601 0.5751 0.6012*
MAPQ4 0.5859 0.6090 0.6218 0.6584*
MRR 0.5899 0.6135 0.6261 0.6335*

* indicates p-value<0.05.



Quantitative Comparison

S =
o Ranking performance
o Normal clicks

Table 9: Comparison On Normal Clicks

Model FreshDem RankSVM GBRank JRFL
pP@l 0.3886 0.5981 0.5896 0.6164%*
P@2 0.2924 0.4166 0.4002 0.4404%*

MAP@3 0.4991 0.7208 0.6849 0.7502%*
MAPQ4 0.5245 0.7383 0.7024 0.7631%*
MRR 0.5781 0.7553 0.7355 0.7702%*

* indicates p-value<0.05



Quantitative Comparison

o Ranking performance

o Editorial annotations

Table 10: Comparison On Editorial Annotations

Model FreshDem RankSVM GBRank JRFL
Pa@1 0.9184 0.9626 0.9870 0.9508
P@2 0.9043 0.9649 0.9729 0.9117
MAP@3 0.3055 0.3628 0.3731 0.4137
MAPQ@4 0.4049 0.4701 0.4796 0.4742

MRR 0.9433 0.9783 0.9920 0.9745
DCGaQ1l 6.8975 7.9245 8.1712% 7.2203
DCG@5 15.7175 17.2279 17.7468 18.9397*

* indicates p-value<0.05.



CTR distribution revisit

CTR v.s. JRFL Ranking Score

1 @ @ @ = ® o
0.8 ®e o'. )
..‘ ’
5 0.6 ° ‘. - .
5 ewe o «— Correlation:
0.4 0.7163+0.1673

0.2

JRFL Ranking Score




Summary

!
o Joint Relevance and Freshness Learning
o Query-specific preference
o Learning from query logs
o Temporal features

o Future work

o Personalized retrieval
= Broad spectral of user’s information need
m E.g., trustworthiness, opinion
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o Federated search

o Time-sensitive recommendation



Federated Search

N
o In web search engine results

o To Integrate vertical search engine results
o News
o Local
o Shopping
o Finance
o Movie
o Travel

o Also called DD (direct display)



News DD

-. A_HDO-’ obama ' - Search &  Options

171,000,000 results
WEB IMAGES VIDEO NEWS SHOPPING SPORTS BLOGS MORE

Also try: obama 51 percent, obama stumbles on oath, obama half brother, more...

Barack Obama - News Results

Obama praises nominees for SEC, consumer panel NEWS IMAGES
Associated Press via Yahoo! News - Jan 26 03:05am W
WASHINGTON (AP) — President Barack Obama says his
picks for two top posts will crack down on those whose
irresponsible behavior threatens the U.S. economy and the
middle class.In his weekly radio and ... more »

News DD

Court says Obama appointments violate constitution
Associated Press via Yahoo! News - Jan 25 04:13pm

WASHINGTON {AP) — President Barack Obama violated the
Constitution when he bypassed the Senate last year to appoint
three members of the National Labor Relations Board, a
federal appeals court ruled ... more »

wore Barack Obama stories » / more News images »

Barack Obama
BarackObama.com is the official re-election campaign website of President Barack Health Care Plan Obama
Obama. Visit the site for the latest updates from the Obama campaign, including news ... Search for Health Care Plan

www.barackobama.com - Cached Obama. Find Expert Advice on

About OFA Blog About.com.
Issues Store About.com/Health Care Plan
Volunteer Contact Us Obama

More results from barackobama.com »

More Sponsors:

Barack Obama - The White House W
www.whitehouse.gov approval

The Presidents - First Ladies - White House History




Critical Challenge

N
o Understand query intent and surface relevant
content
o When to trigger DD?
o Where to show the DD?

o Maximize user satisfaction subject to business
constrains



Proxy for User Satisfaction

!
o Strong correlation: CTR & newsworthiness
o [Diaz WSDMOQ9]
o Editors label queries for newsworthiness
o Check the correlation between CTR & labeling

0 So user click info can represent query’s
newsworthiness



Applicability of Existing

ABEroaches
]

o Web document ranking?

o CTR is not correlated with query-document
relevance

o Query classification?

o Buzzy words change rapidly
o Online model?

o No initial CTR data

o Human labeling is very difficult (if not
Impossible)



Approach by Konig et al.
|[Konig SIGIR09]

o Data sources for feature computation
o News corpus
o Blog corpus
o Wikipedia corpus

o /-day’s data corpus window
o Small enough for main memory use

o News and Blog complement each other
o Wikipedia is background corpus



Features

o Corpus frequency features
o frequency of documents matching the query
o Frequency difference
o Based on news article title and full text
o tf-idf method for query term salience

0 Context features

o Breaking news query usually surfaces similar
documents

o On the other hand, “NY Times” return different
stories

o Compute the coherence of returned documents



Features

o Query-only features
o Ratio of stop words to query length in tokens

o Ratio of special characters
m E.g., www.google.com

o Ratio of capitalization terms

m Check if query terms are capitalized in news corpus
= E.g., “Casey Anthony”



http://www.google.com

Leverage Click Feedback

S s
- [Diaz WSDMOQ9)]

0 CTR can be estimated simply by

g = Ca
q Vg
0 But
o Samples are sparse especially at initial stage
o Click probability is changing over time
o Therefore we need Initial guess



Incorporate Prior Estimation into
Click Feedback

o Posterior mean:
~t Cg. + }L'}Tg
Pa = Vi+ p
m, - prior estimation
Small u: sensitive to early user
feedback

0 Aggregege dlicketyvieors foorpraiméatianadines
Co=Co+ Y Blg,q')Cqy

Ve=Ve+ > Blg,qd)V,

q

B(g,q;) - query similarity



Features for Prior Estimation
S

feature description
query-last-k how many of the last k queries
were q

query-last-k-yesterday yesterday, how many of the last &
queries were q

news-last-k how many of the last £ queries on
the news vertical were ¢

news-last-k-yesterday yesterday, how many of the last &
queries on the news vertical were

q
doc-last-k how many of the last k documents
were retrieved by q
doc-last-k-yesterday yesterday, how many of the last &
documents were retrieved by ¢
weight-mean-age weighting by relevance, how old is
the average retrieved document
weight-stddev-age weighting by relevance, what is

the standard deviation of retrieved
documents



Click Precision and Recall
S

Spring 2007 Winter 2008
- 0.6
] — history — history
B --- baseline 05 --- baseline
i - training : ~ training
- 5 0.4 —
R%
8
- e 0.3
x -
0
- T 0.2
— 0.1
- 0.0
T | | | T 1 | | | | |
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1
click recall click recall

Baseline: contextual model (prior mean)
Training: use click feedback



Scalability

N
o Many different verticals
o News, Shopping, Local, Finance, Movie, Travel, ...
o [Arguello SIGIR09] more features
o Many different markets
oUS, CA, UK, FR, TW, HK, ... ...
0 Need a system that can be applied to all different
verticals with minimal effort.
o Automatic data generation
o Automatic feature generation

o Automatic model training/evaluation
= Not rely on editorial data at all



Exploration

N
o Uniform Random Exploration over the set of
available choices ("actions”)
o Action = Slotting Decision = Slot DD ‘v’ at slot 's’
where
oV inV = set of all legally available DDs.

osin S = set of all legally available slots for v, may
Include NONE.

0 Features are logged at the same time.



Generating Data

o Thus each event in the data is a 4-tuple
(@ p, X, 1)
o a: Result slotted
o X: Feature vector
o r: Observed reward
o p: Probability of action, Pr(v@s)



Features

- Query features
, Lexical Features - Bag of words, bigrams, co-
occurrence stats, etc.
, Query attributes - query classification, length, etc.
- Corpus / Vertical level features:
,» Query independent historical CTRs, User preferences
etc.
- Post-retrieval features
, Query-Document match features (ranking scores and
features)
, Global result set features



Summary

!
o We have introduced
o Two classical papers on news federation search
o Scalability issue
o More issues

o False positive will hurt user experience badly
o More features
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o Time-sensitive recommendation



Web Recommender Systems

0 Recommend items to users to maximize
some objective(s)



Outline for Recommendation
S

o Introduction

o Personalization

o User segmentation

o Action interpretation

o Pairwise preference modeling
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Scientific Discipline
S =

o Machine Learning & Statistics (for learning user-

item affinity)

= Offline Models

= Online Models

= Collaborative Filtering

m Explore/Exploit (bandit problems)
o Multi-Objective Optimization
= Click-rates (CTR), time-spent, revenue

o User Understanding
m User profile construction

o Content Understanding
= Topics, categories, entities, breaking news,...
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CTR Curves for Dynamic Iltems

Each curve is the CTR of an item in the Today Module on www.yahoo.com over time
1.0 A

0.8
0.6

0.4 -

Scaled CTR

0.2 -

0.0 -

00:00 =

Traffic obtained from a controlled experiment
Things to note:
(a) Short lifetimes, (b) temporal effects, (c) often breaking news stories



Solutions

S
o Online learning
o Content and user interest change fast
o Offline model cannot capture all of the variations
o Large amount of user traffic make it possible

0 Personalization
o More relevant to different users



Online Learning

S
o Ranking model: updated every 5 minutes on
users’ feedbacks
o Exploration & Exploitation
o Random bucket (small traffic) for exploration:

randomly shuffle the ranking of all
candidates

o Serving bucket for exploitation:
models -> scores -> ranking



Online Learning Flowchart
]

Random learning bucket

N

model,_ ’—) model, rnr:-delm model,,,

SRR

Serving bucket




Per-ltem Model

N
o Each item has a corresponding model.

o For example, estimated most popular (EMP)
model

. am e ol &
0 Click pr YePt + Cres1

Ve T Meesq

Pt+1 =

where Ve = WVioq +Ne_q ¢

IS sample size.



Outline for Recommendation
S

L]
0 Personalization
L]
L]

[



Personalization

B
Query Category

Female 0.24 Family Female 0.34
Male 0.39 Family Male 0.32
Sports Female 0.16
Sports Male 0.37
Tech and Gadgets Female 0.21
Tech and Gadgets Male 0.44

Query DMA with highest
CTR

SF Giants San Francisco-
Oakland-San Jose

Oregon vs. UCLA  Portland

Texas Rangers Dallas-Ft. Worth CTRs are relative
valiiac




Personalization Model (1)

o User segmentation

o Pre-define a few user segments by user features
(e.g., age-gender)
o For each user segment
apply EMP



Personalization Model (II)

S =
o Online logistic regression (OLR)

y=PBo0o+B1f1+B2f2+B3f3

Bo: Intercept term, represent most popular score
B1,B2.B3, ... feature weights

f1 f2, f3, ... . binary user features
Bi: (i 2;)




Trending Now Module: Query

Recommendation
]

External resources

(Topics, no features)
Automatic Topic Generation

Topics
with
Search features
query
stream TimeSense Topic Editorial
(query feature Identification Selection
generation) (query clustering)

Personalized list
of Topics

\\]
CORE
Trending Now (personalization _
Module and TOpICS Pool
» recommendation)
J
User features
and click/view

feedback



Query Buzz Computation

]
0 ngram based

o0 uses LM scores based on search queries, queries

triggering News DD, and news headlines

o computes the likelihood of the ngrams in a query for:

= the last hour/window

= the same hour/window In the previous day

= the same hour/window In the previous wee

= the same hour/window In the previous moahth

w | W |

Feb. 6 Feb. 7 Feb. 8

Model for
current

hour

LM (W)

Same houir,
previous

day




GEO Feature [Bawab KDD12]

o query based

0 uses the gueries in the TimeSense
dictionary

0 aggregates Ioca_caums_an_‘a fixed windau
Of 24 ,.”rS W = 24 hrs - current

hour

Feb. 6 Feb. 7 Feb. 8



GEO Capabilities
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GEO Model

S =
o Entropy of query over DMAS:

N
entropy(dma | q) = — Zp(dmﬂri | q) * log2(p(dma; | q))
i=1

o Posterior probability, normalizes across
DMAs, favors larger ones:

v(dma;,
p(dma; | q) = N( )
2 _i—1 v(dmaj,q)




Time-Sensitive vs. Geo-
Sensitive

Location Enropy vs BUZzZ Score
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Examples (Buzzy and Local)

_&55 Top DMA nProb

ringwood nj
murder 67 0.7024 0.8546 New York = 0.84, Philadelphia = 0.06

Los Angeles = 0.15, San Fran = 0.16,
tom torlakson 73 0.8506 2.3704 Ssacramento = 0.36, San Diego = 0.21

justice jorge

Miami = 0.19, Tampa = 0.17,
laba rga 66 0.7014 2.4733 orlando = 0.26, Jacksonville = 0.29
gulf coast claims
facility 626 0.5037 1.1892 New Orleans = 0.86

drew brees baby 312 0.4068 0.9781 New Orleans = 0.89



Outline for Recommendation
S

[
[
o User segmentation
L]

[



User Segmentation

S
o Baseline — heuristic rule
o E.g., by age-gender

o User behavior information can better reflect
users’ interests

o Users with similar behavior patterns are more likely
to have similar interests

o Describing user behaviors:
= Behavior Targeting (BT) features



Action Interpretation for User

Segmentation
1

o User Segmentation:
o Use selected features to describe each user

o Apply clustering methods:
m K-means
m Tensor segmentation [Chu KDDQ9]

[Bian TKDE]



Tensor Segmentation Result

high

low

sports finance health movies politics tech music travel

Fig. 6. User segments’ preferences on selected
item topics in the five example user segments. Each
square’s gray level indicates the preference of a seg-
ment on the corresponding topic, from white (l/ike) to
black (dislike).



Offline Evaluation

!
o Editorial judge is infeasible

o The correlation between actual clicks and
prediction rankings

actual ranking predicted ranking | predicted ranking
by Model 1 by Model 2

1 (clicked) 1 2

2 S 3

3 4 1

4 3 5

5 2 4
Precisionl =1 Precision1 =0
Precision2 =1 Precision2 = 0

Precision3=1 Precision3 =1



Compare User Segmentation

Approaches

Relative precision gain when training only on click
events over training on original whole dataset.

Model prec, prec, precg prec, precy
EMP 1.81% -1.57% -1.79% -3.65% -1.72%
EMP-agegender  16.23% 16.07% 15.41% 13.65% 12.58%
EMP-kmeans 20.54%  22.05%  2639%  26.50% @ 22.44%
EMP-tensor 2286%  24.33%  21.02%  22.20% 19.79%



Outline for Recommendation
S

[
[
L]
o Action interpretation

[



Action Interpretation for Online

Learning
]

o User is not engaged in every module

o Three event categories

o Click event

m user clicked one or more items in the certain module
— useful

o Click-other event

m contains at least one user action on other modules —
not useful

o Non-click event
m user has no click action on any module

m not obvious to determine if the user examine the
module

mwe can check user’s historic behaviors on this module



User Engagement on Non-Click

Events
T e

o
o
=

o

o

w
T

0'02 ....................................................................

—+H&— Exclusion by users click number

0'01 ........................
—&— Random exclusion

relative CTR gain over only excluding click—other event

2I0 4I0 6I0 BIO 1CIJO

x: excluding users who had less than x clicks in the history
Fig. 8. Relative precision gain when training with data
after excluding some non-click events over training
with data excluding only click-other events (using EMP-
Kmeans).



Remove Click-Other Events
S

Table 4: Relative precision gain when training without click-

other event over training on the original whole dataset.
Model precy precy precg precy precq g
EMP-kmeans 11.11%  7.05%  8.22% 7.70%  5.46%




Outline for Recommendation
S

[
[
[
[
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Pairwise preference modeling



Pairwise Preference Learning

S =
o Reality: multiple items displayed at one time

o In one event:

click no click
a user & L
ltem A Item B

o Per-item model interpretation:

“Item A was clicked once, Iltem B was viewed-only
once.”

o Preference interpretation:
“the user liked Item A better than ltem B.”

[Bian TIST]



Another Example
N

click no click
User 1 L &
ltem A Item B
click no click
User 2 L L
ltem C Item D

0 By per-item model
CTR(A)=1; CTR(B)=0; CTR(C) =1;
CTR(D) =0.
A=C>B=D (wrong due to limited
observations)

o Facts are only:

N ~ . f\ L g ™ . N f’ f\- N ﬁ . | | ﬂ ,\l o | "\



Learning Sample Sparsity

oMany users never really examine the
module;

o Candidate pool size >> display nhumber;
o Personalization: makes it even worse



Our Approach for Sample
__ Sparsity

o Use pair-wise preferences for learning
o Can better deal with sparse problem
o More straightforward way for final ranking

o A proven effective approach in search ranking
problem.

o Two algorithms
o Graph-based pairwise learning
o Bayesian pairwise learning



Preference Extraction
S

click no click no click no click
User 1 & U J L
ltem A ltem B ltem C Iltem D

Preferences: A>B; A>C; A>D.

no click click click no click
User 2 & L L L
Item D ltem C ltem A ltem B

Preferences: C>D; C>B; A>D:; A>B.



Graph-Based Pairwise Learning

FE
o Borrow PageRank idea
o Preferences: A>B; A>C; A>D.
o Preferences: C>D; C>B; A>D; A>B.

1
A B A 2 B




Bayesian Pairwise Learning

observed preference strength

Bayesian hidden score (BHS) model

* Preference distribution:

rii ~p(rislsi,ss, a), riilsi, 85 a0~ N(s; — s5, )

» Attractiveness distribution:
t t t—1
Si Np(8’6|8z a)\)a st

[

s~ N(sEE N




Model Optimization

T e
o Likelihood function

p(D;a, \) = H H (p{r:’j B .5;\, a)p(sf\sz_l}\)p(.sf?— \s;_l, A))

t T",f-jED
o Final task
min > Y (It —(si=shIP+(llsi—ss P +Isi—s5 " |17),

t’i“ED'

o Optimization:
o Stochastic gradient descent algorithm



Sample Sparsity Effect

N
o Trending Now data 0

o0 Removing learning i BN
samples, compare: £ 0 TT—0 ]
o Per-item model decline s <os- - TTTa -
o Preference model S
decllne. T
o Conclusion ool gl
—&— Graph-se
o The fewer samples, th _, — o
mOre EﬁeCtIVE the ’ ;fgr(:f:entage of randg(rﬁf;f removed san?glz,a 2% 99

preference learning
approach



Summary

!
o We have introduced
o Time-sensitive + geo sensitive
o User segmentation
o Action interpretation
o Pair-wise learning
o We have NOT introduced
o Many failed efforts

o Many Lessons

o Appropriate features and sampling are extremely
critical in practice
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- Summary & Resources

WSDM 2013 Tutorial



Summary and Other Venue

S =
o Wikipedia Page

http://en.wikipedia.org/wiki/Temporal_information_retrieval

o Workshops

TempWeb WWW’13

International Workshop on Big Data Analytics for the Temporal Web (2012)
Time-Aware Information Access (TAIA) associated to SIGIR’12

Temporal Web Analytics Workshop associated to WWW2011

TERQAS (Time and Event Recognition for Question Answering Systems)
workshops

Workshop on Web Search Result Summarization and Presentation associated to
WWW2009

Workshop on Temporal Data Mining associated to ICDM2005
Workshop on Text Mining associated to KDD2000

o TREC

Temporal Summarization Track
Microblog Track



