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ABSTRACT

We investigate an image classification task where the training images
come along with tags, but only a subset being labeled, and the goal
is to predict the class label of test images without tags. This task is
crucial for image search engine on photo sharing websites. In pre-
vious work, it is handled by first learning a multiple kernel learning
classifier using both image content and tags to score unlabeled train-
ing images, and then building up a least-squares regression (LSR)
model on visual features to predict the label of test images. How-
ever, there exist three important issues in the task: 1) Image tags on
photo sharing websites tend to be inaccurate and incomplete, and
thus refining them is beneficial; 2) Supervised learning with a lim-
ited number of labeled samples may be unreliable to some extent,
while a graph-based semi-supervised approach can be adopted by
also considering similarities of unlabeled data; 3) LSR is established
upon centered visual kernel columns and breaks the symmetry of
kernel matrix, whereas support vector regression can readily use the
original visual kernel and thus leverage its full power. To handle the
task more effectively, we propose to combine tag refinement, graph-
based learning and support vector regression together. Experimental
results on the PASCAL VOC’07 and MIR Flickr datasets show the
superior performance of the proposed approach.

Index Terms— Tag refinement, Graph-based semi-supervised
learning, Support vector regression

1. INTRODUCTION

Image classification, whose goal is to determine whether an image
belongs to a certain category or not, has been studied for decades.
In the literature, different types of categories have been considered,
e.g., scenes [1] or objects [2]. To tackle an image classification prob-
lem, a supervised learning framework can be used, where a binary
classifier is first learned from manually labeled training images and
then used to predict the class label of test images. The learned clas-
sifier can be enhanced by increasing the quantity and diversity of
manually labeled training images. However, manually labeling im-
ages is a time-consuming task. In practice, we often have to handle
a challenging image classification problem by using only a limited
number of labeled samples. In the literature, semi-supervised learn-
ing [3] has been proposed to exploit the large number of unlabeled
samples and thus helps to handle the scarcity of labeled samples to
some extent.

In this paper, we investigate a multimodal semi-supervised im-
age classification problem originally raised in [4]. In this problem,
the training images have associated tags (e.g., from Flickr), and only
a few of the training samples have class labels. The goal is to predict
the class label of test images without tags. This is a crucial problem
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Tags: africa, honda, motorbike, suzuki
Labels: chair, diningtable, person, pottedplant

Tags: airplane, food
Labels: bottle

Tags: water, reflection, river, morning
Labels: plant life, sky, structures, tree

Tags: night, naturesfinest, usa, insect
Labels: animals

Fig. 1. Example images from PASCAL VOC’07 (top row) and MIR
Flickr (bottom row) datasets with their associated tags and class la-
bels. Tags in bold are inaccurate ones.

for image search engine on photo sharing websites, since a newly
uploaded images and also a considerable part of the existing images
have no tags. To solve this problem, a two-step method was pro-
posed in [4]. In the first step, a multiple kernel learning (MKL) [5]
classifier is learned by utilizing both image content and tags, which
is then used to score unlabeled training images. In the second step,
a least-squares regression (LSR) model is learned on the training
set by using centered classification scores and centered visual kernel
columns, which is then used to predict the class label of test images.

However, three important issues need to be concerned to deal
with this problem. Firstly, image tags on photo sharing websites
(e.g., Flickr) tend to be inaccurate and incomplete, i.e., they may not
directly relate to the image content and typically only a few rele-
vant tags are associated with each image. Some example images are
shown in Fig. 1. Since the original tags are imperfect, it is a subop-
timal choice to directly use them. Hence, we propose to refine tags
of training images as the first step.

Secondly, as the number of labeled samples on the training set
is limited, an MKL classifier learned by using only these samples
may be unreliable to some extent. With this in mind, we propose to
use a graph-based semi-supervised learning method which can fully
leverage the unlabeled samples from the training set. Empirical re-
sults show that the graph-based method can score unlabeled training
images more effectively.

Thirdly, the LSR model used in [4] is based on centered visual
kernel columns, which breaks the symmetry of the visual kernel ma-
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Fig. 2. Illustration of handling multimodal semi-supervised image
classification by combining tag refinement, graph-based learning
and support vector regression. Inputs and outputs of the correspond-
ing step are denoted by bold words in square brackets and italic
words in parentheses, respectively.

trix. Moreover, the singular value decomposition (SVD) step in the
LSR model is time-consuming. Instead of LSR, we propose to use
support vector regression (SVR) to predict the class label of test im-
ages, since SVR can readily leverage the original visual kernel and
make full use of image features in the reproducing kernel Hilbert
space (RKHS).

To summarize, we propose to tackle the aforementioned multi-
modal semi-supervised image classification problem by combining
tag refinement, graph-based learning and support vector regression
together. The schematic overview of the proposed approach is shown
in Fig. 2. The goal is to predict the class label of test images without
tags. First of all, we perform tag refinement for the training samples
by using the original images and tags. Then, as the next step, class la-
bels of all training samples are predicted by using graph-based semi-
supervised learning, where the similarities of the training samples
are determined by all the feature representations (i.e., original im-
ages, original tags, and refined tags). Finally, the class label of test
images are predicted by an SVR model, which can be readily built
up by using image features and class labels of training samples.

We conduct experiments on two publicly available datasets to
evaluate the proposed approach. Experimental results show not only
that tag refinement is beneficial for the multimodal semi-supervised
image classification task, but also that the proposed approach per-
forms significantly better than existing methods.

The rest of the paper is organized as follows. In Section 2, we
discuss the proposed method in detail. In Section 3 and Section 4, we
present experimental setup and results, respectively. Finally, Section
5 draws the conclusions.

2. OUR METHOD

We propose to handle the aforementioned problem by tackling the
three important problems mentioned in Section 1. We first present
the formalized definition of the problem, and then introduce the three
components of our method in detail. Finally, the time complexity of
the proposed algorithm is analyzed.

2.1. Problem definition

We denote by Itr = {x1, x2, . . . , xn1} the training image set and
Ite = {xn1+1, xn1+2, . . . , xn1+n2} the test image set, respectively.
Note that n = n1 + n2 is the total number of samples. Training im-
ages come along with tags, which is represented by a binary matrix
Ttr ∈ {0, 1}n1×m indicating tag presence and m is the total num-
ber of unique tags. Moreover, only a few of the training images are
assigned with class labels from c categories, and the label matrix is
denoted as Ytr ∈ {−1, 0, 1}n1×c, whose element Ytr(i, j) indicates
the label of image xi, i.e., Ytr(i, j) = 1/ − 1 if xi is labeled as a
positive/negative sample of category j, and Ytr(i, j) = 0 if xi is un-
labeled. The goal is to predict the class label of test images without
tags, i.e., a n2 × c matrix Yte.

2.2. Tag refinement

As shown in Fig. 1, image tags tend to be inaccurate and incomplete.
Instead of directly using the original imperfect tags, we propose to
refine them with the help of image content. Although there have
already been many approaches to tag refinement in the literature [6,
7], we adopt the local and global consistency method [8], given that
our focus in this paper is proposing a significantly better solution to
the aforementioned image classification problem.

We denote the visual kernel of training samples by Kv
tr , and the

normalized Laplacian Lv
tr = I − D−1/2Kv

trD
−1/2, where D is a

diagonal matrix with its (i, i)-element equal to the sum of the i-th
column of Kv

tr . The objective function for tag refinement is shown
as follows.

min
Ttr∗

α1 tr(T
>
tr∗L

v
trTtr∗) + (1− α1)‖Ttr∗ − Ttr‖2F (1)

The analytical solution of Eq. 1 is given by Ttr∗ = (1 −
α1)(α1L

v
tr + (1− α1)I)

−1Ttr .

2.3. Graph-based semi-supervised learning

After obtaining refined image tags, we may have a better similarity
measure of training samples. The next issue is to infer the class la-
bel of unlabeled training images. We propose to use a graph-based
semi-supervised learning method to tackle this issue by fully lever-
aging unlabeled samples. To be consistent with the aforementioned
tag refinement procedure, we similarly adopt the local and global
consistency method [8]. We denote by Ktr the kernel and Ltr the
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corresponding normalized Laplacian, and thus the objective function
for scoring unlabeled training images is shown as follows.

min
Ytr∗

α2 tr(Y
>
tr∗LtrYtr∗) + (1− α2)‖Ytr∗ − Ytr‖2F (2)

The analytical solution is given similarly as that of Eq. 1, i.e.,
Ytr∗ = (1− α2)(α2Ltr + (1− α2)I)

−1Ytr .
It should be noted that most of the elements in Ytr∗ have small

absolute values (i.e., close to 0), which may lead to inferior final re-
sults. To imitate the decision values outputted by an SVM classifier,
we use a simple algorithm to normalize Ytr∗ as follows. Note that
we define Y 1

tr∗ as the subset of Ytr∗ where the corresponding origi-
nal labels in Ytr equals 1 (i.e., positive), and we can similarly define
Y −1
tr∗ and Y 0

tr∗.

Y 1
tr∗ ←− 1, Y −1

tr∗ ←− −1

Y 0
tr∗ ←− Y 0

tr∗ −
1

2
(max(Y 0

tr∗) + min(Y 0
tr∗))

Y 0
tr∗ ←− Y 0

tr∗/max(Y 0
tr∗)

(3)

2.4. Support vector regression

After obtaining scores of all training samples, the class label of
test images can be inferred by learning a classification or regression
model. Since the predicted scores of training samples are continuous
(i.e., not quantized to 0 or 1), a regression model is preferred. In [4],
SVD is performed on the centered kernel matrix for Kv

tr (i.e., each
column of Kv

tr is normalized to 0 mean), and the regression coef-
ficients can be computed by multiplying the pseudo-inverse matrix
of Kv

tr (which can be easily obtained after performing SVD) by the
centered scores of training samples.

However, the symmetry of the visual kernel matrix Kv
tr is bro-

ken in [4], and the SVD step is time-consuming. In order to directly
leverage Kv

tr and make the learning algorithm more efficient, we
propose to use SVR as the regression model. Similar to the SVM
classifier, SVR can be kernelized to fully leverage image features in
the RKHS along with the continuous predicted scores of all training
samples. The scores predicted by SVR are the final results of the
aforementioned problem.

2.5. Complexity analysis

Recall that we denote by n the sample size. Since training sample
size and test sample size have the same orders of magnitude, we
do not explicitly distinguish between them. The method proposed
in [4] consists of an MKL classifier and an LSR model. The most
time-consuming step is the SVD of the centered visual kernel matrix,
where the time complexity is O(n3).

As a comparison, the proposed method is made up of tag re-
finement, graph-based learning and SVR. The most time-consuming
step is the inversion of an n × n matrix when computing the ana-
lytical solution to a semi-supervised problem, where the time com-
plexity is also O(n3). However, we can adopt the iterative step sug-
gested in [8] to accelerate the semi-supervised learning algorithm,
and thus the complexity of our method can be reduced to O(nd)
with d ∈ (2, 3), which is determined by the SVR implementation.
Therefore, our algorithm is more efficient than that proposed in [4].

3. EXPERIMENTAL SETUP

To evaluate the effectiveness of the proposed approach, we conduct
experiments on two publicly available datasets: PASCAL VOC’07

[2] and MIR Flickr [9], both of which have been used in [4]. In par-
ticular, there are 9,963 images from 20 categories with 804 tags on
the PASCAL VOC’07 set and 25,000 images from 38 categories with
457 tags on the MIR Flickr set. Moreover, the PASCAL VOC’07 set
is split into a training set of 5,011 images and a test set of 4,952
images, and the MIR Flickr set is split into a training set of 12,500
images and a test set of 12,500 images.

There are M = 15 different image representations and a tag
representation on both datasets. We use the same visual kernel as
that in [4]. Specifically, we average the distances between images
based on these different representations, and use it to compute an
RBF kernel, which is defined as

kv(xi, xj) = exp(−λ−1d(xi, xj)) (4)

where the scale factor λ is set to be the average pairwise dis-
tance, λ = n−2 ∑n

i,j=1 d(xi, xj), and the pairwise distance is
defined as d(xi, xj) =

∑M
m=1 λ

−1
m dm(xi, xj), where λm =

maxi,j dm(xi, xj). Following the settings in [4], we use L1 distance
for the color histograms, L2 for GIST, and χ2 for the visual word
histograms. In addition, we compute the cosine similarity kernel for
tag features.

There are two tunable parameters in our model, i.e., α1 and α2.
We empirically set α1 = 0.9 and α2 = 0.1 for both datasets. More-
over, we use the LIBSVM implementation [10] for SVR, where the
regularization parameter is set to be C = 10, following the SVM
settings in [4].

4. EXPERIMENTAL RESULTS

In our experiments, we evaluate results using the average precision
(AP) criterion for each class, and also using the mean AP (mAP) over
all classes. To be in accordance with [4], we adopt the evaluation
criterion in the PASCAL VOC challenge [2], which is given as

AP =
1

11

∑
r

P (r) (5)

where P (r) denotes the maximum precision over all recalls larger
than r ∈ {0, 0.1, 0.2, . . . , 1.0}. A larger value indicates a better
performance. It should be noted that, all the AP scores are computed
based on the ranked lists of all test samples. To demonstrate the
effectiveness of our approach, we compare the following methods:

• MKL+LSR[4]: An MKL classifier learned on labeled train-
ing samples, followed by least-squares regression on the
MKL scores for all training samples to obtain the visual
classifier.

• GSSL+SVR(ours): A graph-based semi-supervised learning
method based on a combined kernel Ktr by averagely fusing
visual kernel and tag kernel, followed by SVR on the nor-
malized decision values of all training samples to predict the
scores of test samples.

• TR+GSSL+SVR(ours): Tag refinement by using the local
and global consistency method [8], followed by a graph-based
semi-supervised learning method based on a combined kernel
Ktr by averagely fusing visual kernel, tag kernel and refined
tag kernel. Finally, SVR is learned on the normalized deci-
sion values.

It should be noted that there is also a related paper [11] on multi-
label image classification using the same datasets, where the authors
assume the class label vectors (i.e., all class label assignments) of

4309



Table 1. AP scores for all the classes of the two datasets using 50 positive and 50 negative labeled examples for each class.
PASCAL VOC’07 aeroplane bicycle bird boat bottle bus car cat chair cow diningtable

MKL+LSR[4] 0.592 0.324 0.376 0.519 0.154 0.278 0.501 0.366 0.300 0.117 0.255
GSSL+SVR(ours) 0.641 0.439 0.394 0.540 0.175 0.443 0.471 0.425 0.317 0.271 0.226

TR+GSSL+SVR(ours) 0.649 0.447 0.388 0.525 0.143 0.422 0.548 0.430 0.323 0.276 0.277
dog horse motorbike person pottedplant sheep sofa train tvmonitor Mean

MKL+LSR[4] 0.331 0.637 0.383 0.703 0.212 0.218 0.191 0.617 0.236 0.366
GSSL+SVR(ours) 0.342 0.643 0.396 0.699 0.283 0.308 0.189 0.678 0.188 0.403

TR+GSSL+SVR(ours) 0.347 0.698 0.478 0.690 0.262 0.331 0.224 0.690 0.300 0.422
MIR Flickr animals baby baby∗ bird bird∗ car car∗ clouds clouds∗ dog dog∗ female female∗

MKL+LSR[4] 0.310 0.075 0.161 0.124 0.163 0.229 0.305 0.612 0.537 0.182 0.212 0.440 0.313
GSSL+SVR(ours) 0.324 0.171 0.193 0.160 0.191 0.126 0.444 0.649 0.567 0.262 0.280 0.416 0.396

TR+GSSL+SVR(ours) 0.355 0.142 0.227 0.173 0.190 0.282 0.422 0.640 0.577 0.269 0.270 0.422 0.307
flower flower∗ food indoor lake male male∗ night night∗ people people∗ plant life portrait

MKL+LSR[4] 0.373 0.424 0.333 0.514 0.159 0.366 0.255 0.471 0.368 0.629 0.554 0.613 0.474
GSSL+SVR(ours) 0.443 0.484 0.347 0.578 0.206 0.400 0.246 0.425 0.465 0.656 0.547 0.595 0.398

TR+GSSL+SVR(ours) 0.432 0.529 0.419 0.543 0.215 0.353 0.257 0.542 0.468 0.673 0.578 0.630 0.488
portrait∗ river river∗ sea sea∗ sky structures sunset transport tree tree∗ water Mean

MKL+LSR[4] 0.429 0.234 0.047 0.437 0.255 0.693 0.655 0.543 0.321 0.453 0.231 0.452 0.367
GSSL+SVR(ours) 0.449 0.189 0.094 0.457 0.274 0.708 0.632 0.584 0.335 0.347 0.351 0.468 0.391

TR+GSSL+SVR(ours) 0.498 0.190 0.076 0.442 0.284 0.712 0.669 0.565 0.266 0.432 0.393 0.489 0.406

Table 2. Performance in mAP on the two datasets using 20/50/100
positive and 20/50/100 negative labeled examples for each class.

PASCAL VOC’07 20 50 100
MKL+LSR[4] 0.336 0.366 0.406

GSSL+SVR(ours) 0.369 0.403 0.445
TR+GSSL+SVR(ours) 0.385 0.422 0.461

MIR Flickr 20 50 100
MKL+LSR[4] 0.316 0.367 0.395

GSSL+SVR(ours) 0.343 0.391 0.421
TR+GSSL+SVR(ours) 0.354 0.406 0.430

some given samples are already known. However, following the
problem settings in [4], we randomly choose positive and negative
samples for only one class at a time. Most probably, different la-
beled samples are chosen for different classes, and thus the afore-
mentioned problem does not belong to a multi-label classification
problem. Due to different settings of input class labels, we do not
make direct comparisons with the results reported in [11].

We list in Table 1 the per-class results using 50 positive and 50
negative labeled examples for each class. Due to the space limit,
we report in Table 2 the mAP scores for both datasets with varying
amounts of labeled data. The averaged performance over 10 ran-
dom sampling of labeled training images is reported in the tables.
We can observe that GSSL+SVR performs significantly better than
MKL+LSR, and that TR+GSSL+SVR can induce a further improve-
ment over GSSL+SVR. The improvement is mainly due to our so-
lutions to the three issues mentioned in Section 1. Although MKL
[5] is a powerful tool, it performs unsatisfactorily when using only
a limited number of labeled samples. In contrast, graph-based semi-
supervised learning is good at dealing with such problems. The LSR
model is based on centered visual columns, while SVR can readily
use the original visual kernel and thus leverage its full power. In
addition, tag refinement plays a key role in further improving the
results, since the original tags are inaccurate and incomplete.

5. CONCLUSION

In this paper, we propose to tackle the multimodal semi-supervised
image classification problem by combining tag refinement, graph-

based learning and support vector regression together. In the exper-
iments, our method is shown to achieve significantly better results
than existing methods. The improvement mainly lies in the graph-
based semi-supervised learning method which is good at classifica-
tion with a limited number of labeled samples. The SVR model also
plays an important role, since it can fully leverage image features in
the RKHS. Moreover, tag refinement can lead to a further improve-
ment upon the two aforementioned components.
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