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ABSTRACT

How predictable is success in complex social systems? In
spite of a recent profusion of prediction studies that ex-
ploit online social and information network data, this ques-
tion remains unanswered, in part because it has not been
adequately specified. In this paper we attempt to clarify
the question by presenting a simple stylized model of suc-
cess that attributes prediction error to one of two generic
sources: insufficiency of available data and/or models on the
one hand; and inherent unpredictability of complex social
systems on the other. We then use this model to motivate
an illustrative empirical study of information cascade size
prediction on Twitter. Despite an unprecedented volume
of information about users, content, and past performance,
our best performing models can explain less than half of the
variance in cascade sizes. In turn, this result suggests that
even with unlimited data predictive performance would be
bounded well below deterministic accuracy. Finally, we ex-
plore this potential bound theoretically using simulations of
a diffusion process on a random scale free network similar
to Twitter. We show that although higher predictive power
is possible in theory, such performance requires a homoge-
neous system and perfect ex-ante knowledge of it: even a
small degree of uncertainty in estimating product quality or
slight variation in quality across products leads to substan-
tially more restrictive bounds on predictability. We conclude
that realistic bounds on predictive accuracy are not dissim-
ilar from those we have obtained empirically, and that such
bounds for other complex social systems for which data is
more difficult to obtain are likely even lower.

1. INTRODUCTION

From the motions of the planets to the vagaries of the
weather to the movements of the economy and financial mar-
kets to the outcomes of elections, sporting events, and Holly-
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wood awards nights, prediction is of longstanding interest to
scientists, policy makers, and the general public [48, 39, 56].
The science of prediction has made enormous progress in
domains of physical and engineering science for which the
behavior of the corresponding systems can be well approx-
imated by relatively simple, deterministic equations of mo-
tion [58]. More recently, impressive gains have been made
in predicting short-term weather patterns [5], demonstrating
that under some conditions and with appropriate effort use-
ful predictions can be obtained even for extremely complex
and stochastic systems.

In light of this history it is only natural to suspect that
social and economic phenomena can also be brought within
the sphere of scientific prediction. Although such a devel-
opment has been anticipated since at least the days of New-
ton [57, 56], the track record of social and economic pre-
dictions has been marred by competing and often contra-
dictory claims. On the one hand, proponents of various
methods have claimed to accurately predict a wide vari-
ety of phenomena, ranging from the box-office success of
movies [2], to the outcomes of political conflicts [13] and
social trends [19], to the spread of epidemics [29, 12] and
“viral” products [6], to the stock market [9]. On the other
hand, critics have contended that claims of success often
paper over track records of failure [48], that expert predic-
tions are no better than random [55, 20], that most predic-
tions are wrong [47, 14, 40], and even that predicting social
and economic phenomena of any importance is essentially
impossible [54]. Repeated attempts to deflate expectations
notwithstanding, the steady arrival of new methods—game
theory [13], prediction markets [52, 1], and machine learn-
ing [17]—along with new sources of data—search logs [11],
social media [2, 9], MRI scans [7]—inevitably restore hope
that accurate predictions are just around the corner.

Characterizing predictability. Adjudicating these com-
peting claims is difficult, in part because they are often
stated in vague and inconsistent terms, and hence are impos-
sible to evaluate either individually or in comparison with
one another. For example, predicting the box office revenue
for a feature film or the number of flu cases in a given city
days in advance is a very different matter than predicting the
next blockbuster movie or avian flu pandemic months in ad-
vance. It is therefore clearly misleading to cite performance
on “easy” cases as evidence that more challenging outcomes
are equally predictable; yet precisely such conflation is prac-



ticed routinely by advocates of various methods, albeit often
implicitly through the use of rhetorical flourishes and other
imprecise language. On the other hand, it is also misleading
to imply that even if extreme events such as financial crises
and societal revolutions cannot be predicted with any useful
accuracy [54], predictive modeling is counterproductive in
general.

Compounding the lack of clarity in the claims themselves
is an absence of a consistent and rigorous evaluation frame-
work. For example, it is well understood in theory that
predictive accuracy cannot be reliably estimated from iso-
lated predictions, especially when selected ez-post [55]. Like-
wise, is uncontroversial to state that model performance can
be evaluated only with respect to the most relevant base-
line [23], or that incremental performance improvements do
not necessarily translate to meaningful improvements in the
outcome of interest [24]. In practice, however, claims of pre-
dictive accuracy (or inaccuracy) are rarely subject to such
scrutiny, hence many claims that violate one or more of these
conditions are allowed to stand uncontested.

Together, inadequate problem specification and inconsis-
tent evaluation criteria have obscured a question of funda-
mental importance: To the extent that predictions are less
accurate than desired, is it simply that the existing com-
bination of methods and data is insufficient; or is it that
the phenomenon itself is to some extent inherently unpre-
dictable [46]?7 Although both explanations may produce the
same result in a given context, their implications are qual-
itatively different—the former implies that with sufficient
ingenuity and/or effort, failures of prediction can in princi-
ple always be corrected, whereas the latter implies a perfor-
mance limit beyond which even theoretically perfect predic-
tions cannot progress [57]. In other words, if socioeconomic
predictions are more like predicting a die roll than the return
time of a comet, then even a “perfect” prediction would yield
only an expected probability of success, leaving a potentially
large residual error with respect to individual outcomes that
could not be reduced with any amount of additional infor-
mation or improved modeling [46, 27].

Ex-ante prediction. In this paper we investigate this
question in a specific sub-domain of socioeconomic phenom-
ena, namely predicting success. More specifically, we fo-
cus on predicting success ex-ante, meaning that we are con-
cerned with the accuracy of predictions that are made prior
to the events of interest themselves. This restriction may
sound tautological, but it highlights an important source of
ambiguity in the recent literature about prediction, much
of which has focused on predicting outcomes that unfold
over time, such as retweet cascades on Twitter, likes on
Facebook, or views on YouTube. In such domains it has
become increasingly popular to adopt what has been re-
cently labeled a “peeking strategy” [49], in which one pre-
dicts some property of a dynamic process after having ob-
served the state of the same process at some earlier stage
[31, 53, 35, 45, 60, 10, 42, 36, 63, 62]. As has been shown
elsewhere [49], peeking strategies in general perform much
better than strategies that rely exclusively on ex-ante ob-
servable features alone. Moreover, as has also been argued
elsewhere [57, 10], peeking strategies can be useful in prac-
tice, say by allowing marketers to adjust their promotional
efforts mid-stream in response to early indications of success
or failure.

Nevertheless, predictions based on peeking differ funda-
mentally from ez-ante predictions, which by definition rely
exclusively on features—whether of the object itself, the en-
vironment, or some combination of the two—that could have
been known, and hence manipulated, prior to the process
itself commencing. By contrast, peeking strategies derive
their power from cumulative advantage dynamics [49], ac-
cording to which entities that are successful early on tend to
be successful later on as well, regardless of any intrinsically
differentiating attributes such as higher quality or contextual
appeal [57]. The difference between these two approaches
can be clarified by considering how a prediction can be in-
terpreted: whereas ex-ante predictions claim, in effect, that
“X will succeed because it has properties A, B, and C”, peek-
ing strategies instead claim that “X will succeed tomorrow
because it is successful today.” Although both types of pre-
dictions can be informative, only ex-ante predictions offer
actionable guidance on how to optimize for success during
the creation process. Further, it is precisely this guidance
that motivates much of the interest in prediction—namely
the potential to create successful content, products, ideas,
etc., by manipulating features that are predictive of success.

To illustrate, consider the exercise of predicting total box
office revenues for a movie after having observed its opening
weekend, a feature that has long been known to be highly
informative [50]. Although arguably still useful—say for
modifying marketing and distribution plans—conditioning
one’s prediction on opening weekend does not address how
to make and market a successful film in the first place. As
appealing as peeking strategies may be from a performance
perspective, it is our contention that when people talk about
prediction they are generally referring to ex-ante prediction;
therefore, it is ex-ante prediction on which we focus here.

Our contributions. This paper makes three contributions.
First, after reviewing related work, we articulate a stylized
model of success that distinguishes between the two sources
of ex-ante predictive failure outlined above: errors in the
predictive model versus intrinsic unpredictability in the sys-
tem. The model formalizes intuitive notions of “skill” and
“luck” and their relative contributions to success, and sug-
gests a natural metric for evaluating performance when pre-
dicting success.

Second, we use this model to motivate an empirical study
of predicting the size of retweet cascades on Twitter. Al-
though Twitter cascades are ultimately just one of many
specific domains in which prediction is practiced, it is a topic
that has attracted considerable recent interest in the compu-
tational social science literature [3, 10]. It is also a domain
for which we have an exceptionally large amount of data,
both in terms of number of observations and number of fea-
tures; thus if accurate prediction is possible in any complex
social system it ought to be possible here. As a consequence,
we believe that the particular empirical case that we study
here serves as a conceptually clear illustration of the more
general theoretical point we wish to make. Considering a
series of increasingly powerful models, we find that the best
such model exhibits better out-of-sample performance than
has previously been reported [3]. We note, however, that the
model’s success relies heavily on an exceptionally informa-
tive feature set, including the past performance of identical
pieces of content, that is rarely available outside of social
media platforms like Twitter. Moreover, even under these
generous conditions, our model is able to explain less than



half of the variance in cascade sizes, suggesting that predic-
tions of success in general are far from deterministic.

Third, we conduct a simulation study of a spreading pro-
cess on a random scale-free network similar to that used pre-
viously to model cascades on Twitter [22]. We show that for
some parameter values and under the assumption of perfect
ex-ante knowledge about the state of the system, it is possi-
ble to achieve much higher performance than any model has
yet realized. We also show, however, that predictive per-
formance is highly sensitive even to small errors in ex-ante
knowledge as well as to increased heterogeneity in product
quality. For both reasons we conclude that practical lim-
its to prediction are likely closer to those attained in our
empirical study than the bounds suggested by our idealized
simulations.

2. RELATED WORK

The recent proliferation of online data—in particular de-
riving from search activity and user-actions on social media
sites—has driven a flurry of efforts to mine such data to
predict a range of online and also offline behavior. With
respect to offline behavior, Polgreen et al. [43] and Ginsberg
et al. [21] used search logs to “predict” U.S. Center of Dis-
ease Control (CDC) caseload reports two weeks in advance
of their publication, while Goel et al. [23] used a similar ap-
proach to predict movie box office revenues, song rankings,
and video sales one week to one month in advance. Contem-
poraneously, Asur et al. [2] used counts of Twitter mentions
to predict movie box office revenues, while Bollen et al. [9],
also studying Twitter posts, claimed that user sentiment
could predict price fluctuations in related stocks—a claim
that subsequently led to the creation of a “Twitter-based
hedge fund.” Although some of the more dramatic claims
arising from this early work have subsequently been criti-
cized [23, 34] the general idea of correlating online activity
to offline outcomes continues to attract interest [11].

With respect to online behavior, Bakshy et al. [3] used
a combination of content and user features to predict the
size of Twitter cascades in which tweets that included URLs
propagated via retweets along the follower graph. Bakshy et
al. reached three main conclusions that are germane to the
current discussion: first, that by far the most informative
feature was the past success of the seed user; second, that
after factoring in past success neither additional seed fea-
tures nor content features added appreciably to model per-
formance; and third, that even the best performing model
was able to explain only about a third of the observed vari-
ance (R® ~ 0.34). This last result is notable because the
model itself was extremely well calibrated—i.e. on aver-
age predicted and actual cascade size were highly correlated
(R2 ~ 0.98)—implying that errors in predicting individual
outcomes derive at least in part from intrinsic stochasticity
in the underlying generative process [46, 27], and hence are
to some extent ineradicable.

Other authors, meanwhile, have reached more optimistic
conclusions. For example, Hong and Davidson [28] intro-
duced a classifier based on content features that predicted
whether a given user would be retweeted in the future, claim-
ing significant improvements over various baselines. Petrovic
et al. [41] introduced a different classifier to predict whether
or not a given tweet would be retweeted, in this case claim-
ing a “huge” improvement over relevant baselines. Jenders
et al. [32] introduced a learning model that they claimed

predicted “viral tweets with high accuracy.” Szabo and Hub-
merman [53] presented a method for “accurately predicting
the long time popularity of online content”, Weng [59] ex-
amined the role of network structure in forecasting cascades,
claiming that “future popularity of a meme can be predicted
by quantifying its early spreading pattern in terms of com-
munity concentration,” and Cheng et al. [10] claimed “strong
performance in predicting whether a cascade will continue
to grow in the future.”

As with the broader prediction literature surveyed above,
however, the combination of imprecise language along with
differences in modeling approaches, prediction targets, and
performance metrics greatly complicates the exercise of eval-
uating or comparing competing claims. For example, al-
though Hong and Davidson’s model does arguably outper-
form various baselines, all the methods they study exhibit
precision and recall less than 50%; thus an alternative inter-
pretation of their results would be that content features are
largely uninformative—a result that would be completely
consistent with Bakshy et al. Likewise, Petrovic et al. beat
a random classifier but their model’s F'1 score remains below
50%. Jenders et al.’s “high accuracy,” meanwhile, refers only
to predicting tweets that will achieve more than some thresh-
old T number of retweets—a much easier task than predict-
ing cascade size over the whole data set, and one on which
both their model and also a naive baseline model do ex-
tremely well. And both Szabo and Huberman and Cheng et
al. along with several others [35, 31, 45, 60, 10, 42, 36, 63, 62]
utilize different versions of the peeking strategy discussed
above.

An important consequence of this lack of consistency across
studies, with respect to the data sets considered, the quanti-
ties about which to make predictions, and the performance
metrics used to evaluate these predictions, is that it is es-
sentially impossible to assess whether predictive accuracy is
improving in a meaningful way or is approaching any limits'.
We conclude that in spite of the recent attention devoted to
prediction of online phenomena like cascades and offline phe-
nomena like consumer behavior, the central question of this
paper—namely to what extent errors in prediction represent
inadequate models and/or data versus intrinsic uncertainty
in the underlying generative process—remains unanswered.

3. A STYLIZED MODEL OF SUCCESS

To clarify the question and motivate our approach, we in-
troduce a simple conceptual model illustrated schematically
in Fig. 1. The top panel of Fig. 1 represents an empiri-
cally observed distribution of success. As is typical across
many domains, including cultural markets [46], scientific ci-
tations [16], business firms [30], and personal wealth [18],
the distribution is right skewed with a heavy tail, imply-
ing that most individuals/entities are relatively unsuccess-
ful while a small minority enjoy outsize success. Following
Mauboussin [37], we claim that this empirical observation
can be accounted for by some mix of “skill” and “luck,”
where here skill refers to some combination of stable, in-
trinsic attributes of the individual or entity in question and
luck refers to systemic randomness that is independent of
these attributes. Our notion of skill is therefore extremely

!The problem of changing prediction criteria has been dis-
cussed separately in the learning literature under the rubric
of overfitting. See, for example, http://hunch.net/7p=22



broad, covering related concepts such as quality, appeal, and
potential. It can also depend on time, context, or other fea-
tures of the environment, and in general will not be directly
observable—although as we will argue later, one would ex-
pect that many of its contributing features will be. Cor-
respondingly, our notion of luck is also extremely broad,
encompassing essentially all forms of intrinsic stochasticity.

Consistent with Mauboussin [37], we note that the relative
contribution of luck versus skill to overall success can vary
between two extremes: in one extreme, pictured in the lower
left panel of Fig. 1, success is accounted for almost entirely
by skill; whereas in the other extreme (Fig. 1, lower right
panel) it is accounted for almost entirely by luck. In the “skill
world,” that is, the variance of success once conditioned on
skill is extremely small, hence almost all the variance in the
overall distribution can be attributed to differences in skill.
In the “luck world,” by contrast, success conditioned on skill
exhibits almost the same variance as the original distribu-
tion, hence differences in skill contribute relatively little to
overall success. According to Mauboussin, individual sports
such as tennis and track and field are clustered at the skill
end of the continuum, roulette and other forms of gambling
are clustered at the luck end, and most real-world activities,
including team sports, investing, and business activities fall
somewhere in-between.

Mauboussin’s luck-skill tradeoff can be formalized by ex-
pressing the degree of skill inherent in a particular domain
as the reduction in overall variance in outcomes that be can
be achieved by conditioning on skill.> In turn, the best pos-
sible performance for a predictive model is determined by
this reduction in variance. To clarify, imagine a hypotheti-
cal model of success s = f(q)+ € in which skill (¢) is the sole
predictor and luck (€) appears as uncorrelated, zero mean
noise. Assuming that skill has been correctly identified and
precisely estimated, let F' be the fraction of variance remain-
ing after conditioning on skill:

ENVar(S1Q)] _ Sy T (50 — 50)?
Var(S) >, (5—55)2 J

where 5, denotes the average success at skill level ¢ and 5 is
the mean success over all observations. In a pure skill world
the variance in success given skill is typically much smaller
than the overall variance, hence F' — 0, whereas in a pure
luck world these variances are approximately equal, hence
F — 1. The connection with predictive performance then
follows naturally by using 54 = f(q) to rewrite F as:

> (flg) —s:0)?
> (5—85)?

F

(1)

F= =1-R? (2)

where R? is the coefficient of determination, a standard and
widely-used metric of predictive performance, often inter-
preted as the fraction of variance “explained” by the model.
From this equivalence it becomes clear that our hypothetical
model can attain theoretically perfect prediction in a pure
skill world (R? = 1) whereas in a pure luck world it offers

2We note that our formulation of the skill-luck tradeoff
is somewhat different than Mauboussin’s, who instead fo-
cuses on reversion to the mean in performance over time.
Although conceptually similar, our formulation lends itself
more naturally to our current focus on prediction.

Empirical Observation

\ P[Success]

Success \

“Luck World”

%

“Skill World”

P[Success|skill]
P[Successiskill]

Success Success

Figure 1: Schematic model illustrating two stylized
explanations for an empirically observed distribu-
tion of success.

no predictive value at all (R*> = 0).® Depending on the im-
portance of intrinsic randomness in determining outcomes,
therefore, the theoretical limit of predictive performance can
be expressed in terms of the R? for our idealized model.

Presumably no real model can satisfy the assumptions of
this idealized model. As noted above, for example, “skill”
will typically be unobservable in practice—at least directly—
and the functional form of the mapping f(q) to success will
generally be unknown; thus the assumptions made above
that predictions can be reduced to one “master” predictor
and that this predictor can be estimated with zero error are
unlikely to hold in most settings. As we will illustrate in the
next section, attempts at prediction must in practice try
to approximate both skill (e.g. as different combinations of
observable features), and f(q) (e.g. by comparing the per-
formance of different models such as linear regression, re-
gression trees, random forests, etc.). As we will show, it is
possible to realize large gains in performance by including
increasingly comprehensive feature sets and using increas-
ingly sophisticated models; however it is almost certainly
the case that even the best such model will achieve an R?
less than the theoretical limit. Nevertheless, we argue that
the notion of a limit even for a perfect model is a useful
construct against which empirical values of R? can be com-
pared, hence for the remainder of this paper we use R? as
our metric of model performance.*

3Predictability can also be expressed in terms of information
theory [15]. In a perfect luck world the mutual information
between outcome and skill is zero, whereas in a perfect skill
world the mutual information is maximal.

“In addition to its natural interpretation as the fraction of
explained variance, R? has some other desirable features as
a benchmark for evaluating performance. First, unlike other
natural measures such as MAE and RMSE, R? is unitless,
hence it allows for meaningful comparisons across data sets
and domains. If, say, the empirical distribution of cascade
sizes on Twitter were to change over the course of several
years—as is likely—performance measured in terms of MAE
might well change even for the same model. By contrast,
performance measured in terms of R? counts only the re-
duction in variance relative to the overall distribution, and



4. PREDICTING CASCADES ON TWITTER

With this stylized model of success in mind, we now turn
to the specific task of forecasting the size of information cas-
cades on Twitter. To reiterate the argument above: to the
extent that the success of an information cascade is based on
“skill”, this problem reduces to one of estimating the intrin-
sic quality and appeal of content and users, as well as the
interaction between the two; if, however, success is driven
largely by chance then even reliable estimates of skill would
provide relatively little information about the final success
of cascades. As noted above, “skill” in this context (as in
many others) is inherently unobservable and the function
f(q) mapping skill to success is unknown. Instead, there-
fore, we adopt an empirical and exploratory approach, fit-
ting a series of increasingly complex models that capture
ever-more comprehensive sets of content and user features,
which we conjecture correspond to increasingly precise esti-
mates of skill. We then evaluate the performance of these
features on out-of-sample predictions of cascade size using a
variety of different statistical models—specifically, linear re-
gression, regression trees, and random forests—that we view
as coarse substitutes for different functional forms of f(q).
The remainder of this section proceeds as follows: we first
describe the dataset of tweets; then we describe our methods
for feature extraction, along with the resulting features; and
finally we report the performance of our various models.

4.1 Data

Recalling that our goal is to predict ez-ante the total num-
ber of retweets for a particular cascade, given the content of
the URL and properties of the user who started it, we con-
struct a dataset of all tweets from the month of February
2015 containing URLs. To prevent right-censoring issues, we
track retweets for another month beyond this period (until
the end of March). We resolve shortened URLs (e.g., bit.1ly
and t.co links) to their source address and treat multiple
URLs within any given tweet as independent cascades.

We perform the following filtering steps to ensure that our
dataset contains links to actual content such as news, im-
ages, or stories, not tweets produced by automated bots or
spammers. First, we use a proprietary social media classi-
fier at Microsoft to score each tweet on its spam content and
discard any tweet with a sufficiently high spam score. This
leaves us with 1.47 billion base tweets, excluding retweets
and quoted tweets. Second, we consider only URLs that
come from popular English language domains, to ensure
that our dataset contains legitimate content for which we
can reliably construct meaningful content features. We con-
sider popular domains to be those with many retweets from
many unique tweeters, over a wide period of time. To con-
struct this list, we identify the top 400 domains by retweets
and unique tweeters for two months separately (February

hence is far more robust to distributional changes. More-
over, R? can be used to compare model performance across
domains as different as Twitter cascades, life course out-
comes, and heritability of phenotypic traits, whereas per-
formance measured in terms of MAE/RMSE would yield
wildly different numbers that would be hard to compare.
Second, unlike other unitless measures such as classification
performance (e.g. precision, recall, F1 score), R? does not
depend on partitioning outcomes into ad hoc and necessarily
arbitrary classes (e.g. “successful” or “viral” versus “unsuc-
cessful”), hence is less susceptible to manipulation (e.g. by
setting the threshold to make the prediction task easier).

2015 and October 2014). Including only domains that score
in the top 400 for both months, we obtain 129 popular do-
mains. Eliminating non-english language domains manu-
ally leaves 100 remaining domains which include all major
providers of online content, including news (e.g., nytimes.
com, theguardian.com), entertainment (e.g., buzzfeed. com,
onion.com), videos (e.g., youtube.com, vine.co), images
(e.g., instagram.com, twitpic.com, imgur.com) and con-
sumer products (e.g., amazon.com), as well as generic con-
tent distributors such as facebook.com and twitter.com.
After filtering URLs by domain, the dataset contains 852M
tweets by 51M users.

Figure 2 shows the distribution of follower count across all
users in the data set (left) and the distribution of cascade
sizes (right). In contrast to the general Twitter population,
more than half of the users in our dataset have at least 100
followers, and the most followed user (currently Katy Perry)
has 76 million followers. Cascades, on the other hand, typ-
ically involve a small number of users: fewer than 3% of
cascades are retweeted by 10 users or more. Conditioning
on the degree of seed users provides more insight on the dis-
tribution of cascades (Figure 3). Most cascades are started
by users of low degree, owing to the higher frequency of low
degree users in the dataset. On the other hand, the second
panel of Figure 3 shows that cascades started by higher de-
gree users have larger reach on average. Thus, while users
with around 100 followers generate a large fraction of the
total cascades, an average tweet from one of these users is
never retweeted. The skew in these distributions is typical
of online activity and important to preserve in a realistic
prediction task; random, balanced samples of popular and
non-popular cascades may lead to convenient formulations
[41, 32, 25] but will explain less of the observed variance
in outcomes in complex systems like Twitter. Properly ac-
counting for this skew will therefore be an important priority
when we simulate cascades over social networks in Section 5.

4.2 Features for prediction

To approximate our notion of “skill” as accurately as pos-
sible we employ an extensive set of features, starting from
basic content and user features and adding on advanced fea-
tures that include topics and past successes for users and
URLs.

Basic content features. We compute several simple fea-
tures based on the content of each URL, including:
e Domain, the domain of the URL contained in the tweet.
o Tweet time, the time at which a tweet was posted.

e Spam score, as calculated by a proprietary Microsoft
social media annotator.

e Category, the OpenDirectoryProject® subject area of
the url, e.g. news, sports, or technology, as annotated
by Microsoft.

Basic user features. We also use simple statistics about
each user to capture their popularity and activity:

e Followers, the tweeting user’s follower count.

e [riends, how many users the user follows.

e Statuses, the user’s current total tweet count.

Ssee https://www.dmoz.org/
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e User time, the user’s account creation time.

Topic features. Although the above features have been
used in past work to predict success [3], they are relatively
coarse-grained and fail to capture more subtle details that
differentiate users and content, as well as the interaction be-
tween them. As such, we add more refined user and content
topics to our feature set using a standard topic model [8].
Ideally we would do so by fitting a topic model to all of
the content in our corpus, including tweet and URL text,
from which we could compute topics for each tweet and each
user (by aggregating over their tweets). Given the size of
our dataset, however, this approach is computationally pro-
hibitive and we turn to a two-stage process to first assign
users to topics and then categorize tweets.

We do so by taking advantage of data offered by Twitter’s
own users through Twitter Lists. That is, Twitter allows
any user to create lists to bookmark a collection of other
accounts. These lists are often thematic, and their titles
have been shown to be effective indicators of the topics the
users in the list tweets about [61]. For example, users who
tweet about data science tend to be on lists containing the
words, “data” and “science”, as well as related words such
as, “statistics” and “machine learning.” As we describe next,
this allows us to calculate the following features:

e User topic, the topic about which a user generally
tweets,

e Tweet topic, the topic of any given tweet, and

e Topic interaction, the similarity between a given tweet
and the user who introduced it.

User topics. Rate limit constraints make gathering all list
data infeasible, so we assign topics to users by first using the
Twitter API to collect list information for the most popu-
lar and active users on Twitter. Specifically, we take the
union of the top 10 million users sorted by follower count
and the top 10 million users sorted by received retweets,
yielding 16 million users who are popular, active, or both
popular and active. We then crawl the first 1,000 lists that
each of these users has been placed on, yielding a total of
23 million unique lists and their titles. Next, we fit a topic
model to a user’s list titles, as follows: (1) we construct a
“document” for each user by concatenating the titles of all of
the lists they belong to; (2) after removing stop words and
non-ASCII characters, we fit a Latent Dirichlet Allocation
model using Mallet [38] with 100 topics (to limit the com-
putational requirements, we select a random subsample of
2 million non-empty documents for model fitting); and (3)
then use this trained model to infer topics for each of our 16
million users, and assign to each user their most probable
topic.



Dataset Users Tweets Retweets
All tweets 51.6M 852M 1.806B
Restricted tweets  7.2M 183M 1.299B

Table 1: Datasets used in empirical prediction exer-
cise. Restricted tweets are those for which all user
and content features are available.

Tweet topics. Next, we leverage the same 100 topics to cat-
egorize all tweets in our corpus according to the title text
of each tweet’s URL. We do this by creating one document
for each topic comprised of all of the URL titles for tweets
posted by users belonging to that topic. We treat this as a
corpus of 100 documents and compute tf-idf scores to deter-
mine the relevance of all words to each topic. Each tweet
is then assigned to a topic based on the words in its corre-
sponding URL title. Specifically, each tweet is scored by the
similarity of its content to the words in each topic, weighted
by per-topic tf-idf scores, and the tweet is assigned to its
highest scoring topic.

Topic interaction. Finally, the user-tweet similarity score is
defined to be 0 if user and tweet topics are different and the
product of their topic weights otherwise. This can be inter-
preted as a topic interaction term, reflecting the possibility
that tweets that are “on topic” for that particular user will
be received differently from those that are not (e.g. a user
who is followed mostly for her expertise in data science may
be unsuccessful when tweeting about a friend’s art opening).

Past Success. For URLs that are tweeted multiple times,
an alternative measure of potential to succeed (i.e. “skill”) is
the size of previous cascades. Specifically, we compute past
success of a URL by using a rolling average of the number
of retweets received by the last 200 tweets containing that
URL, using tweets up until the beginning of January. Cor-
respondingly, a user’s past success is defined in an analogous
fashion, measuring a user’s reach or her potential to start
cascades of a certain size. For each user, we compute the
average number of retweets for the last 200 tweets posted by
her.® We thus obtain two features based on past success:

e Past url success, the average number of retweets re-
ceived by tweets containing this URL in the past.

e Past user success, the average number of retweets re-
ceived by this user in the past.

4.3 Model evaluation

We now turn to evaluating how well we can predict the
size of URL cascades. We split our data chronologically into
a training and test set, with the first three weeks of tweets
(until February 20th) in the training set and the last week
in the test set. We used a variety of statistical models to
fit the data, including linear regression, regression trees and
random forests. Random Forests (RF) consistently provided
the most accurate predictions, thus we report results for the
RF model through the rest of the paper. The RF model
contains 10 trees per forest, a sampling rate of 0.8 and a tree
depth of 11. As a measure against overfitting, we stipulate
that leaf nodes must contain at least 100 training examples.

As with the topic features, if a URL has not been tweeted
in the past, or if user has no prior tweets, the value of this
feature is null.
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Figure 4: Prediction results for models using differ-
ent subsets of features. R? increases as we add more
features, but only up to a limit. Even a model with
all features explains less than half of the variance in
cascade sizes.

We use two datasets for prediction, as shown in Table 1.
The first one includes all 852 million tweets, while the second
one is a subset of these tweets in which all user and content
features are observable. Although this restriction greatly
decreases the number of tweets and users in our dataset, Ta-
ble 1 shows that the remaining tweets still account for more
than two-thirds of retweets, presumably because tweets in-
troduced by the most active and highly followed users (i.e.,
those for whom we have the most features) attract more
retweets than average. To isolate effects of different fea-
tures, we train the RF model using several subsets of tweet
features, as described in Table 2. We show prediction results
for our models in Figure 4, using R? to compare predicted
and actual cascade size in the test dataset.

The first set of models we evaluate are based on con-
tent features of a tweet. We find that content-based fea-
tures alone perform poorly, consistent with previous work
[3]: both basic content and topic features for a tweet lead
to a negligibly low R?. Even after including past success of



tweets, R? stays well below 0.05. In comparison to content
features of a tweet, features about the seed user are more
useful. For example, a model with only basic user features
achieves R? close to 0.2, several times the performance of
the best content-only model. Interestingly, including more
advanced topic features for a user does not result in much
improvement over and above the basic features. As with [3],
however, adding a user’s past success leads to a large bump
in model performance: R? increases to 0.42 on the unre-
stricted dataset, and up to 0.48 on the restricted dataset.
Finally, adding more features over and above past user suc-
cess (content features and user-tweet topic interaction) does
not appreciably improve performance. This last result is
somewhat surprising as intuitively one might expect that
tweets that are “on-topic” for a particular user would per-
form better than off-topic ones; however, it may also be that
past user success captures most of this effect.

To summarize, performance increases as we consider more
features, significantly outperforming previously reported ez-
ante prediction results [3], which achieved R* =~ 0.34. In
other words, better estimates of “skill” combined with more
powerful statistical models can improve predictive accuracy,
as might be expected in a skill-based world. Balancing this
optimistic result, we note that even with a much larger
dataset and a far more extensive list of features (including
e.g. user and content topics) than was available in [3], the
best R? that can be achieved with a state-of-the-art model
is 0.48, leaving more than half of the variance in cascade
sizes unexplained. As with [3], moreover, a small number of
user-based features account for most of this performance: in
fact a single feature (past user success) performs almost as
well on both datasets as all features combined.

Clearly we cannot rule out that additional features might
some day become available that will perform better than
the features sets studied here, or that existing features can
be combined in clever ways to boost performance, or that
some other class of models might outperform random forests.
Nevertheless, our finding that a relatively simple model,
comprising just a single relatively coarse feature, can per-
form almost as well as more complex models suggests that
much of the remaining unexplained variance is in fact not a
consequence of an insufficiently rich model but rather derives
from some intrinsic randomness in the underlying generative
process. It is therefore this underlying generative process to
which we now turn.

S. SIMULATING CASCADES

Complementing the empirical approach of the previous
section, in this section we explore possible theoretical lim-
its to ex-ante prediction of success in a context similar to
our empirical case. In practice, we simulate Twitter-like
cascades in a “model world” in which we can directly con-
trol the contributions of skill and luck. In this way we can
identify the best possible prediction algorithm—equivalent
to our idealized model from Section 3—and thereby isolate
the predictability of success given perfect ex-ante knowledge
of the system, as well as investigate how prediction per-
formance degrades as one’s knowledge becomes increasingly
imperfect.

5.1 Setting up the world

At a high level, our model world comprises a network
into which abstract “products” of varying “appeal” are in-

troduced by some seed user and subsequently propagate to
other users via some process of contagion, resulting even-
tually in a cascade of some size. Given information about
the initial seed, the network, and the appeal of a particu-
lar piece of content, the prediction task is to estimate the
eventual size of each cascade. We run simulations using a
popular contagion model and use them to directly calculate
asymptotic predictability limits as a function of knowledge
of initial conditions. To make these limits as informative as
possible, we make a number of modeling choices, described
below, to match our empirical data as closely as possible.

Network structure. Our first objective is to approximate
the Twitter follower graph (see e.g. Fig 2 and [3, 22]) with
as simple model as possible. To this end, we construct a
static graph with 7 million nodes—much smaller than the
actual Twitter graph, but similar in size to the network of
active users we analyze—with a power-law distribution over
node degrees with exponent o = 2.05, reflecting the best-fit
to the empirical degree distribution (Figure 2).

Contagion process. Next, we model contagion with a
standard susceptible / infected / recovered (SIR) epidemic
model that is widely studied in the diffusion of innovations
literature [4], and is essentially the same as the independent
cascade model [33] that is popular in the influence maxi-
mization literature. The SIR model proceeds in a sequence
of rounds: in the first round, a single seed is infected with
the contagion, and in subsequent rounds, the nodes infected
in previous round infect their uninfected neighbors each in-
dependently with a fixed probability. The cascade stops
spreading the first time there is a full round in which no
new nodes are infected. As has been shown previously [22]
it is possible to adjust the parameters of an SIR model to
match both the average size and full distribution of cascades
sizes observed in Figure 2.

Product quality (“skill”). As noted earlier, we interpret
“skill” very broadly to mean some combination of intrinsic
quality and contextual appeal, here associated with some
“product” spreading through the network. In our model
world, we operationalize the quality/appeal of a particular
product in terms of its reproduction number Ry, defined as
the expected number of new nodes infected by any individ-
ual node in a cascade, where in addition we assume that Ry
is sampled from a known probability distribution. In light
of previous work [22] showing that Twitter cascades are best
characterized by Ry € [0, 1], we sample reproduction num-
bers from a Beta distribution: p(Ro) = Beta(q, o4), where
we have parameterized the distribution by its mean ¢ and
standard deviation oy.

Seed users. Finally, when considering where to start cas-
cades, we select a set of users that closely matches charac-
teristics of seeds in our empirical Twitter data set.” Specif-
ically, we choose seeds to match the empirical distribution
of activity by seed degree observed in Figure 3, as follows.
First, we use inverse transform sampling to sample the de-
gree of a seed user. Next, to adjust for the difference in
network size between the empirical Twitter data and our
simulated network, we match degrees by percentile between

"We note that this distribution differs from the overall
network’s degree distribution: high-degree users are over-
represented, seeding more cascades per capita than their
low-degree counterparts.
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Figure 5: Predictive performance in a simulated

Twitter-like network assuming perfect knowledge
about the world, for different distributions over
product quality. As we introduce variation in prod-
uct quality, predictability decreases.

the real and simulated networks. We then select a random
node in the simulation graph with this percentile-adjusted
degree. In this way we can obtain a computationally feasible
set of seed nodes sampled from a realistic activity distribu-
tion. To cover a wide range of users and reproduction num-
bers, we simulate cascades for 10,000 different seed users
and 800 uniformly spaced R values. For each such seed
user u and reproduction number Ry, we simulate 1,000 in-
dependent cascades to obtain precise estimates of variance in
cascade sizes. This results in 8 billion simulations in total;
we then post-stratify these cascades to match the relative
frequencies in degree and Ry distributions specified in the
above section.

5.2 Limits on predictability of cascades

Having specified our model world, we can investigate the
variance in cascade sizes (success) given identical initial con-
ditions, and thus put an upper bound on the predictability
of success assuming perfect ezx-ante knowledge of the sys-
tem. Specifically we evaluate predictive performance in our
simulations the same way we evaluated our empirical mod-
els: by measuring R?, the amount of variance we can explain
by conditioning on observable features. In contrast to our
empirical data, however, where quality is not directly ob-
servable, here we can simulate repeated cascades started by
the same user with the same infectiousness, allowing us to
condition on all sources of variation other than randomness
of the diffusion process itself. Specifically, we measure

R2_1_ Vaur(S|R0,u)7
Var(S)

where the numerator Var(S|Ro,u) is an estimate of the ex-
pected variance in success (cascade size) given knowledge of
a cascade’s propagation probability Ry and seed u, and the
denominator Var(S) is the variance in success over all cas-
cades. The ratio between these two quantities describes the
degree to which perfect ex-ante knowledge of the seed user
and the content quality (Ro) conveys predictive power: if
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Figure 6: Sensitivity analysis of how increasingly
noisy estimates of quality affect prediction perfor-
mance. As with variance in product quality, R? de-
creases with increase in the estimation error of Ry.

knowing the seed and Ry is of negligible value, then Var(S|Ro
Var(S) and R? = 0; whereas if it explains almost all of the
overall variance, then Var(S|Ro,u) < Var(S) and R? = 1.

We first consider the scenario in which the quality of ob-
jects is known perfectly. The leftmost point on Figure 5 cor-
responds to the simplest case in which all products have the
same quality (i.e. o4 = 0). In such a restricted scenario, pre-
dictability is high, nearing 0.965 for low Ro. At values of Ry
that are most appropriate for modeling the empirical distri-
bution of cascade size on Twitter (R € {0.2,0.3}®), the the-
oretical maximum prediction performance reduces to 0.93.
Clearly, this limit seems high relative to what we can achieve
in practice; however, we note that the dual assumptions of
perfect knowledge and identical products is unlikely in the
extreme. Nevertheless, it is instructive that even in this
highly idealized scenario, predictive power is still bounded
away from R* = 1.

As we move further right in Figure 5, we plot the slightly
more realistic scenario in which knowledge is still perfect
but product quality is increasingly allowed to vary (accord-
ing to the Beta(q,oq) distribution described above). We
find that predictive performance decreases sharply as prod-
uct variability increases. For instance, when Ry is 0.20 on
average and varies by just 15% across products (correspond-
ing to 0,/ R = 0.15 in Figure 5), R? decreases to just 0.60.
The likely reason for this decrease is that increasing o, in-
creases the likelihood that cascades propagate with higher
Ro’s, which tend to have larger outcomes with more vari-
ance, and are hence more unpredictable. We emphasize
that this inability to predict success given only product het-
erogeneity implies a some amount of ineradicable error in
real-world predictions. That is, by conditioning on the ac-
tual user and product quality, we have eliminated possible
shortcomings of any imperfect set of predictors in the real
world, including our own in the previous section, such as
lack of data, an insufficiently sophisticated model, and so

8We find that the mean cascade size in our empirical Twitter
data is around 3, and this is reproduced in our simulations
for Ro between 0.2 and 0.3.
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on. Thus, any remaining errors must arise from the inher-
ent unpredictability of the cascade process itself.

Finally, and building on this last observation, we note that
any practical prediction task will also be hampered by im-
perfect ex-ante knowledge of product quality. To quantify
the impact of this constraint, we conduct a type of sensitivity
analysis to determine how predictive performance degrades
as knowledge of Ry becomes imperfect. Cascades still propa-
gate according to Rp, but now we assume that our prediction
model has access only to a noisy estimate Ry ~ N (Ro,0n)
of this parameter. By varying o,, we can determine how
sensitive our theoretical maxima established in the previous
simulations are to knowledge of the precise Ry. For this
setting, we define prediction performance as follows:

R2_1_ Vaur(S|R0,u)7

Var(S)
where we condition on the estimated (instead of actual) re-
production number, Ro.

Figure 6 shows how performance degrades as o, increases
for various settings of Ry. Again there are several salient
conclusions we can draw from these simulations. First and
foremost, prediction performance degrades quite rapidly as
one’s knowledge becomes even moderately noisy. For exam-
ple, for Ry = 0.3 (a value that closely recovers the average
empirical cascade size), R* drops from 0.8 to below 0.6 as
the standard deviation of noise (0,) increases from 20% to
30% of Ro. This result complements our first set of findings
from Figure 5: although R? is bounded away from 1 given
perfect knowledge of the system, introducing even a small
amount of error in one’s estimate of product quality has
a dramatic negative effect on prediction performance. We
note, moreover, that in Figure 6 we have chosen o, = 0 (i.e.
all products have equal Ry), which we, as we have already
established, maximizes predictability in the perfect infor-
mation case. Introducing heterogeneity in product quality
decreases R? even further. Combining results from Figures 5
and 6, therefore, we conclude that predictive performance in
practical settings is limited for at least two distinct reasons:
first, there is inherent unpredictability even given perfect
knowledge of the world—this is a luck world—and this limit
is exacerbated by intrinsic heterogeneity in product quality;
and second, even small deviations from perfect knowledge
substantially decrease predictive performance.

6. DISCUSSION

Together, our empirical and simulation results suggest
that there are genuine limits to ex-ante prediction of the
success of information cascades. In our empirical work we
find that our best model can explain less than half of the
variance in cascades sizes on Twitter. Although it remains
unclear from the empirical results alone exactly how much
of our model’s performance is limited by estimation error or
insufficient data as opposed to model mis-specification, our
finding that past success alone performs almost as well as al-
most all other features combined suggests that adding more
features is unlikely to result in large improvements. More-
over, we note that the volume and fidelity of data available
for Twitter is almost certainly greater than for most real-
world settings, hence whatever empirical limit we encounter
in this case is likely to apply to other settings as well.

Further, our simulation results show that even with per-
fect knowledge of initial conditions—namely the infectious-
ness of a product and the identity of the seed user—there is
inherent variability in the cascade process that sets a theo-
retical upper bound on predictive performance. This bound
is relatively generous for worlds in which all products are
the same, but it becomes increasingly restrictive as we con-
sider more diverse worlds with products of varying quality.
Moreover, these bounds on predictive performance are also
extremely sensitive to the deviations from perfect knowl-
edge we are likely to encounter when modeling real-world
systems: even a relatively small amount of error in estimat-
ing a product’s quality leads to a rapid decrease in one’s
ability to predict its success.

We see a number of possible limitations to our analysis
and avenues for future investigation. First, although we have
calibrated our contagion model to reproduce the high level
properties of our Twitter dataset such as degree distribution
and cascade size, it is nonetheless a dramatic simplification
of reality. We also note that there exists an extensive litera-
ture of contagion models that admit, among other features,
more complex network properties such as clustering or ho-
mophily as well as complex contagion [44], non-uniform seed-
ing [59], and limited attention spans [26, 51]. Clearly more
sophisticated models of this sort may be more realistic than
the one we have studied, and may also yield somewhat dif-
ferent quantitative bounds to prediction. Thus although we
anticipate that our qualitative results will prove robust to
our specific modeling assumptions, the relationship between
model complexity and best-case predictive performance re-
mains an interesting open question.

Second, we have looked at only one measure of predictive
performance in our empirical and theoretical work, and the
choice of evaluation criterion is necessarily linked to what
we might mean by predictability. We chose R? because of
its direct connections to our stylized model and its porta-
bility across domains; however, this choice also introduces
particular sensitivities to how errors are quantified, namely
sensitivity to outliers. Considering other metrics, such as
RMSE or MAE, might yield additional insights to the pre-
dictability of information cascades and avoid the issue of
over-interpreting theoretical limits on R%. Likewise, varia-
tions on the problem formulation—e.g., ez-ante prediction of
the top-k most popular cascades—might motivative differ-
ent evaluation criteria and correspondingly reveal different
bounds.

Finally, we have addressed only one domain and only one
notion of success—namely the size of retweet cascades on
Twitter. In articulating and framing the question, however,
we hope that future work will examine limits to prediction
in other domains and with other notions of success in a way
that allows for meaningful comparisons. In this respect the
broader contribution of our work is to clarify both the lan-
guage used to talk about prediction in complex socioeco-
nomic systems, and also the often unstated assumptions un-
derpinning many associated claims, such as what task is be-
ing studied, how performance is quantified, and what data
is being used. In doing so, we hope to advance the cur-
rent state-of-the-art in prediction as well as set expectations
about what can be achieved even in principle and therefore
to what extent predictions can be relied upon as input to
planning and policy decisions [57].
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