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ABSTRACT

In spoken dialog systems, dialog state tracking refers to the
task of correctly inferring the user’s goal at a given turn, given
all of the dialog history up to that turn. This task is chal-
lenging because of speech recognition and language under-
standing errors, yet good dialog state tracking is crucial to the
performance of spoken dialog systems. This paper presents
results from the third Dialog State Tracking Challenge, a re-
search community challenge task based on a corpus of anno-
tated logs of human-computer dialogs, with a blind test set
evaluation. The main new feature of this challenge is that it
studied the ability of trackers to generalize to new entities —
i.e. new slots and values not present in the training data. This
challenge received 28 entries from 7 research teams. About
half the teams substantially exceeded the performance of a
competitive rule-based baseline, illustrating not only the mer-
its of statistical methods for dialog state tracking but also the
difficulty of the problem.

Index Terms— Dialog state tracking, spoken dialog sys-
tems, spoken language understanding.

1. INTRODUCTION

Task-oriented spoken dialog systems interact with users us-
ing natural language to help them achieve a goal. As the
interaction progresses, the dialog manager maintains a rep-
resentation of the state of the dialog in a process called dialog
state tracking (DST). For example, in a tourist information
system, the dialog state might indicate the type of business
the user is searching for (pub, restaurant, coffee shop), and
further constraints such as their desired price range and type
of food served. Dialog state tracking is difficult because auto-
matic speech recognition (ASR) and spoken language under-
standing (SLU) errors are common, and can cause the system
to misunderstand the user. At the same time, state tracking is
crucial because the system relies on the estimated dialog state
to choose actions — for example, which restaurants to suggest.

The dialog state tracking challenge is a series of commu-
nity challenge tasks that enables studying the state tracking
problem by using common corpora of human-computer di-
alogs and evaluation methods. The first dialog state tracking

challenge (DSTC1) used data from a bus timetable domain
[1]. The second DSTC (DSTC2) used restaurant information
dialogs, and added emphasis on handling user goal changes
[2]. Entries to these challenges broke new ground in dia-
log state tracking, including the use of conditional random
fields [3, 4, 5], sophisticated and robust hand-crafted rules [6],
neural networks and recurrent neural networks [7, 8], multi-
domain learning [9], and web-style ranking [10].

This paper presents results from the third dialog state
tracking challenge (DSTC3). Compared to previous DSTCs,
the main feature of this challenge is to study the problem of
handling of new entity (slot) types and values. For example,
the training data for DSTC3 covered only restaurants, but the
test data also included pubs and coffee shops. In addition, the
test data included slots not in the train data, such as whether
a coffee shop had internet, or whether a pub had a TV. This
type of generalization is crucial for deploying real-world dia-
log systems, and has not been studied in a controlled fashion
before. Seven teams participated, submitting a total of 28
dialog state trackers. The fully labelled dialog data, tracker
output, evaluation scripts and baseline trackers are provided
on the DSTC2/3 website!.

This paper first describes the data and evaluation meth-
ods used in this challenge, in sections 2-3. Next, the results
from the 7 teams are analyzed in section 4, with a particu-
lar emphasis on the problem of handling new slots not in the
training data. Section 5 concludes.

2. CHALLENGE OVERVIEW

This challenge was very similar in design to the second dialog
state tracking challenge [2]. This section gives a summary of
the design, with particular emphasis on the new aspects. Full
details are given in [13].

2.1. Challenge design

The data used in the challenge is taken from human-computer
dialogs in which people are searching for information about
restaurants, pubs, and coffee shops in Cambridge, UK. As in
DSTC2, the callers are paid crowd-sourced users with a given
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task. Users may specify constraints (such as price range), and
may query for information such as a business’s address. Con-
straints and queries are drawn from a common, provided on-
tology of slots and slot values — see table 1. Thus, in this
challenge, the dialog state includes (1) the goal constraints,
which is the set of constraints desired by the user specified as
slot-value pairs, such as type=pub, pricerange=cheap;
(2) the requested slots, which is a set of zero or more slots
the user wishes to hear, such as address and phone; and
(3) the search method employed by the user, which is one
of — byconstraints when the user is searching by constraining
slot/value pairs of interest, byalternatives as in “What else do
you have like that?”, byname as in “Tell me about Brasserie
Gerard”, or finished if the user is done as in “Thanks, bye.”
Each turn of each dialog is labelled with these three dialog
state components, and the goal of dialog state tracking is to
predict the components at each turn, given the ASR, SLU,
and system output prior to that turn. This is a challenging
problem because the ASR and SLU often contain errors and
conflicting information on their /V-best lists.

Like the previous challenges, DSTC3 studies the problem
of dialog state tracking as a corpus-based task. The challenge
task is to re-run dialog state tracking over a test corpus of di-
alogs. A corpus-based challenge means all trackers are evalu-
ated on the same dialogs, allowing direct comparison between
trackers. There is also no need for teams to expend time and
money in building an end-to-end system and getting users,
meaning a low barrier to entry.

Handling new unseen slots and values is a crucial step to-
ward enabling dialog state tracking to adapt to new domains.
To study this — and unlike past DSTCs — the test data includes
slots and slot values which are not present in the training data.
In particular, whereas the training data included dialogs about
only restaurants, the test data included coffee shops and pubs
— two new values for the type slot. The sets of possible val-
ues for slots present in the training set changed in the test set,
and several new slots were also introduced: near which indi-
cates nearby landmarks such as Queens College, and three
binary slots: childrenallowed, hastv, hasinternet.
Table 1 gives full details.

When a tracker is deployed, it will inevitably alter the per-
formance of the dialog system it is part of, relative to any
previously collected dialogs. The inclusion of new slots in
the test data ensures that simply fitting the distribution in the
train set will not result in good performance.

2.2. Data

A corpus of 2,275 dialogs was collected using paid crowd-
sourced workers, as part of a study into the Natural Actor and
Belief Critic algorithms for parameter and policy learning in
POMDP dialog systems [11]. A set of 11 labelled dialogs
were published in advance for debugging, the rest comprising
a large test set used for evaluation. The training set consisted
of a large quantity of data from DSTC2 in a smaller domain
(see table 1).

Size

Slot Train Test Informable
type 1* 3 yes
area 5 15 yes
food 91 28 yes
name 113 163 yes
pricerange 3 4 yes
addr — — no
phone — — no
postcode — — no
near — 52 yes
hastv — 2 yes
hasinternet — 2 yes
childrenallowed — 2 yes

Table 1. Ontology used in DSTC3 for tourist information. Counts
do not include the special Dontcare value. All slots are requestable,
and all slots are present in the test set. (*) For the type slot, 1 value
was present at training time (restaurant), and 3 values were present
at test time (restaurant, pub, coffee shop).

Table 2 gives details of the train and test sets, including
the Word Error Rate of the top hypothesis from the Auto-
matic Speech Recognition (ASR), and the F-score of the top
Spoken Language Understanding (SLU) hypothesis, which is
calculated as in [12]. One key mis-match is the frequency of
goal changes in the data, it being much more common in the
training data for the user to change their mind for their con-
straint on a slot (most often when the system informs their
existing constraint cannot be satisfied.)

. Goal
# Dialogs Changes WER F-score
Train 3,235 41.1% 28.1% 74.3%
Test 2,275 16.5% 31.5% 78.1%

Table 2. Statistics for the Train and Test sets. Goal Changes is the
percentage of dialogs in which the user changed their mind for at
least one slot. Word Error Rate and F-score are on the top ASR and
SLU hypotheses respectively.

3. EVALUATION

A tracker is asked to output a distribution over the three dia-
log state components — goal constraints, requested slots, and
search method — as described in section 2.1. To allow eval-
uation of the tracker output, the single correct dialog state at
each turn is labelled.

Labelling of the dialog state is facilitated by first labelling
each user utterance with its semantic representation, in the
dialog act format described in [13]. The semantic labelling
was achieved by first crowd-sourcing the transcription of the
audio to text. Next a semantic decoder was run over the tran-
scriptions, and the authors corrected the decoder’s results by
hand. Given the sequence of machine actions and user ac-



tions, both represented semantically, the true dialog state is
computed deterministically using a simple set of rules.

The components of the dialog state (goal constraint for
each slot, the requested slots, and the search method) are each
evaluated separately by comparing the tracker output to the
correct label. The joint over the goal constraints is evaluated
in the same way, where the tracker may either explicitly enu-
merate and score its joint hypotheses, or let the joint be com-
puted as the product of the distributions over the slots.

A bank of metrics are calculated in the evaluation. The
full set of metrics is described in [2], including Mean recip-
rocal rank, Average probability, Log probability and Update
accuracy. This section defines the Accuracy, L2 and ROC V2
CA 05 metrics, which are the featured metrics of the evalua-
tion. These metrics were chosen to be featured in DSTC2 and
DSTC3 as they each represent one of three groups of mostly
uncorrelated metrics as found in DSTCI [1].

Accuracy is a measure of 1-best quality, and is the frac-
tion of turns where the top hypothesis is correct. L2 gives
a measure of the quality of the tracker scores as probability
distributions, and is the square of the {2 norm between the
distribution and the correct label (a delta distribution). The
ROC V2 metrics look at the receiver operating characteristic
(ROC) curves, and measure the discrimination in the tracker’s
output. Correct accepts (CA), false accepts (FA) and false re-
jects (FR) are calculated as fractions of correctly classified ut-
terances, meaning the values always reach 100% regardless of
the accuracy. These metrics measure discrimination indepen-
dently of the accuracy, and are therefore only comparable be-
tween trackers with similar accuracies. Multiple metrics are
derived from the ROC statistics, including ROC V2 CAO0S,
the correct acceptance rate at a false-acceptance rate 0.05.

Two schedules are used to decide which turns to include
when computing each metric. Schedule 1 includes every turn.
Schedule 2 only includes a turn if any SLU hypothesis up to
and including the turn contains some information about the
component of the dialog state in question, or if the correct
label is not None. E.g. for a goal constraint, this is whether
the slot has appeared with a value in any SLU hypothesis, an
affirm/negate act has appeared after a system confirmation of
the slot, or the user has in fact informed the slot regardless of
the SLU.

The data is labelled using two schemes. The first, scheme
A, is considered the standard labelling of the dialog state. Un-
der this scheme, each component of the state is defined as
the most recently asserted value given by the user. The None
value is used to indicate that a value is yet to be given.

A second labelling scheme, scheme B, is included in the
evaluation, where labels are propagated backwards through
the dialog. This labelling scheme is designed to assess
whether a tracker is able to predict a user’s intention be-
fore it has been stated. Under scheme B, the label at a current
turn for a particular component of the dialog state is consid-
ered to be the next value which the user settles on, and is reset

in the case of goal constraints if the slot value pair is given
in a canthelp act by the system (i.e. the system has informed
that this constraint is not satisfiable).

The featured metrics (Accuracy, L2 and ROC V2 CAO05)
are calculated using schedule 2 and labelling scheme A for the
joint goal constraints, the search method and the requested
slots. This gives 9 numbers altogether. Note that all com-
binations of schedules, labelling schemes, metrics and state
components give a total of 1,265 metrics reported per tracker
in the full results, available online.

3.1. Baseline trackers

Four baseline trackers are included in the results, under the ID
‘team0’. Source code for all the baseline systems is available
on the DSTC website. The first (team0, entry() follows sim-
ple rules commonly used in spoken dialog systems. It gives
a single hypothesis for each slot, whose value is the top scor-
ing suggestion so far in the dialog. Note that this tracker does
not account well for goal constraint changes; the hypothesised
value for a slot will only change if a new value occurs with a
higher confidence.

The focus baseline (team0, entryl) includes a simple
model of changing goal constraints. Beliefs are updated for
the goal constraint s = v, at turn ¢, P (s = v), using the rule:

P(s=v),=qP(s=v),_,+ SLU (s =v),
where 0 < SLU (s = v); < 1is the evidence for s = v given
by the SLUinturn¢,and ¢, = >, SLU(s = v"); < 1.

Two further baseline trackers (team0, entry2 and entry3)
are included. These are based on the tracker presented in [14],
and use a selection of domain independent rules to update the
beliefs, similar to the focus baseline.

4. RESULTS

In total, 7 research teams participated, submitting a total of
28 trackers. Appendix A gives the featured metrics for all
submitted trackers, and also indicates whether each tracker
used the SLU and/or ASR as input. Tracker output and full
evaluation reports (as well as scripts to recreate the results)
are available on the DSTC website.

The baseline trackers proved strong competition, with
only around half of entries beating the top baseline (teamO,
entry 2) in terms of joint goal accuracy. Figure 1 shows the
fraction of turns where each tracker was better or worse than
this baseline for joint goal accuracy. Results are shown for
the best-performing entry for each team. “Better” means the
tracker output the correct user goal where the baseline was
incorrect; “worse” means the tracker output the incorrect user
goal where the baseline was correct. This shows that even
high-performing trackers such as teams 3 and 4 — which in
total make fewer errors than the baseline — still make some
errors that the baselines do not.

Figure 2 shows the same analysis for an “SLU-based or-
acle tracker”, again for the best-performing entry for each
team. This tracker considers the items on the SLU N-best list
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Fig. 1. Fraction of 17,667 dialog turns where the best tracker entry
from each team was better or worse than the best baseline (team0,
entry 2) for schedule 2a joint goal accuracy on the test set.

—itis an “oracle” in the sense that, if a slot/value pair appears
that corresponds to the user’s goal, it is added to the state
with confidence 1.0. In other words, when the user’s goal ap-
pears somewhere in the SLU N-best list, the oracle always
achieves perfect accuracy. The only errors made by the oracle
are omissions of slot/value pairs which have not appeared on
any SLU N-best list. Figure 2 shows that — for teams 2, 3, 4
and 5 — 3-7% of tracker turns outperformed the oracle. These
teams also used ASR features, which suggests they were suc-
cessfully using ASR results to infer new slot/value pairs. Un-
surprisingly, despite these gains no team was able to achieve
a net performance gain over the oracle.
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Fig. 2. Fraction of 17,667 dialog turns where the best tracker en-
try from each team was better or worse than the oracle tracker for
schedule 2a joint goal accuracy on the test set.

4.1. Tracking unseen slots

Figure 3 shows the performance of each team on tracking
slots for which training data was given, and slots unseen in
training. Some teams performed worse on the slots for which
examples existed (such as teams 1, 2 and 7). This may be evi-
dence of over-tuning in training, if systems attempted to tune
to the seen slots, but defaulted to general models for the un-
seen slots. Generalization to new conditions was found to be

a key limitation of some approaches in DSTC1 and DSTC2,
where for example trackers often over-estimated their perfor-
mance relative to a baseline on development sets.

Performance on the individual slots is detailed in ap-
pendix A. No tracker was able to beat the top baseline ac-
curacy on the childrenallowed slot, however this may be
influenced by a small error in labelling found by the authors
which affected 14 turns (out of 17,677 total).
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Fig. 3. Performance of each team’s best entry under schedule 2a
relative to the best baseline (team0, entry2) on Old slots and New
slots, i.e. slots found and not found in the training data respectively.
Recall a lower L2 score is better.

4.2. Types of errors

Following [15], for tracking the user’s goal three types of slot-
level errors can be distinguished:

e Wrong: when the user’s goal contains a value for a slot,
and the tracker outputs an incorrect value for that slot

e Extra: when the user’s goal does not contain a value for
a slot, and the tracker outputs a value for that slot

e Missing: when the user’s goal contains a value for a
slot, and the tracker does not output a value for that slot

Note that a single turn may have multiple slot-level er-
rors. Figure 4 shows the average number of slot-level errors
per turn for the best entry from each team, including the best
baseline. This figure also shows the average number of cor-
rect slots per turn. Missing slot errors account for most of
the variation in performance, whereas wrong slot errors were
rather consistent across teams.

5. CONCLUSIONS

The third Dialog State Tracking Challenge built on the tradi-
tion of the first two DSTCs in providing an evaluation of the
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state of the art in state tracking, with a particular focus on the
ability of trackers to generalize to an extended domain.

Results of the blind evaluation show that around half the
teams were able to beat the competitive rule-based baseline
in terms of joint goal accuracy. Several teams were found
to perform better on new parts of the dialog state than they
did on parts for which training examples existed. This may
be an example of failing to generalize slot-specific models
in new conditions, which was an issue found in the first two
challenges.

Studying dialog state tracking as an offline corpus task has
advantages, and has lead to notable advances in the field, but
it is clear that more work should be done to verify improving
in these metrics translates to higher quality end-to-end dialog
systems.
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Appendix A: Featured results of evaluation

Tracker Inputs  Joint Goal Constraints Search Method Requested Slots
Team Entry SLU ASR Acc. L2 ROC Acc. L2 ROC Acc. L2 ROC
0 0 v 0.555 0.860  0.000 0922 0.154  0.000 0.778 0393  0.000
1 v 0.556  0.750  0.000 0.908 0.134  0.000 0.761  0.435 0.000
(baselines) 2 v 0.575 0.744  0.000 0.966  0.067  0.000 0.698 0.562  0.000
3 v 0.567  0.691  0.000 0967 0.062  0.000 0.767  0.417  0.000
1 0 v 0.561  0.761  0.000 0962  0.077  0.000 0.778 0393  0.000
1 v 0.561  0.761  0.000 0962  0.077  0.000 0.778 0393  0.000
2 v 0.559 0.736  0.000 0963  0.097 0.000 0.774  0.401  0.000
3 v 0.561  0.733  0.000 0.963  0.097  0.000 0.774  0.401  0.000
2 0 v v 0.585 0.697  0.000 0965 0.114 0.171 0.929 0.121  0.061
1 v v 0.529 0.741  0.000 0924 0.123  0.279 0.931 0.122  0.106
2 v v 0.555 0.677 0.158 0950 0.088 0.247 0.938 0.105 0.062
3 v v 0.582  0.639 0.148 0970 0.065 0.141 0.938 0.138  0.369
4 v v 0.574  0.650 0.152 0966  0.073  0.162 0.939 0.111  0.387
3 0 v v 0.646  0.538 0.169 0966  0.061 0.434 0.943 0.091 0.441
1 v v 0.645 0534 0.172 0966  0.061 0.434 0.943 0.091 0.441
2 v 0.616 0.565 0.179 0.966  0.061  0.400 0.939  0.100  0.309
3 v 0.615 0.564 0.190 0966  0.061  0.400 0.939  0.100  0.309
4 0 v v 0.630 0.627 0.072 0.853  0.272  0.255 0.923 0.136  0.355
1 v v 0.630 0.627  0.072 0.853  0.272  0.255 0.923  0.136  0.355
2 v v 0.630 0.627 0.072 0.853  0.272  0.255 0923 0.136  0.355
3 v v 0.630 0.627  0.072 0.853  0.272  0.255 0.923 0.136  0.355
5 0 v 0.610 0.556 0.258 0968  0.091 0.258 0.945  0.090 0471
1 v 0.587 0.634  0.181 0.958 0.068  0.443 0.944  0.096  0.000
2 v 0.588 0.639 0.160 0961 0.063 0.272 0.949 0.090 0.000
6 0 v 0.507 0.736  0.110 0927 0.120 0.198 0.908 0.157 0.192
1 v 0.507  0.739  0.109 0927 0.122  0.220 0.909 0.156  0.190
2 v 0.503 0.743  0.111 0927 0.120  0.198 0.908 0.157 0.192
3 v 0.503 0.746  0.110 0927 0.122  0.218 0.909 0.156  0.190
7 0 v 0.572  0.677  0.080 0956 0.113  0.048 0.933 0.104 0.463
1 v 0.576  0.652  0.055 0957 0.116 0.154 0.938  0.101  0.448
2 v 0.575  0.667  0.063 0934 0.130 0.183 0929 0.107 0.470
3 v 0.570  0.658 0.084 0957 0.116  0.154 0.938 0.101  0.448
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