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ABSTRACT

The increase in WiFi physical layer transmission speeds frd1bps

to 1 Gbps has reduced transmission times for a 1500 byte {packe
from 12 ms to 12 us. However, WiFi MAC overheads such as
channel access and acks have not seen similar reductionsuand
mulatively contribute about 150s on average per packet. Thus,

the efficiency of WiFi has deteriorated from over 80% at 1 Mtups
under 10% at 1 Gbps.
In this paper, we propose WiFi-Nano, a system that 80€s:s

slotsto significantly improve WiFi efficiency. Reducing slot time
from 9 us to 800 ns makes backoffs efficient, but clear channel

General Terms
Design,Experimentation

1. INTRODUCTION

While WiFi physical layer (PHY) data rates have increasedfr
1 Mbps in the original 802.11 to 1 Gbps in the upcoming 80x11a
standard, user level throughputs have not seen a commengwa
crease. A key reason for this is thbannel access overheads
we show in Section 2, the average channel access delay/is 16
+ 9.5 x slottime. Given slots are Qs in 802.11a/n [4], the aver-

assessment can no longer be completed in one slot since preamade channel access delay is 104s5 Thus, while the transmission

ble detection can now take multiple slots. Instead of wagifior
multiple slots for detecting preambles, nodes speculstirans-
mit preambles as their backoff counters expire, while curitig to
detect premables using self-interference cancellatigronletec-
tion of preambles from other transmitters, nodes simplytaheir
own preamble transmissions, thereby allowing the eartiasis-
mitter to succeed. Further, receivers speculatively tréingheir
ack preambles at the end of packet reception, thereby neglack
overhead. We validate the effectiveness of WiFi-Nano thhom-
plementation on an FPGA-based software defined radio pfaffo
and through extensive simulations, demonstrate efficigaays of
up to 100%.

Categories and Subject Descriptors

C.2.5 [Computer Systems Organizatio. COMPUTER - COM-
MUNICATION NETWORKS—Local and Wide-Area Networks
C.2.2 [Computer Systems Organizatio. COMPUTER - COM-
MUNICATION NETWORKS—Network Protocols
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time for a 1500 byte packet is only 20; at 600 Mbps, the average
channel access overhead is over 500% of the packet trafmsmiss
time.

Given that slot duration plays a crucial role in WiFi's ineffi
ciency, can we use a slot smaller tham£? Consider a typical
backoff slot. When the backoff counter expires at one node, t
node starts transmitting its packet. Preambles in 802 & trans-
mitted at the beginning of each packet and contain predefeed
quences that help the receiver detect the packet relialslyveAdis-
cuss in Section 3, the 8s slot is designed to accommodateg.4
needed for packet detection/clear channel assessment)(Z8A
and about Sus of turnaround time. The turnaround time is de-
signed to accommodate propagation delay, processing rmedar
switching the radio from receive to transmit. In order toueelthe
slot duration to below Qus, one would have to either reduce the
time for turnaround or the CCA time. However, in the formesea
after CCA determines that the carrier is idle, nodes may ladlen
to transmit on the next slot given lack of sufficient turnardtime;
in the latter case, collisions would increase due to miss¢ection
of busy carrier.

While the above observations argue that 802.11a/n slot size
of 9 us is close to the minimum feasible valikis based on one
key assumption — preamble transmission and detectioni@,se,
one device transmits a preamble at any given time while staer
performing CCA. Instead, if preamble transmission and clite
could be done in parallel, i.e., if devices could detect piglas
that are being transmitted from other devices while sinmgltausly
transmitting their own preambles/packets, thensSslots are su-
perfluous and slot sizes can be significantly reduced. Based o
this crucial observation, our solution to reducing the clerac-
cess overhead is a novel PHY/MAC desig¥iFi-Nano, with slots
as small as 80@s.



In WiFi-Nano (Section 3), all transmittespeculatively trans-

mit their preamblesn the slot where their backoff counters expire.

Since preamble detection (CCA) can now take multiple skis,
vices continue to detect preambles even while transmitiiregy

own preambles — nodes accomplish this by using analogue self

interference cancellation [14], which allows nodes to reenthe
effect of their own transmission before performing preasdstec-
tion on the received signal. If a device detects a preambla &in-
other device before it finishes transmitting its own preamthien it
aborts its transmission immediately since this implies tie other
device had initiated its transmission earlier. Thus, ayechannel
access time can be reduced to ¢ an order of magnitude lower
than 101.5.s in WiFi.

Apart from channel access overhead, speculative prearcates

also be used to reduce the acknowledgement (ack) overhead in

WiFi. While an 802.11n ack packet consumes negligible rass
sion time at 600 Mbps, a 40s preamble coupled with 16s SIFS
implies that the ack overhead is 2.8X the transmission tifne o
1500 byte packet. In WiFi-Nano, instead of waiting for SIFS b
fore transmitting the ack preamble, the receiver spemeligtstarts
transmitting its ack preamble as soon as it finishes reaepfithe
packet. While the preamble is being transmitted, the nodghis
decoding the packet. Upon detecting error in receptiongbeiver
simply aborts its ack transmission. Thigeculative ack preamble

transmissiorallows WiFi-Nano to eliminate SIFS and, thus, reduce

the ack overhead.

In order to enable preamble detection when several nodes ma
be transmitting speculatively, we design and implement &ho

preamble detector - thiattice correlatorwhich is capable of de-
tecting sub-parts of a pseudo-random preamble. The lattioe-

lator also allows the receiver to accurately estimate tgstmission
start time of any detected preamble. This estimate is napess

that the detecting node can roll back its backoff countehéoes-

timated start time of the earlier transmission, a crucigliireement

for preserving fairness in channel access.

Finally, there are two beneficial side-effects of perforgjmeam-
ble detection in parallel with preamble transmission. t-packet
collisions due to identical choice of backoff counters byltiple
nodes can be almost eliminated. If two or more devices teitizeir
preambles in the same slot, these devices will be able tctdbie
start time of each other’s preamble and deduce that cailisiom-
minent. In such a case, they probabilistically abort thesmaission
of their preambles such that, with high likelihood, only amade
remains during the transmission of the payload of the packet-
ond, since backoff counter collisions are unlikely in WNrano,
unfairness caused due to capture-effect between neaiaaner-
minals [8] is also eliminated.

Through real experiments (Section 5) conducted using am¥-P
based software defined radio platform, as well as extensivela-
tions (Section 6), we demonstrate the effectiveness of \N&fio
in improving the efficiency of WiFi.

The realization of WiFi-Nano requires analogue self-ifgnce
cancellation [14] and the abilty to transmit and receiveuiame-
ously. The former is an inexpensive noise canceller cirauiiile
the latter requires an extra oscillator and antenna. Amatiier-

head that WiFi-Nano imposes is the need for a longer preamble

detection time compared to WiFi. This is necessary to erddiiec-
tion of the preamble in the face of interference due to otpecsla-
tive preamble transmissions. Surprisingly, we find thatpieam-
ble detection time for WiFi-Nano turns out to be only aboyi#
longer than in WiFi. The reason for this small overhead istdian
avalanche effect that gets triggered during channel aceegdsen
several devices speculatively transmit, nodes in theiniticdetect

these high SNR preambles and immediately abort their réspec
transmissions, thereby quickly reducing overall intesf@e. Thus,
we believe that the costs of WiFi-Nano are small comparedsto i
benefits.

In summary, we make the following contributions:

e The design and implementation of WiFi-Nano, a novel PHY/MAC
design that improves the throughput of WiFi by up to 100% us-
ing the following techniques.

e The use of 800:s slots enabled through the use of speculative
preambles in order to reduce channel access overhead.

e The transmission of ack preamble immediately at the endeof th
received packet to reduce ack overhead.

e The technique for sub-preamble detection and its readinats-
ing a lattice correlator to effect appropriate rollback atkoff
counters.
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Figure 1: Overheads in 802.11 at 600 Mbps

2. MOTIVATION

In this section we motivate WiFi-Nano by analyzing the over-
heads present in 802.11. We start by examining the overtieads
single device transmitting 1500 byte data packets badiatdk us-
ing 802.11n at 600 Mbps using the Distributed Coordinationd-
tion (DCF) with RTS/ CTS turned off — a common choice in most
deployments today. Transmission time for a 1500 byte (maxim
MTU allowed by Ethernet) packet at 600 Mbps is;2Q This is ac-
companied by three key overheadshannel accesslata preamble
andacknowledgemerdverheads, as shown in Figure 1.

Channel Access Overhead :As dictated by CSMA in 802.11,

G prior to transmitting its next packet, the device must fiestse that

the channel is idle for the duration of DIFS. DIFS, which is 34
long, comprises SIFS (16s) and 2 slots (each 8s). After DIFS,

a node must typically defer its transmission for a randomiyemof
slots, generated from 0 to CW-1 (contention window size)ltma
other devices to share the channel in a fair manner. Giveritiha
minimum value of CW as dictated by 802.11 is 16, the devicé wil
on an average, wait about 7.5 slots before transmissions, tha
averageoverhead for channel access amounts tq.x6+ 9.5*slot-
time,i.e.,101.5us, and is independent of data rate (Figure 1). At
600 Mbps, it is about 500% of data transmission time.

Data Preamble Overhead : The transmission of data in every
packet is preceded by a physical layer preamble. The preambl
is crucial in preparing the receiver for a successful réoapFirst,

it helps the receiver to reliably establish that a packeeisdptrans-
mitted (packet detectiorand detect the boundaries of various parts
of the packetgynchronizatiohto enable decoding. Second it helps
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Figure 2: Overheads at different data rates

in channel estimation i.ehelps combat the vagaries of the wireless
environment by providing sufficient information to allowettre-
ceiver to estimate and correct for the channel charadtesisthird,

for 802.11n MIMO receptions, it helps the receiver to estarthe
MIMO parameters required to allow leveraging the spatithagy-
onality of multiple streams. Thus, while 802.11a/g preasldre

20 ps long (including PLCP header), for 4x4 802.11n, preambles
are 40us long — 200% of packet transmission time (Figure 1).
Acknowledgement Overhead :Upon the successful reception of
a packet, the receiver responds with an ACK. In order to allow
enough time for the receiver to process incoming data anubpee
its radio for transmission, nodes must wait for SIFS(d6before
transmitting an ACK. The ACK content itself comprises onf 1
bytes and should take only %8s at 600Mbps. However, since
802.11n uses/4symbols, all packets transmission durations must
span multiples of gs. Thus, 802.11 pads the ACK packet with ze-
ros to make it a gs worth of data. Further, the ACK also includes
a preamble that is 40s. Thus, as depicted in Figure 1, SIFS and
ACK together span 605 — 300% of packet transmission time.

So far we have described overheads in the context of a single
device. When several devices contend for the channel, paoke
lisions occur resulting iollisions overhead
Collision Overhead : When multiple devices contend, their back-
off counters are decremented independently and in paralleé
wait time for accessing the channel is thus determined byléhe
vice with the minimum backoff counter value. As a result, reve
head (idle time) due to channel access reduces as the nurber o
contending devices increase. However, with increasingecion,
the probability that two or more devices may choose to trdnsm
the same slot increases, leading to increased collisioash Eol-
lision then results in a wasted time overhead equal to the gfum
data transmission time, data preamble time and acknowfheeige
transmission time.

Figure 2 depicts the fraction of air time spent on variousrove
heads for a 1500 byte data transmission at three differeatretes
in two extreme scenaribs First, with a single transmitter having
unequivocal access to the channel and second, with 30 titi@sm
all randomly located within interference range of each pthep-
resenting a dense deployment environment. As data ratesase
from 54 Mbps to 600 Mbps, the fraction of data transmissioreti
and hence the efficiency of the system, reduces from aboutt68%
9%. The data preamble and ACK overheads together increase fo
15% at 54Mbps to 44% at 600Mbps. Finally, channel access and

These are results obtained using the Qualnet network sionula

Figure 3: WiFiNano transmissions at 600Mbps

collision overheads together amount to 26% (42% for 30 tréiAs
ters) to as high as 45% (52% for 30 transmitters).

Given that preamble and ACK are indispensable, these oadshe
are not amenable to significant reductiofghe primary focus of
this paper is thus to reduce channel access and collisiorheasls
and improve the efficiency of WiFi.

3. WIFI-NANO OVERVIEW

Figure 3 depicts the time-line of three WiFi-Nano transen#tA,
B and C operating at 600 Mbps. Comparing Figures 3 (WiFi-Nano
and 1 (WiFi) there are three key differences.

e 800ns Slots : Instead of using Asec slots, WiFi-Nano uses
800ns slots — an order of magnitude reduction in slot dumatio

e Speculative Preamble TransmissiorDevices begin specula-
tively transmitting their preambles when their respechaek-
off counters expire, even before channel access contehéisn
been resolved. Contention for channel access is carriesi-out
multaneously while preambles are being transmitted, aiged
analogue self-interference cancellation [14]. All desgicex-
cept the ones whose backoff counters expired the earlizst, a
their transmissions mid-way (devices B and C in Figure 3).

Speculative ACK :WiFi-Nano devices eliminate the need for
SIFS by speculatively transmitting the preamble even assthe
ceived packet is been processed. The ACK transmissionns the
aborted mid-way upon detecting errors in the received gacke

As aresult of these changes, WiFi-Nairamatically reduces chan-
nel access delaygiven that they are a function of SIFS and slot
duration (Section 2). Further, as carrier sensing is chuwig while
transmitting preambles, devices headed for a packet icollgetect
this condition with high probability and resolve their cention
probabilistically as described in Section 4, resulting imear zero
collision probability Finally, speculative acks bring about a reduc-
tion in ACK overheads by up to 35%. In the rest of the section we
describe the key ideas and innovations in the design of \N@tie.

In order to provide the necessary background, we start hgritbes
ing why WiFi requires @sec slots.

Why WiFi uses 9 slots

As described in 802.11 standard, the need for usinge® slots
stems from four key delaystime to carrier senseRx-Tx switching
time, speed of light propagatioandMAC processing delayWhile
802.11 recommends nominal values for each of these detajis, i
vidual manufacturers are free to choose these delays basbeio
specific hardware capabilities and constraints. Howeber,sum
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Figure 4: Making slot duration independent of car-
rier sensing time

of these delays must ensure a slot duration;cfex.

Time to Carrier Sense : Before initiating its own transmission
in the current slot, a device must reliably establish thabtier
transmission was initiated in the past slot. A failure to doasl|
result in packet collision. As described in Section 4, gitle®va-
garies of noise and interference, the time required to tsnehe
presence/absence of an ongoing transmission depends sigiaé
to interference ratio (SINR) at the receiver. 802.11 recemds
4usec to enable reliable carrier sensing from the farthesésaal
the network.

Rx-Tx Switching Time Given that WiFi devices are not required
to allow simultaneous transmission and reception, sewermalpo-

Slot Duration < 400ns

Slot Duration > 800ns
Figure 5: Design of slot width in WiFi-Nano

lattice correlator described in Section 4). Consequetilyon-
cludes that it cannot be the rightful owner of the medium aratts
its transmission mid-way. Device A, on the other hand, conti
ues its own transmission uninterruptethus, by enabling carrier
sensing while transmitting and using speculative transiors of
preambles, channel contention can be performed simulizsigo
during preamble transmissions, thereby masking channetsx
overheads under the necessary preamble overheads. Fustber
duration is no longer constrained to be less than the carsemsing
duration.

In order to enable carrier sensing while transmitting priglas)
WiFi-Nano leverages self-interference cancellation [TA} avoid

nentse.g.antenna and RF oscillator are shared between the trans-the device’s transmissions from overwhelming its receibertrans-

mission and reception circuits. Thus, devices require torssvitch
from reception to transmission mode in order to reset thieaeed
components. 802.11 recommends 600ns as the switching time.
Speed of light propagation RF waves travel a distance of 100m
in approximately 330ns. Thus, if two devices are 100m aplaet
their carrier sensing and notion of slot boundaries may Bn83
apart. Slots must accommodate these delay effects duepagae

mitted signal from the transmitting antenna is subtractethfthe
received signal at the receiver antenna, thus mitigatiagriterfer-
ence due to the devices’ own transmissions. To increasetiodss
of detection, WiFi-Nano allows a longer carrier sensingetiwith-

out affecting slot duration, and hence the efficiency, igantly.

Backoff Counter Roll Back

tion delays. 802.11 recommends a value of 800ns to accontmoda Continuing the example depicted in Figure 4, both devicead\B

for speed of light.
MAC Processing Delay Each signal from PHY layer needs to be

speculatively initiated their transmissions hoping tangaécess of
the channel after their backoff counters had reached 0., Hves

processed by the MAC layer and then the MAC must issue signals though B rightfully aborts its transmission, it is in a pasit of ad-
to the PHY. This turn around time depends on specific hardware vantage with respect to its backoff counter value. This tabse if

implementations.

Speculative Preambles

WiFi-Nano removes the dependency of slot duration on asseerse
time by requiring that devices should be able to carriersevrisle
speculatively transmitting data preambles. To illustthigidea we
consider a simple example that uses 800ns slots in Figurevd. T
WiFi-Nano devices A and B contend for the same channel.
the sake of simplicity, in this example, we assume thatet are
required by the devices to detect each other’s transmissiés

seen from Figure 4, device A finishes counting down its bdckof

counter and initiates its transmission before B. Device Blffies
its countdown one slot (800ns) after A. Since B requirgset to
detect an ongoing transmission, it is unable detect A'sstras-

sion at this time. Instead of waiting however, Node B specula

tively initiates its own transmission. Given the capabpilihat B
can carrier sense while transmitting, it eventually deté trans-
mission four slots later. Upon carrier sensing A's transiois, B
realizes that the other node (A) started transmitting eattian it-
self, since B started transmitting less thamsdc ago (using the

For

B had not experienced any delay in carrier sensing, it woalceh
suspended its backoff counter at 1 as soon as A initiatedaits
mission. Hencein order to preserve fair access, aborting devices
in WiFi-Nano roll back their backoff counters to time of iatton of
the transmission that wins the contentiofhe exact implementa-
tion of the roll-back mechanism will be described in greatetail

in Section 4.

How small can WiFi-Nano Slots be?
Requiring the devices to perform carrier sensing whilesmnaitting
necessitates the completely independent operation ohéhedns-
mitter and the receiver. This requirement inherently efaés the
need for Rx-Tx switching delay, as the receiver and trartemstre
simultaneously operating at any given time. Further, siiéeC
processing overheads only result in delayed speculatesinis-
sions that may be aborted, their inclusion in slot durat®ma
longer crucial. Consequently, the only remaining contabto slot
duration is propagation delay.

How does propagation delay affect the duration of a slot?eéAs d
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scribed earlier in this section, in order to preserve fasnelevices
must roll back their backoff counters to the time of initoatiof the
transmission that grabs the channel. Propagation delay®da-
correct estimation of this timéf slot durations are less than twice
the maximum propagation delay of the network, these eread |
to incorrect rollbacks, resulting in unfairness.

We illustrate this using a simple example. As depicted in Fig
ure 5, two of three devices, A and B, are located very closatb e
other so that the propagation delay from A to B is close to .zero
Device C however, is located at the edge of the network with a
propagation delay of 400ns from either A or B. Consequeatly,
ter A ends its transmission, while B realizes immediatebt tihe
channel is idle and starts counting down, C realizes thig aff

Figure 7: Chained Contention Resolution Example in WiFi-Nano

other, aided by self-interference cancellation, C receBevith a
very high SINR. Thus, C can detect B in a very short time and
abort its transmission. Once C aborts its own transmis&anly
needs 10dB of processing gain for detecting A's preambleé tlais
enables B to detect A and also abort.

In a dense deployment scenario, where several devicesntbnte
for channel access, many of those devices will initiaterttrans-
missions speculatively, leading to a high interferencérenment.
However, as proximate devices detect each other and abwort, f
ther devices will become amenable for detection. Thus, rae ti
progresses, more and more devices will abort their trarssoms
in a chain reaction like manner, expanding in geographicare.
Figure 7 considers an extreme illustrative example stagtrsome

ter 400ns. Suppose node C has a countdown value of 0 so that itinstant when all nodes are speculatively transmittingrthegam-

starts to transmit immediately at= 400ns. This transmission
will reach B after another 400ns and hence B will start raogiv
C’s transmission at = 800ns. Consequently, when B detects C’s
transmission it will assume that C started at 800ns and roll its
counter back to a time corresponding te- 8300ns. As depicted in
Figure 5, this error has no effect when the slot duration éatar
than 800ns.e.,twice the propagation delay. Since we are targeting
an indoor AP-based setting with a range of 100 m (propagaléen
lay of 333 ns), we use a slot width of 800 ns in WiFi-Nano. Note
that, even with 800 ns slots, WiFi-Nano will continue to wdok
networks with larger ranges, albeit with some unfairnessoes
farther away.

Chained Contention Resolution in WiFi-Nano
Consider an example with three devices A, B and C as depinted i

bles. In Figure 7, dark colored nodes are devices that anertri&
ting preambles. After the end of 800 ns, the closest nodesctet
each other’s preambles and abort their transmissions. alloiss
preamble transmissions from farther nodes to be detectedgdu
the next 800 ns. Finally, only one node, the node with thaesirl
transmission start time remains.

As seen from Figure 7 and evaluated in Section 6, the inherent
parallelism of chained contention resolution in WiFi-Nasaex-
tremely quick to resolve all contentions in the network. sThow-
ever, also means that WiFi-Nano may require larger preasbén
WiFi.

Speculative ACK
WiFi-Nano also eliminates the need for SIFS between dataekd
transmissions. According to the 802.11 standard, SIFS ¢fsli§

Figure 6. Devices B and C are proximate to each other, however designed to accommodate delays such as transferring teiwedc

device A is far from both B and C. The RSS of transmissions be-
tween links A — B and A — C is -85dBm, while over links B — C it
is -45dBm. Further, suppose that device A started to spieeila
transmit first, followed by devices B and then C. A's transsiua at

B will be overwhelmed by the transmission from C and will have
an SINR of -40 dB (-85dBm -(-45 dBm)); the same will happen
at C. Suppose an SNR of 10dB is required to reliably detect A's
transmission. Then, in order for nodes B or C to detect A béfia
the preamble transmitted by A must have processing gainaftab
50dB. As described in Section 4, the preamble length forexin)

a processing gain of 50dB is 100000, which translates to anpre
ble that is 5 ms long — an impractically long time. Howevetsu

a long preamble from A is necessary only if B and C are continu-
ously transmitting. However, since B and C are very closeatthe

signal from the antenna, MAC processing delay, and time tchw
from receive to transmit mode. Since WiFi-Nano nodes hapa-se
rate transmit and receive paths, the receiver can simptysgiacu-
latively transmitting the ack preamble as soon as recejgionm-
plete. In parallel, the node decodes the received packetamd
putes the CRC to check if there are any errors. Upon detection
of any error, the node simply aborts the transmission of tle a
preamble. Since preamble length at even 802.11a rates is,20
there is ample time for processing and aborting acks. Finadite
that speculatively transmitting acks does not requiredulblex ca-
pability since there is no transmission during receptioa;simply
overlap the processing of already received data duringsinés:
sion.



4. WIFI-NANO DESIGN DETAILS

In this section we discuss the various components that atdow
for the implementation of WiFi-Nano.

As described in Section 3, for chained contention resatytie-
vices must abort their transmission as soon as possiblechiewe
this, WiFi-Nano leverages the fact that the stronger theived
transmission, the faster it can be carrier sensed. Constgue
while proximate devices create a strong interference, atsgyabort
quickly, allowing transmissions from weaker devices to étedted.
Further, in order to perform a correct backoff roll-bacle #borting
device must also be able to accurately estimate the timétiaftion
of the transmission. WiFi-Nano uses a novel carrier sensoly-
nique -sub-preamble lattice correlationwhich allows detection
of continuous sub-parts of the preamble. In this sectionfirge
start by describing pseudo-random sequence based camniging
in order to provide necessary background for the generderea

Carrier Sensing Using Pseudo Random Sequences

Wrongfully concluding an ongoing transmission when themane,
i.e.,false alarm, leads to loss of throughput as devices defes-tra
mitting needlessly. On the other hand, missing legitimaaeg-
mission from devices that may be far away as their receivgubasi
strength (RSS) is weak, may lead to collisions. In order tonal
reliable detection, 802.11 standards transmit pseudderamoise
(PN) sequences in the initial part of the preamble. A receiven
detects an ongoing transmission by correlating the redesignal
with the pseudo-random noise (PN) sequence.

1
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Figure 8: Carrier Sensing Using Pseudo-Random Preamble

the preamble aRS'S x A, whereA is called thgrocessing gaiof

the preamble. The processing gain of a preamble increamseslly
with the lengthL of the sequence. For example, at 20MHz since
each sample is 50ns long, agtlong pseudo-random sequence will

The key advantage of a PN sequence is the sharp distinct peakhave an effective length of 80 (4000ns/501%),,a processing gain

that it provides exactly when the input signal to the cotmlmatches
the PN sequence. In practice however, even though the tiansm
ter transmits the exact PN sequence expected by the rectieer
received signal is affected by the wireless channel andsele-
mains exactly the same. Consequently, the correlationeofik
sequence affected by the wireless chankéY]... may be poor.

Schmidl and Cox Correlator [16] : In order to combat the ef-
fects of the wireless channel, a more robust scheme by Stfiré]d

of 101log(80) = 19dB. If the received SNR of the preamble is
0dB, then the correlation spike of the pseudo-random seguafi
ter correlation seen at the receiver will be 19dB over theafipor,
allowing a very reliable detection.

The Lattice Correlator
In order to enable chained contention resolution in WiFitahe
correlator must provide two functions. First, devices aguired

etaltransmits two or more copies of the same PN sequence (802.11& correlate sub-parts of a preamble. For example, in Figure

uses ten copies of the same 800ns sequences). Since eachitran
ted PN sequence copy is affected by the wireless channehthe s
way, the individual received copies at the receiver stitiaén iden-
tical. Thus, instead of correlating against the originald@iguence,
received copies are correlated with each other. The keyldisa
tage of this scheme is that correlation peak is not as shatfpeas
standard PN sequence correlator.

Tufvesson Correlator [19] In our implementation, we make use of
a hybrid scheme that combines the advantages of the theastand
PN sequence correlation and Schmidtl and Cox correlatothign
scheme, each copy is correlated with the known PN sequerntte an
then outputs of the copies are correlated with each othebptiiro

a sharp and robust correlation spike. Figure 8 depicts ttmubof

a Tufvesson correlator as a function of time to an incomirgy$.
pseudo-random preamble with two identical/l &pies. As seen
in Figure 8, the correlator provides a sharp correlatiokesBi2us
after the beginning of the reception of the preambleus, the time
of transmission initiation can also be determined since spike
always occurs at the end of the reception of the preamble.

Performance of PN based schemes

The height of the correlation spike over the noise floor deiees
the reliability of detection. The height of the spike depeod the
Received Signal Strength (RSS) of the preamble and theHefgt

after C aborts, B should be able to correlate only on the gakiso
preamble that was received after B aborted. In general wineral
nodes contend for the channel, the correlation may be redjtorbe
performed on different length of contiguous parts of theapible.
Further, detection of sub-parts of the preamble allows Hréest
possible detection and hence allows aborting the trangmiasthe
earliest possible time. Second, the need for roll-backireguhat
the exact position of the correlation be known, since thisvelp
accurately determine the beginning of the packet transoniss

In order to enable both these functionalities, we designeaial
lattice correlator as depicted in Figure 9. Each packet dfiwi
Nano is preceded by a PN sequence comprising several sftort bu
distinct 800ns PN sequences PN1, PN2, PNn. The lattice cor-
relator takes as input the received signal, and gene%ﬂ,
(N is the number of 800ns PN sequences) outputs correspgpndin
to the correlations obtained from each continuous sub-gfatie
preamblee.g.[PN1, PN2], [PN3, PN4, PN5gtc. Detection of
a spike in any of these inputs provides two pieces of infoionat
First, the presence of an ongoing transmission, and setundtart
time of the beginning of the reception. The start time of hegi
ning of the packet reception is determined by the positiothef
last 800ns PN sequence. For example, a spike due to the corre-
lation [PN2, PN3, PN4] indicates that the packet recepttarted
4%800ns = 3.2us ago. While stronger transmissions are typically
detected in the early stages of the lattice correlator, eesignals
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Figure 9: The Lattice Correlator

may be detected at later stages.

Aborting Ongoing Transmissions and Rollback

Upon receiving a spike from the lattice correlator, the $raitter

must first determine whether or not to abort its transmissieor

this, the transmitter computes the start time of this reoapand

aborts its current transmission only if the reception bégam ear-
lier slot or the same slot as itself (in the latter scenahie,abort is
executed probabilistically, and is described next). Omeettans-
mitter decides to abort, the transmitter rolls back its loffatounter
to a value corresponding to the difference between its oamstr
mission start time and the transmission start time of theived

signal. Note that even after a transmitter aborts its trasson,

it will still continue to monitor spikes from the lattice cetator

since it might have to update its backoff counter to refleaatier

transmission of a weaker signal that was detected at a laigpe of
the preamble.

Probabilistic Collision Resolution

Since potential collisions can be detected in each 800ns\8IEi-
Nano uses a novel contention resolution scheme to resollie co
sions on the fly. Consider the case of two colliding nodesh&at
than both nodes aborting their transmissions, they coudteau
continue their transmissions with a probability of 50% after-
ceiving a potential collision. Thus, in the next 800ns shath 50%
probability one of B and C wins sole access to the channel. -How
ever, with 25% probability, both B and C might abort, in which
case, a hew contention resolution phase can begin; and &ith 2
probability, both B and C might decide to continue transimmtt In
the latter case, the probabilistic collision resolutiongass contin-
ues again in the next slot. Thus, eventually with a high podibg
either both devices abort or only one continues transrgitéind
obtains sole access to the channel.

Finally, note that when more than two packets collide in &igiv
slot, the number of collisions can be approximately esttidly
the number of correlation spikes that occur within a singer&s
slot (this is because the slot boundaries of different n@desot
perfectly aligned due to differences in propagation dglaypon
detectingk — 1 distinct spikes in a single slot, rather than using
50%, each device continues transmitting with a probabtiift%.

Thus, the probabilistic collision resolution mechanisnwiiti-
Nano avoids payload collisions with a high probability,rétey sig-
nificantly reducing the collision overhead seen in Figure 2.

5. TESTBED RESULTS

We implemented WiFi-Nano on a DSP/FPGA based software de-
fined radio platform — the SFF SDR from Lyretech Inc. Givert tha
the WiFi-Nano MAC is extremely delay sensitive, requiringeo
ations to be performed at latencies of 100s of ns, the entik€ M
layer logic, including the lattice correlator, the logia faborting
transmissions and backoff rollback was implemented on B@A.

The clock speed of the FPGA was set to 40MHz, giving us a clock
cycle of 25ns for performing operations. For self-integfaze can-
cellation we used an off-the-shelf RF noise cancellatiooudi -

the Quellan analogue interference canceler. In this seat®eval-
uate three key aspects of WiFi-Nanoeliable preamble detection
efficiencyand fairnessthrough experiments conducted using our
implementation.
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Figure 10: Preamble detection in WiFi-Nano

5.1 Reliability of Carrier Sensing

Reliable preamble detection is crucial to the performarfitibi-
Nano (Section 3), since missed detections lead to colksioile
false detection alarms (claiming to detect a preamble wheretis
none) lead to unnecessary backoffs and hence loss of efficiem
order to evaluate the efficacy of the preamble detection s
SNR values, we conducted the experiment by placing thertrins
ter at various distances from a receiver. To determine heamble
detection improves with increasing preamble length, ah déaca-
tion we conducted the experiment for preamble lengths oh800



and 4us. Further, preamble detection must be reliable even when
the device uses self-interference cancellation to miigaterfer-
ence arising from the transmission of their own preamblesrder

to answer the question, “How does self-interference affeeam-

ble detection,” the entire experiment was repeated withebeiver
transmitting the preambles back-to-back continuously.

Figure 10 depicts the preamble detection probability (PB$>)
a function of SNR of received signal. Since noise floor lewtls
the receiver typically increase when the device is simelbaisly
transmitting, in order to be fair in comparing the performamvith
and without self-interference, in each experiment SNR veas-c
puted first by setting the receiver to not transmit any packeach
(PDP,SNR) point in Figure 10 is computed over 4000 packestra
missions. First, key observation from Figure 10 is by using only
800ns long preambles, the preamble detection probabdgitglase
to 100% even at 0dB SNRurther, there were no false alarm de-
tections, as the detection threshold was sufficiently high.

If self-interference cancellation were perfect, then prele de-
tection would not be affected by whether or not the node warest
mitting. However, in general this is not true, since seteiference
cancellation is never perfect. As seen from Figure 10, POI®0%6
is achieved at around 8dB SNR. Also, as seen from Figure 18, wi
4 s preambles, PDP reaches almost 100% at an SNR of 5dB re-
sulting from the increased processing gains. While we belieat
other implementations of noise-cancellation such as [Light
provide higher self-interference rejection, we use thepegmen-
tal results to drive the simulation in Section 6.
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Figure 11: Airtime efficiency of WiFiNano

5.2 Efficiency of WiFi-Nano

In this experiment we evaluate the air-time efficiency (fi@t of
time data was transmitted over the air) of WiFi-Nano. Thetiaie
efficiency is a function of two key parameters — i) the fractaf
time data is transmitted in each packet and ii) slot duratiRacket
aggregation, resulting in a larger packet, increases twidn of
data transmission time in each packet and decreases thetiofpa
preamble and ACK overheads. The usage of smaller slots teads
increased efficiency by reducing channel access overh&dmls,
in this section we quantify the air-time efficiency as a fimttof
these two parameters on our platform as depicted in Figure 11

In this experiment, a single node with a full packet queuestra
mitted packets. Data transmission duration in Figure 1hdgime
in us that data (excluding preambles and ACKSs) is transmitted ove
the air for each packet. Air-time efficiency is the fractidrtime
spent in transmitting data. As depicted in Figure 11, forr&00

slots, when 2Q.s worth of data is transmitted (at 600Mbps this cor-
responds to a 1500 byte packet), the air-time efficiency i2%7
Note that this is 100% improvement over WIiRs the packet sizes
are increased to 43 (3kB packet size) and 223 (16kB packet
size), the efficiency increases to 30% and 70% respectively.

For larger slot durations, as expected, the efficiency istow
compared to smaller slots. However, even at larger slots asc
9us and 2Qus (corresponding to WiFi slot durations) performance
of WiFi-Nano is marginally better (2% higher) than that of FVi
due to elimination of SIFS.
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Figure 12: Fairness in WiFiNano

5.3 Fairness

When multiple devices share the channel, WiFi-Nano mustall
fair channel access without sacrificing efficiency. Thusyicks
must carrier sense using the lattice correlator, abort tinans-
missions whenever necessary and rollback their countgreoap
priately. In order to evaluate fair sharing in WiFi-Nano, oger-
ated two WiFi-Nano devices, Node A and Node B, simultangousl|
Throughout the experiments, the queues of both the deviees w
kept full.

First, only Node A was allowed to transmit in order to estsibli
a baseline. Then, Node B was turned on and both the nodesishare
the medium. To emulate the effects of a 600Mbps PHY, for these
experiments the packet transmission duration was keptie.28s
seen in Figure 12, when only Node A transmitted, it achieved a
rate of about 4300 Pkts/sec corresponding to an air-timeefity
of about 17%, corresponding to WiFi-Nano efficiency as seen i
Figure 11. Later, when Node B was enabled, both devices vidze a
to transmit packets about 50% of the time (with an error ofuabo
2.5% from the half-way mark). Moreover, the efficiency mpstl
remained the same throughout the experiment, indicatiagthe
channel access was performed as intended.

6. SIMULATION RESULTS

In this section, we extend our evaluation using simulatit;ms
determine the scalability of WiFi-Nano to larger deployrseand
its robustness to alternative parameter choices. Spéhjifiawe
investigate the choice of the preamble length, and derikesgahat
permit a node to detect any transmitter in the network witshhi
probability; i) we evaluate the benefits of WiFi-Nano in terms of
throughput and fairness, as compared to 80Jii) lye investigate
the effect of frame aggregation.

6.1 Simulation Settings



We implemented WiFi-Nano’s preamble detection physigaia
in the Qualnet network simulator as an independent modwe th
interfaces below the standard MAC 802.11. The module iefesc
packet transmission requests from the MAC layer and peddha
preamble contention phase before attempting the transmisk
the simulations, unless specified otherwise, we use a pieavhb
8 s for packet detection in WiFi-Nano, compared tp4in WiFi.
The reason for this choice is explained in further detail at-S
tion 6.2. To simulate the fact that self-interference is petfect,
driven by measurements obtained from our platform, we aszd
the noise floor by 5 dB whenever a device was transmitting.

We simulate 802.11a and 802.11n modulation rates. While we
typically keep the data-rate fixed during a single experime
also present results with the auto-rate fallback algorfitm802.11a.
All nodes emit a transmission power of 20 dBm. We choose a path
loss exponent of 2.72 so that the transmission range is 106rm f
the 6 Mbps modulation. We simulate a typical LAN setting veher
multiple nodes communicate with a single access point.|Isira-
ulations, nodes are deployed around the access point saicinéy
are able to carrier sense each other (using preamble aetenti
standard 802.11). Thus, there are no hidden nodes. In teemre
of hidden nodes, we believe that WiFi-Nano would suffer gack
collisions similar to WiFi; an approach such as CSMA/CN [17]
can be used to mitigate the impact of hidden terminals. Jroés
erwise specified, the nodes generate fully backlogged C&Rctr
with packet size of 1480 bytes.

By default, WiFi-Nano reacts to preamble collisions usinig\§
binary exponential backoff algorithm. However, we alsolex®
the benefits of using IdleSense [3] for WiFi-Nano when there i
high contention. Specifically, we simulate an idealizedsigar of
IdleSense with a fixed contention window of 350 when there3ére
active transmitters.

6.2 Preamble Length in WiFi-Nano

WiFi recommends about 4s of its preamble to perform carrier
sense. In the rest of this section, we shall refer to thisesdlrier
sensing preamble lengthThe rest of the WiFi preamble (36s
in 802.11n) is used for performing other functions such asobl
estimation, synchronization and MIMO parameter estinmtio

As discussed in Section 3, in order to avoid packet collsion
while using speculative preamble transmissions, WiFidNde-
vices will require a longer preamble to reliably perform rear
sense compared to WiFi devices. Thus, the carrier senseapr
ble length in WiFi-Nano has to be longer than that used in WiFi
More specifically, the carrier sensing preamble in WiFi-amould
be long enough to guarantee that all speculatively transngjtde-
vices are able to reliably detect and abort their transnissi, al-
lowing only the earliest device to transmitlsing a carrier sens-
ing preamble of inadequate length will lead to packet doltis, as
more than one device will continue transmitting its pack&isice
using a longer preamble adversely affects efficiency, mghition
we ask the questiorfWhat is the shortest possible carrier sens-
ing preamblé’ length that WiFi-Nano can use while ensuring that
preambles are correctly detected even in high contentiemac
ios?”

2Note that the duration of a WiFi-Nano preamble will be the sum
of its carrier sensing preamble length and the part of tharpbte
used in WiFi for other function such as synchronization,ncted
estimation etc. For example, a WiFi-Nano carrier sensiegmble
length of s would result in a total preamble length ofy44(36u.s

+ 8us) instead of 4Qks (36 pus + 4us) in 802.11n and 24s instead

of 20us in 802.11a.
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Figure 13: Preamble length for different detection thresholds

A key parameter that dictates preamble length is the SINR re-
quired for reliable preamble detection without false akriwhile
our testbed results indicate that an SINR detection thtdsbib
about 8dB is sufficient (Section 5.1), in noisy environmghigher
values of SINR detection threshold may be required. Thedrigh
the SINR detection threshold, the longer the carrier sgrziaam-
ble length should be. Consequently, in this section we at@lu
the carrier sensing preamble length for 10, 15 and 20 dB detec
tion thresholds for considering extremely noisy environtee For
each of these detection thresholds, we determine the mmioau-
rier sensing preamble length that limits the probabilityntssed
preamble detection to under 1%. In our evaluations, in ciclée
conservative, we consider an extreme scenario for WiFieNaBO
full back-logged transmitters, deployed randomly in a 108iam-
eter region. All results were computed as averages overdivaom
topologies, each running for a period of 30s. We tried twdbic
schemes — exponential backoff (used by WiFi) and IdleSense.

Figure 13 depicts the minimum carrier sensing preambletiteng
as a function of SINR detection threshold. As seen from ¥,
when using exponential backoff, a length gfs4 the same as that
used by WiFi, is sufficient when the SINR detection thresthisid
10 dB (corresponding to our testbed results). As SINR detect
thresholds are increased to 15dB and 20dB, the requiretercarr
sensing preamble length is 7.2(an increase of 3/2s over WiFi)
and 11.2:s (an increase of 7.2s over WiFi) respectively.

Also notice that IdleSense has a beneficial effect for WiEiRbdl
By limiting the number of nodes contending in a single sldted
Sense reduces interference and consequently results iartersh
carrier sensing preamble length. In particular, IdleSénsdble to
maintain the preamble length 4ts even in the noisy 20 dB case.
In other wordsno change in preamble length will be required in
WiFi-Nano while using IdleSensd-or the remaining results, we
fix the detection threshold to 15 dB, and conservatively sbo®
preamble length of 2 OFDM symbols, i.8ys.

In order to shed better insight as to why the preamble lenggis d
not increase dramatically in WiFi-Nano, we investigate piheam-
ble detection process by evaluating how quickly nodes aeetab
carrier sense and abort their transmissions. For our eNafyave
divide each simulation into epochs — each epoch starts atritie
of an ACK transmission for the last packet when the channel be
comes idle. In each epoch we count the number of nodes that are
transmitting at various increasing time intervals from gtart of



the epoch. Average active transmitting nodes as a funcfitime
interval elapsed from the beginning of an epoch is computed b
averaging over all epochs in the simulation.
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Figure 14: Number of contending transmitters over time
Using the same 30 node setting as before, Figure 14 plotythe a

erage number of transmitters versus the time displacenftentlae
beginning of the epoch. For instance, a point (1.6,1.8) s¢aat

after1.6us since the channel became idle, 1.8 nodes on average are

transmitting speculative preambles. The channel comtensi re-
solved when the average number of transmitting nodes id &gjia
As seen in Figure 14, the average number of transmitteredses
rapidly as nodes abort upon detecting other transmittefftser A
short period of less thatyus, the average number of transmitters
reduces to slightly below one. The average is below one lsecau
colliding transmitters abort probabilistically and, irrgacases, all
transmitters may abort.

During the interval betweetus and30us, the curve shifts up-
ward slowly representing a small increase in the averagebeum
of transmitters. This occurs because when all collidinggnaitters
have aborted, some nodes that did not detect these abaatesd tr
missions had their backoff counters expire and thus, thajplgd
the idle channel. Finally, the average number of transmsitten-
verges to 1, indicating that only one transmitter grabs trenoel
and transmits successfully. This indicates that typicatly more
than 4us of carrier sensing preamble may be necessary for WiFi-
Nano. Finally, the benefit of IdleSense is evident in thisrigas
the number of contenders at the beginning of each epochrisadra
ically reduced.

6.3 Benefits of WiFi-Nano

WiFi-Nano has three main benefits over 802.11. WiFi-Ngno
significantly reduces the overhead of data transmissiams ih-
creasing throughput even when one node is transmitiingmits
the collision overhead to the length of the preambles ansl itinu
proves throughput further when there are many contendiigs)o
iii)y improves fairness by eliminating the capture effect, inchihi
nodes closer to an AP, take advantage of the higher SINR with r
spect to farther nodes and gain higher throughput.

Throughput. Figure 15 compares the throughput achieved at dif-
ferent data-rates in two cases, when there is only one tigesm
in the network and when there are 30 active transmittersaiwéii.
Consider the case of a single transmitter. As the datamateases,
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the relative improvement of WiFi-Nano over 802.11 increaskeie

to high channel access overhead of 802.11 at higher rates-as d
scribed in Section 2. Thus, the throughput gain of WiFi-Newer
802.11 is5%, 37%, 85%, 88%, at 6 Mbps, 54 Mbps, 300 Mbps,
600 Mbps, respectively. Next, consider the case of 30 tratens
The gap between WiFi and WiFi-Nano widens further since WiFi
Nano is able to mostly avoid collisions, while the increasadhber

of nodes reduces channel access overhead. On the otherthand,
collision overhead in WiFi reduces aggregate throughportpzaored

to the single transmitter case. Thus, at 300 Mbps and 600 Mbps
WiFi-Nano is able to achieve a throughput gain of 117% andd.19
over WiFi, respectively.

Similar to Figure 2, we further analyze the performance dfiVi
Nano by decomposing the overhead into Preamble, ACK + SIFS,
Channel Access, and Collisions. Figure 16 shows the refults
and 30 senders at data-rates of 54 Mbps, 300 Mbps and 600 Mbps.
We observe that the time spent in data collisions for the @&fen
case is not visible, as collisions accounts for less ttfgnof the
time. Furthermore, the preamble and ACK overheads cannot be
eliminated since they are essential for receiving dataestetthigh
rates (the SIFS overhead has been eliminated). Thus, thevera
head that remains in WiFi-Nano is only the channel access ove
head which represents between 5.9-16.5% in the Figure.

Fairness.Finally, we investigate the benefit of WiFi-Nano in terms



1 Close Node 1 Far Node 5 Close Nodes 5 Far Nodes

14

12+ B
2
o 10 1
=
£ gt = i
= = Y
3 = N Near
< 6 % 4
(=] =
3 =
[ £
< 4 = B
= =

= N
0 NE = N Y R
802.11 WifiNano 802.11 WiFiNano 802.11 WifiNano 802.11 WiFiNano

6 Mbps 6 Mbps ARF ARF 6 Mbps 6 Mbps ARF ARF

Figure 17: Fairness

of fairness. In 802.11, the backoff counters of two nodes may
pire during the same slot, and thus cause a collision; depgnd
on their relative SINR at the receiver, the receiver may de &b
decode one of the packets (see capture effect [8]). Thisriynfa-
vors the nodes closer to an AP which benefit from a higher SINR.
In WiFi-Nano, the preamble detection process terminatel @i
single node transmitting the data packet in the overwhaemia-
jority of the cases; thus, the role of the capture effectgnificantly
reduced.

In this experiment, we used two kinds of nodes — near and far
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ciency approaches 70% and 80% at 600 Mbps and 300 Mbps, re-
spectively. Even for the fully aggregated 64 KB frame siX®ii-

Nano is able to achieve— 10% throughput gains over WiFi. How-
ever, 64 KB average frame sizes are hard to achieve in peadtie

to the presence of small packets such as TCP acks or buffer con
tention due to traffic destined for other nodes. At typicarage
aggregation frame size of 18 KB for large data transfers, [A8fi-

nodes. Near nodes are located 10 m from the AP while far nodesNano achieveg5% (resp.,17%) gains over 802.11 at 600 Mbps

at 90m from the AP. We consider both fixed rate transmissions a
6 Mbps as well as auto-rate fallback for 802.11a rates. We con
ducted two sets of experiments — first, with a single near and f

(resp., 300 Mbps).
While the above results indicate that frame aggregationbean
effective in reducing WiFi inefficiency for large data tréers, it

node and second, with 5 near and far nodes. Figure 17 shows thedoes not help for delay sensitive applications such as voiee-IP

per-node average throughput for WiFi-Nano and 802.11 &brelif
ent combinations of data-rate and number of nodes. Withih ea
pair of bars, the left bar represents the throughput of closde(s)
while the right bar depicts the throughput of the farthere{si the
error bars correspond to the maximum and minimum througbfut
the nodes in each set.

Consider the case of one far and near node. In 802.11, thegiwo
put of the closer node is 35% and 479% higher than the farther
nodes when fixed rate and auto-rate fallback, respectiasdyyised
while in the case of WiFi-Nano, the gap is less than 1% and 8%, r
spectively. Thus, WiFi-Nano is able to re-establish fassweithout
penalizing the total network throughput.

6.4 Frame aggregation

One way of reducing the overhead in WiFi is by transmitting
larger packets so that the MAC overhead is reduced to a sraall f
tion of the transmission time. 802.11 standards have imcatpd
frame aggregation and block acknowledgements to allowdsaof
up to 64KB to be transmitted after a single channel accesss,Th
data transmission time at 600 Mbps can be increased fropas12
for a 1500B packet to 873s for a 64 KB frame, thereby reducing
the channel access overhead from 90+% to under 20%.

In Figure 18, we plot the efficiency (i.e., the ratio of theiagkd
throughput over the nominal data-rate used) of a singlelbggkd
flow, as the aggregate frame size increases, for 300 and 6@8 Mb
data rates. We simulate an ideal frame aggregation mechavith
minimal overheads and choose settings so that the accessipoi
able to aggregate frames up to 64 KB.

From the Figure, we see that using 64 KB frames, WiFi effi-

or short HTTP transfers. Thus, we expect higher efficiendggya
for WiFi-Nano in typical WiFi settings.

7. RELATED WORK

There has been tremendous amount of work targeted towards im
proving wireless performance. We discuss a few papers tieat a
relevant to WiFi-Nano.

Performance. Researchers have proposed several techniques to
improve performance in wireless LANs including use of prti
packets in recovering from errors [5, 12], using networkiogd
for retransmissions [15], using directional antennas 39, 4nd the
use of aggregation and TDMA-like schedule to improve WiFi ef
ficiency in the presence of VoIP traffic [20]. Perhaps closest
WiFi-Nano is Idle Sense [3] and FICA [18].

Idle Sense proposes an alternative to the binary expohbati&off-
based WiFi MAC by trying to ensure that hosts in a single veiss|
LAN use a similar contention window. As we show in our evalua-
tions, the low collision probability of Idle Sense helps \M¥ano
use a shorter preamble length. FICA tackles the inefficeanaf the
WiFi MAC by redesigning both the PHY/MAC using fine-grained
subchannelsind delivering efficiencies of 70% at 600 Mbps. How-
ever, the use of subchannels require a synchronous systézh wh
makes it difficult for FICA to co-exist with neighboring netvks
that are not frequency/time synchronized.

Full-duplex. Recently, full-duplex single channel wireless com-
munication systems have been proposed [1, 14]. The key chal-
lenge in these systems is eliminating the self-interfezasfche lo-
cal transmitter, which can be done using a combination dbguoia
interference cancellation and a nulling antenna. Howe@exform-



ing full-duplex decoding at MIMO data rates over 20-40MHnta
width and at WiFi transmit power is still a challenging, ogeob-
lem [1]. Finally, while these systems double the capacitgatt
transmission, they still suffer from the channel accesstma is-
sues of WiFi.

In WiFi-Nano, we only need to correlate with the preamble-dur
ing transmission and do not expect the transmitter to deaoge
bits. Thus, the interference cancellation requirementiss strin-
gent as full-duplex systems. Since WiFi-Nano reduces tharmél
access overhead, it is complementary to full duplex systems

Collisions. When packet collisions occur in 802.11-based wire-
less networks, the receiving node may still be abledptureone
of the transmissions if its signal strength is sufficientighhcom-
pared to the interfering signal, thereby reducing the impécolli-
sions [8]. However, the capture effect can result in unésswhere
transmissions from nodes closer to the AP have higher piiiyab
of getting captured compared to nodes far away from the AP.

ZigZag decoding [2] is a technique that allows nodes to effi-
ciently recover from collisions due to hidden terminals Epleit-
ing interference-free stretches in the collided packe&VG/CN [17]
performs collision notification where the receiver can fiyothe
transmitter to abort transmission when capture is not iéasiur-
ing collisions, thereby reducing the collision overheadFMNano
also suffers from hidden terminal problems like WiFi and Idou
benefit from CSMA/CN and ZigZag decoding to improve efficignc
in the presence of hidden terminals. Further, the collisiotifi-
cation in CSMA/CN is achieved by correlating with a preamble
like sequence while packet transmission is on-going. W&io's
speculative preamble relies on similar correlation apditthe trans-
mitter except during preamble rather than packet transoniss

Finally, collisions due to overlapping channels is studreflL1]
where the authors propose that retransmissions be perisuitedt
decoding efficiency is improved.

Measurements.Carrier sensing and packet detection algorithms
are not specified in the standards and is left to the vendoipde-
mentation. Packet detection is accomplished through a t@nb
tion of correlation with preamble and energy detection [Bjf-
ferent vendors have different thresholds for preamble areigy
detection [10]. Similar to [10], we also incorporate preéantbe-
tection as part of carrier sensing in the Qualnet simulatorofir
evaluations.

Authors in [7] study the impact of interference on packeepec
tion in 802.11b by carefully controlling the timing of theténferer
with respect to the transmitter. They show that packet t&mep
probability increases significantly as soon as the interfes de-
layed from the start of the transmitter by as little as 3s2 While

802.11b preamble is DSSS (unlike the OFDM preambles used in [16]

802.11g/n and in this paper), these results indicate thenpsée
detection can occur even in the presence of significantf@rence.

8. CONCLUSION

In this paper, we identified WiFi’s slot size as a key reasan fo
its inability to deliver the data rate gains achieved at thgsjral
layer to the MAC layer and above. Thus, instead gf9slots

Finally, since WiFi-Nano nodes are able to detect collisidar-
ing the preamble transmission phase, they abort theirrrissgons
probabilistically so that packet collisions are avoidedhwhigh
probability. Using testbed experiments and extensive Igitians,
we show that WiFi-Nano is able to double the MAC throughput of
WiFi at 802.11n rates.
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